Steiner Triple Systems of order 3 and 9 are Kirkman triple systems with $n=0$ and 1. Solution to Kirkman's Schoolgirl Problem requires construction of a Kirkman triple system of order $n=2$.

Ray-Chaudhuri and Wilson (1971) showed that there exists at least one Kirkman triple system for every NoNnecitive order $n$. Earlier editions of Ball and Coxeter (1987) gave constructions of Kirkman triple systems with $9 \leq v \leq 99$. For $n=1$, there is a single unique (up to an isomorphism) solution, while there are 7 different systems for $n=2$ (Mulder 1917, Cole 1922, Ball and Coxeter 1987).

## see also Steiner Triple System
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## Kiss Surface



The Quintic Surface given by the equation

$$
\frac{1}{2} x^{5}+\frac{1}{2} x^{4}-\left(y^{2}+z^{2}\right)=0
$$
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## Kissing Circles Problem

see Descartes Circle Theorem, Soddy Circles

## Kissing Number

The number of equivalent Hyperspheres in $n$-D which can touch an equivalent Hypersphere without any intersections, also sometimes called the Newton Number, Contact Number, Coordination Number, or Ligancy. Newton correctly believed that the kissing number in 3-D was 12 , but the first proofs were not produced until the 19th century (Conway and Sloane 1993, p. 21) by Bender (1874), Hoppe (1874), and Günther (1875). More concise proofs were published by Schütte and van der Waerden (1953) and Leech (1956). Exact values for lattice packings are known for $n=1$ to 9 and $n=24$ (Conway and Sloane 1992, Sloane and Nebe). Odlyzko and Sloane (1979) found the exact value for 24-D.

The following table gives the largest known kissing numbers in Dimension $D$ for lattice ( $L$ ) and nonlattice ( $N L$ ) packings (if a nonlattice packing with higher number exists). In nonlattice packings, the kissing number may vary from sphere to sphere, so the largest value is given below (Conway and Sloane 1993, p. 15). An more extensive and up-to-date tabulation is maintained by Sloane and Nebe.

| $D$ | $L$ | $N L$ | $D$ | $L$ | $N L$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 |  | 13 | $\geq 918$ | $\geq 1,130$ |
| 2 | 6 |  | 14 | $\geq 1,422$ | $\geq 1,582$ |
| 3 | 12 |  | 15 | $\geq 2,340$ |  |
| 4 | 21 |  | 16 | $\geq 4,320$ |  |
| 5 | 40 |  | 17 | $\geq 5,346$ |  |
| 6 | 72 |  | 18 | $\geq 7,398$ |  |
| 7 | 126 |  | 19 | $\geq 10,668$ |  |
| 8 | 240 | 20 | $\geq 17,400$ |  |  |
| 9 | 272 | $\geq 306$ | 21 | $\geq 27,720$ |  |
| 10 | $\geq 336$ | $\geq 500$ | 22 | $\geq 49,896$ |  |
| 11 | $\geq 438$ | $\geq 582$ | 23 | $\geq 93,150$ |  |
| 12 | $\geq 756$ | $\geq 840$ | 24 | 196,560 |  |

The lattices having maximal packing numbers in 12-and 24-D have special names: the Coxeter-Todd Lattice and Leech Lattice, respectively. The general form of the lower bound of $n$-D lattice densities given by

$$
\eta \geq \frac{\zeta(n)}{2^{n-1}}
$$

where $\zeta(n)$ is the Riemann Zeta Function, is known as the Minkowski-Hlawka Theorem.
see also Coxeter-Todd Lattice, Hermite Constants, Hypersphere Packing, Leech Lattice, Minkowski-Hlawka Theorem
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## Kite

see Diamond, Lozenge, Parallelogram, Penrose Tiles, Quadrilateral, Rhombus

## Klarner-Rado Sequence

The thinnest sequence which contains 1 , and whenever it contains $x$, also contains $2 x, 3 x+2$, and $6 x+3: 1,2$, $4,5,8,9,10,14,15,16,17, \ldots$ (Sloane's A005658).
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## Klarner's Theorem

An $a \times b$ Rectangle can be packed with $1 \times n$ strips Iff $n \mid a$ or $n \mid b$.
see also Box-Packing Theorem, Conway Puzzle, de Bruijn's Theorem, Slothouber-Graatsma Puzzle
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## Klein's Absolute Invariant

$$
J(q) \equiv \frac{4}{27} \frac{\left[1-\lambda(q)+\lambda^{2}(q)\right]^{3}}{\lambda^{2}(q)[1-\lambda(q)]^{2}}=\frac{\left[E_{4}(q)\right]^{3}}{\left[E_{4}(q)\right]^{3}-\left[E_{6}(q)^{2}\right]}
$$

(Cohn 1994), where $q \equiv e^{i \pi t}$ is the Nome, $\lambda(q)$ is the Elliptic Lambda Function

$$
\lambda(q) \equiv k^{2}(q)=\left[\frac{\vartheta_{2}(q)}{\vartheta_{3}(q)}\right]^{4},
$$

$\vartheta_{i}(q)$ is a Theta Function, and the $E_{i}(q)$ are Ramanujan-Eisenstein Series. $J(t)$ is GammaModular.
see also Elliptic Lambda Function, $j$-Function, Pi, Ramanujan-Eisenstein Series, Theta FuncTION

## References

Borwein, J. M. and Borwein, P. B. Pi E the AGM: A Study in Analytic Number Theory and Computational Complexity. New York: Wiley, pp. 115 and $179,1987$.
Cohn, H. Introduction to the Construction of Class Fields. New York: Dover, p. 73, 1994.
Weisstein, E. W. "j-Function." http://www.astro. virginia.edu/~eww6n/math/notebooks/jFunction.m.

## Klein-Beltrami Model

The Klein-Beltrami model of Hyperbolic Geometry consists of an Open Disk in the Euclidean plane whose open chords correspond to hyperbolic lines. Two lines $l$ and $m$ are then considered parallel if their chords fail to intersect and are Perpendicular under the following conditions,

1. If at least one of $l$ and $m$ is a diameter of the Disk, they are hyperbolically perpendicular IFF they are perpendicular in the Euclidean sense.
2. If neither is a diameter, $l$ is perpendicular to $m$ IfF the Euclidean line extending $l$ passes through the pole of $m$ (defined as the point of intersection of the tangents to the disk at the "endpoints" of $m$ ).

There is an isomorphism between the Poincaré Hyperbolic Disk model and the Klein-Beltrami model. Consider a Klein disk in Euclidean 3-space with a Sphere of the same radius seated atop it, tangent at the Origin. If we now project chords on the disk orthogonally upward onto the Sphere's lower Hemisphere, they become arcs of Circles orthogonal to the equator. If we then stereographically project the Sphere's lower Hemisphere back onto the plane of the Klein disk from the north pole, the equator will map onto a disk somewhat larger than the Klein disk, and the chords of the original Klein disk will now be arcs of Circles orthogonal to this larger disk. That is, they will be Poincaré lines. Now we can say that two Klein lines or angles are congruent iff their corresponding Poincaré lines and angles under this isomorphism are congruent in the sense of the Poincaré model.
see also Hyperbolic Geometry, Poincaré Hyperbolic Disk

## Klein Bottle



A closed Nonorientable Surface of Genus one having no inside or outside. It can be physically realized only in 4-D (since it must pass through itself without the presence of a Hole). Its Topology is equivalent to a pair of Cross-Caps with coinciding boundaries. It can be cut in half along its length to make two Möbius Strips.

The above picture is an Immersion of the Klein bottle in $\mathbb{R}^{3}$ (3-space). There is also another possible Immersion called the "figure-8" Immersion (Geometry Center).

The equation for the usual Immersion is given by the implicit equation

$$
\begin{gather*}
\left(x^{2}+y^{2}+z^{2}+2 y-1\right)\left[\left(x^{2}+y^{2}+z^{2}-2 y-1\right)^{2}-8 z^{2}\right] \\
+16 x z\left(x^{2}+y^{2}+z^{2}-2 y-1\right)=0 \tag{1}
\end{gather*}
$$

(Stewart 1991). Nordstrand gives the parametric form

$$
\begin{align*}
& x=\cos u\left[\cos \left(\frac{1}{2} u\right)(\sqrt{2}+\cos v)+\sin \left(\frac{1}{2} u\right) \sin v \cos v\right] \\
& y=\sin u\left[\cos \left(\frac{1}{2} u\right)(\sqrt{2}+\cos v)+\sin \left(\frac{1}{2} u\right) \sin v \cos v\right]  \tag{2}\\
& z=-\sin \left(\frac{1}{2} u\right)(\sqrt{2}+\cos v)+\cos \left(\frac{1}{2} u\right) \sin v \cos v \tag{4}
\end{align*}
$$



The "figure- 8 " form of the Klein bottle is obtained by rotating a figure eight about an axis while placing a twist in it, and is given by parametric equations

$$
\begin{align*}
& x(u, v)=\left[a+\cos \left(\frac{1}{2} u\right) \sin (v)-\sin \left(\frac{1}{2} u\right) \sin (2 v)\right] \cos (u) \\
& y(u, v)=\left[a+\cos \left(\frac{1}{2} u\right) \sin (v)-\sin \left(\frac{1}{2} u\right) \sin (2 v)\right] \sin (u) \\
& z(u, v)=\sin \left(\frac{1}{2} u\right) \sin (v)+\cos \left(\frac{1}{2} u\right) \sin (2 v) \tag{6}
\end{align*}
$$

for $u \in[0,2 \pi), v \in[0,2 \pi)$, and $a>2$ (Gray 1993).

The image of the Cross-Cap map of a Torus centered at the Origin is a Klein bottle (Gray 1993, p. 249).
Any set of regions on the Klein bottle can be colored using ss colors only (Franklin 1934, Saaty 1986).
see also Cross-Cap, Etruscan Venus Surface, Ida Surface, Map Coloring Möbius Strip
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## Klein's Equation

If a REAL curve has no singularities except nodes and Cusps, Bitangents, and Inflection Points, then

$$
n+2 \tau_{2}^{\prime}+\iota^{\prime}=m+2 \delta_{2}^{\prime}+\kappa^{\prime}
$$

where $n$ is the order, $\tau^{\prime}$ is the number of conjugate tangents, $\iota^{\prime}$ is the number of Real inflections, $m$ is the class, $\delta^{\prime}$ is the number of REAL conjugate points, and $\kappa^{\prime}$ is the number of Real Cusps. This is also called Klein's Theorem.
see also PlÜCKER'S EQUATION
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## Klein Four-Group

see Viergruppe

## Klein-Gordon Equation

$$
\frac{1}{c^{2}} \frac{\partial^{2} \psi}{\partial t^{2}}=\frac{\partial^{2} \psi}{\partial x^{2}}-\mu^{2} \psi
$$

see also Sine-Gordon Equation, Wave Equation

## Klein Quartic

The 3-holed Torus.

## Klein's Theorem

see Klein's Equation

## Kleinian Group

A finitely generated discontinuous group of linear fractional transformation acting on a domain in the COMplex Plane.
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## Kloosterman's Sum

$$
\begin{equation*}
S(u, v, n) \equiv \sum_{n} \exp \left[\frac{2 \pi i(u h+v \bar{h})}{n}\right] \tag{1}
\end{equation*}
$$

where $h$ runs through a complete set of residues RELAtively Prime to $n$, and $\bar{h}$ is defined by

$$
\begin{equation*}
h \bar{h} \equiv 1(\bmod n) \tag{2}
\end{equation*}
$$

If $\left(n, n^{\prime}\right)=1$ (if $n$ and $n^{\prime}$ are Relatively Prime), then

$$
\begin{equation*}
S(u, v, n) S\left(u, v^{\prime}, n^{\prime}\right)=S\left(u, v n^{\prime 2}+v^{\prime} n^{2}, n n^{\prime}\right) \tag{3}
\end{equation*}
$$

Kloosterman's sum essentially solves the problem introduced by Ramanujan of representing sufficiently large numbers by Quadratic FORMS $a x_{1}{ }^{2}+b x_{2}{ }^{2}+c x_{3}{ }^{2}+$ $d x_{4}{ }^{2}$. Weil improved on Kloosterman's estimate for Ramanujan's problem with the best possible estimate

$$
\begin{equation*}
|S(u, u, n)| \leq 2 \sqrt{n} \tag{4}
\end{equation*}
$$

(Duke 1997).
see also Gaussian Sum

## References

Duke, W. "Some Old Problems and New Results about Quadratic Forms." Not. Amer. Math. Soc. 44, 190-196, 1997.
Hardy, G. H. and Wright, E. M. An Introduction to the Theory of Numbers, 5th ed. Oxford, England: Clarendon Press, p. 56, 1979.
Katz, N. M. Gauss Sums, Kloosterman Sums, and Monodromy Groups. Princeton, NJ: Princeton University Press, 1987.
Kloosterman, H. D. "On the Representation of Numbers in the Form $a x^{2}+b y^{2}+c z^{2}+d t^{2}$." Acta Math. 49, 407-464, 1926.

Ramanujan, S. "On the Expression of a Number in the Form $a x^{2}+b y^{2}+c z^{2}+d u^{2} . "$ Collected Papers. New York: Chelsea, 1962.

## Knapsack Problem

Given a Sum and a set of Weights, find the Weights which were used to generate the SUM. The values of the weights are then encrypted in the sum. The system relies on the existence of a class of knapsack problems which can be solved trivially (those in which the weights are separated such that they can be "peeled off" one at a time using a Greedy-like algorithm), and transformations which convert the trivial problem to a difficult one and vice versa. Modular multiplication is used as the Trapdoor Function. The simple knapsack system was broken by Shamir in 1982, the Graham-Shamir system by Adleman, and the iterated knapsack by Ernie Brickell in 1984.
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## Kneser-Sommerfeld Formula

Let $J_{\nu}$ be a Bessel Function of the First Kind, $N_{\nu}$ a Neumann Function, and $j_{\nu, n}$ the zeros of $z^{-\nu} J_{\nu}(z)$ in order of ascending Real Part. Then for $0<x<X<1$ and $\Re[z]>0$,

$$
\begin{aligned}
\frac{\pi J_{\nu}(x z)}{4 J_{\nu}(z)}\left[J_{\nu}(z) N_{\nu}(X z)-\right. & \left.N_{\nu}(z) J_{\nu}(X z)\right] \\
& =\sum_{n=1}^{\infty} \frac{J_{\nu}\left(j_{\nu, n} x\right) J_{\nu}\left(j_{\nu, n} X\right)}{\left(z^{2}-j_{\nu, n}{ }^{2}\right) J_{\nu, n}^{\prime}{ }^{2}\left(j_{\nu, n}\right)}
\end{aligned}
$$
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## Knights Problem

| Kt |  | Kt |  | Kt |  | Kt |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Kt |  | Kt |  | Kt |  | Kt |
| Kt |  | Kt |  | Kt |  | Kt |  |
|  | Kt |  | Kt |  | Kt |  | Kt |
| Kt |  | Kt |  | Kt |  | Kt |  |
|  | Kt |  | Kt |  | Kt |  | Kt |
| Kt |  | Kt |  | Kt |  | Kt |  |
|  | Kt |  | Kt |  | Kt |  | Kt |

The problem of determining how many nonattacking knights $K(n)$ can be placed on an $n \times n$ Chessboard. For $n=8$, the solution is 32 (illustrated above). In general, the solutions are

$$
K(n)= \begin{cases}\frac{1}{2} n^{2} & n>2 \text { even } \\ \frac{1}{2}\left(n^{2}+1\right) & n>1 \text { odd }\end{cases}
$$

giving the sequence $1,4,5,8,13,18,25, \ldots$ (Sloane's A030978, Dudeney 1970, p. 96; Madachy 1979).

|  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  | $K t$ |  |  |
|  | $K t$ | $K t$ |  | $K t$ | $K t$ |  |  |
|  |  | $K t$ |  |  |  |  |  |
|  |  |  |  |  | $K t$ |  |  |
|  |  | $K t$ | $K t$ |  | Kt | Kt |  |
|  |  | $K t$ |  |  |  |  |  |
|  |  |  |  |  |  |  |  |

The minimal number of knights needed to occupy or attack every square on an $n \times n$ Chessboard is given by $1,4,4,4,5,8,10, \ldots$ (Sloane's A006075). The number of such solutions are given by $1,1,2,3,8,22$, 3, ... (Sloane's A006076).
see also Bishops Problem, Chess, Kings Problem, Knight's Tour, Queens Problem, Rooks Problem
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## Knights of the Round Table

see Necklace

## Knight's Tour




A knight's tour of a Chessboard (or any other grid) is a sequence of moves by a knight CHESS piece (which may only make moves which simultaneously shift one square along one axis and two along the other) such that each square of the board is visited exactly once (i.e., a Hamiltonian Circuit). If the final position is a knight's move away from the first position, the tour is called re-entrant. The first figure above shows a knight's tour on a $6 \times 6$ Chessboard. The second set of figures shows six knight's tours on an $8 \times 8$ Chessboard, all but the first of which are re-entrant. The final tour has the additional property that it is a Semimagic Square with row and column sums of 260 and main diagonal sums of 348 and 168.

Löbbing and Wegener (1996) computed the number of cycles covering the directed knight's graph for an $8 \times 8$ Chessboard. They obtained $\alpha^{2}$, where $\alpha=$ $2,849,759,680$, i.e., $8,121,130,233,753,702,400$. They also computed the number of undirected tours, obtaining an incorrect answer $33,439,123,484,294$ (which is not divisible by 4 as it must be), and so are currently redoing the calculation.
The following results are given by Kraitchik (1942). The number of possible tours on a $4 k \times 4 k$ board for $k=3$, $4, \ldots$ are $8,0,82,744,6378,31088,189688,1213112$, ... (Kraitchik 1942, p. 263). There are 14 tours on the $3 \times 7$ rectangle, two of which are symmetrical. There are 376 tours on the $3 \times 8$ rectangle, none of which is closed. There are 16 symmetric tours on the $3 \times 9$ rectangle and 8 closed tours on the $3 \times 10$ rectangle. There are 58 symmetric tours on the $3 \times 11$ rectangle and 28 closed tours on the $3 \times 12$ rectangle. There are five doubly symmetric tours on the $6 \times 6$ square. There are 1728 tours on the $5 \times 5$ square, 8 of which are symmetric. The longest "uncrossed" knight's tours on an $n \times n$ board for $n=3,4, \ldots$ are $2,5,10,17,24,35, \ldots$ (Sloane's A003192).
see also Chess, Kings Problem, Knights Problem, Magic Tour, Queens Problem, Tour
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## Knödel Numbers

For every $k \geq 1$, let $C_{k}$ be the set of COMPOSITE numbers $n>k$ such that if $1<a<n, \operatorname{GCD}(a, n)=1$ (where GCD is the Greatest Common Divisor), then $a^{n-k} \equiv 1(\bmod n) . C_{1}$ is the set of CARMICHAEL NumBERS. Makowski (1962/1963) proved that there are infinitely many members of $C_{k}$ for $k \geq 2$.
see also Carmichael Number, $D$-Number, Greatest Common Divisor
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## Knot

A knot is defined as a closed, non-self-intersecting curve embedded in 3-D. A knot is a single component Link. Klein proved that knots cannot exist in an Evennumbered dimensional space $\geq 4$. It has since been shown that a knot cannot exist in any dimension $\geq 4$. Two distinct knots cannot have the same Knot Complement (Gordon and Luecke 1989), but two Links can! (Adams 1994, p. 261). The Knot Sum of any number of knots cannot be the Uninot unless each knot in the sum is the Unknot.

Knots can be cataloged based on the minimum number of crossings present. Knots are usually further broken down into Prime Knots. Knot theory was given its first impetus when Lord Kelvin proposed a theory that atoms were vortex loops, with different chemical
elements consisting of different knotted configurations (Thompson 1867). P. G. Tait then cataloged possible knots by trial and error.

Thistlethwaite has used Dowker Notation to enumerate the number of Prime Knots of up to 13 crossings, and Alternating Knots up to 14 crossings. In this compilation, Mirror Images are counted as a single knot type. The number of distinct Prime Knots $N(n)$ for knots from $n=3$ to 13 crossings are $1,1,2,3,7,21$, 49, 165, 552, 2176, 9988 (Sloane's A002863). Combining Prime Knots gives one additional type of knot each for knots six and seven crossings.
Let $C(n)$ be the number of distinct Prime Knots of $n$ crossings, counting Chiral versions of the same knot separately. Then

$$
\frac{1}{3}\left(2^{n-2}-1\right) \leq N(n) \leqslant e^{n}
$$

(Ernst and Summers 1987). Welsh has shown that the number of knots is bounded by an exponential in $n$.

A pictorial enumeration of Prime Knots of up to 10 crossings appears in Rolfsen (1976, Appendix C). Note, however, that in this table, the Perko Pair 10161 and $10_{162}$ are actually identical, and the uppermost crossing in $10_{144}$ should be changed (Jones 1987). The $k$ th knot having $n$ crossings in this (arbitrary) ordering of knots is given the symbol $n_{k}$. Another possible representation for knots uses the Braid Group. A knot with $n+1$ crossings is a member of the Braid Group n. There is no general method known for deciding whether two given knots are equivalent or interlocked. There is no general Algorithm to determine if a tangled curve is a knot. Haken (1961) has given an Algorithm, but it is too complex to apply to even simple cases.
If a knot is Amphichiral, the "amphichirality" is $A=$ 1, otherwise $A=0$ (Jones 1987). Arf Invariants are designated $a$. Braid Words are denoted $b$ (Jones 1987). Conway's Knot Notation $C$ for knots up to 10 crossings is given by Rolfsen (1976). Hyperbolic volumes are given (Adams, Hildebrand, and Weeks 1991; Adams 1994). The Braid Index $i$ is given by Jones (1987). Alexander Polynomials $\Delta$ are given in Rolfsen (1976), but with the Polynomials for 10083 and 10086 reversed (Jones 1987). The Alexander Polynomials are normalized according to Conway, and given in abbreviated form $\left[a_{1}, a_{2}, \ldots\right.$ for $a_{1}+a_{2}\left(x^{-1}+x\right)+\ldots$..
The Jones Polynomials $W$ for knots of up to 10 crossings are given by Jones (1987), and the Jones Polynomials $V$ can be either computed from these, or taken from Adams (1994) for knots of up to 9 crossings (although most Polynomials are associated with the wrong knot in the first printing). The Jones Polynomials are listed in the abbreviated form $\{n\} a_{0} a_{1} \ldots$ for $t^{-n}\left(a_{0}+a_{1} t+\ldots\right)$, and correspond either to the knot depicted by Rolfsen or its Mirror Image, whichever
has the lower Power of $t^{-1}$. The HOMFLY Polynomial $P(\ell, m)$ and Kauffman Polynomial $F(a, x)$ are given in Lickorish and Millett (1988) for knots of up to 7 crossings.
M. B. Thistlethwaite has tabulated the HOMFLY Polynomial and Kauffman Polynomial $F$ for Knots of up to 13 crossings.





see also Alexander Polynomial, Alexander's Horned Sphere, Ambient Isotopy, Amphichiral, Antoine's Necklace, Bend (Knot), Bennequin's Conjecture, Borromean Rings, Braid Group, Brunnian Link, Burau Representation, Chefalo Knot, Clove Hitch, Colorable, Conway's Knot, Crookedness, Dehn's Lemma, Dowker Notation, Figure-of-Eight Knot, Granny Knot, Hitch, Invertible Knot, Jones Polynomial, KinoshitaTerasaka Knot, Knot Polynomial, Knot Sum, Linking Number, Loop (Knot), Markov's Theorem, Menasco's Theorem, Milnor's Conjecture, Nasty Knot, Pretzel Knot, Prime Knot, Reidemeister Moves, Ribbon Knot, Running Knot, Schönflies Theorem, Shortening, Signature (Knot), Skein Relationship, Slice Knot, Slip Knot, Smith Conjecture, Solomon's Seal Knot, Span (Link), Splitting, Square Knot, Stevedore's Knot, Stick Number, Stopper Knot, Tait's Knot Conjectures, Tame Knot, Tangle, Torsion Number, Trefoil Knot, Unknot, Unknotting Number, Vassiliev Polynomial, Whitehead Link
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## Knot Complement

Two distinct knots cannot have the same Knot Complement (Gordon and Luecke 1989).
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## Knot Curve



$$
\left(x^{2}-1\right)^{2}=y^{2}(3+2 y)
$$
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## Knot Determinant

The determinant of a knot is $|\Delta(-1)|$, where $\Delta(z)$ is the Alexander Polynomial.

## Knot Diagram

A picture of a projection of a Knot onto a Plane. Usually, only double points are allowed (no more than two points are allowed to be superposed), and the double or crossing points must be "genuine crossings" which transverse in the plane. This means that double points must look like the below diagram on the left, and not the one on the right.


Also, it is usually demanded that a knot diagram contain the information if the crossings are overcrossings or undercrossings so that the original knot can be reconstructed. Here is a knot diagram of the Trefoil Knot,


Knot Polynomials can be computed from knot diagrams. Such Polynomials often (but not always) allow the knots corresponding to given diagrams to be uniquely identified.

## Knot Exterior

The Complement of an open solid Torus knotted at the Knot. The removed open solid Torus is called a tubular Neighborhood.

## Knot Linking

In general, it is possible to link two $n$-D Hyperspheres in $(n+2)$-D space in an infinite number of inequivalent ways. In dimensions greater than $n+2$ in the piecewise linear category, it is true that these spheres are themselves unknotted. However, they may still form nontrivial links. In this way, they are something like higher dimensional analogs of two 1 -spheres in 3-D. The following table gives the number of nontrivial ways that two $n$-D Hyperspheres can be linked in $k$-D.

| D of spheres | D of space | Distinct Linkings |
| ---: | ---: | ---: |
| 23 | 40 | 239 |
| 31 | 48 | 959 |
| 102 | 181 | 3 |
| 102 | 182 | 10438319 |
| 102 | 183 | 3 |

Two 10-D Hyperspheres link up in $12,13,14,15$, and 16-D, then unlink in 17-D, link up again in 18, 19, 20, and 21-D. The proof of these results consists of an "easy part" (Zeeman 1962) and a "hard part" (Ravenel 1986). The hard part is related to the calculation of the (stable and unstable) Номотоpy Groups of Spheres.
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## Knot Polynomial

A knot invariant in the form of a Polynomial such as the Alexander Polynomial, BLM/Ho Polynomial, Bracket Polynomial, Conway Polynomial, Jones Polynomial, Kauffman Polynomial $F$, Kauffman Polynomial $X$, and Vassiliev Polynomial.
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## Knot Problem

The problem of deciding if two Knots in 3 -space are equivalent such that one can be continuously deformed into another.

## Knot Shadow

A Link Diagram which does not specify whether crossings are under- or overcrossings.

## Knot Sum

Two oriented knots (or links) can be summed by placing them side by side and joining them by straight bars so that orientation is preserved in the sum. This operation is denoted \#, so the knot sum of knots $K_{1}$ and $K_{2}$ is written

$$
K_{1} \# K_{2}=K_{2} \# K_{1} .
$$

see also Connected Sum

## Knot Theory

The mathematical study of Knots. Knot theory considers questions such as the following:

1. Given a tangled loop of string, is it really knotted or can it, with enough ingenuity and/or luck, be untangled without having to cut it?
2. More generally, given two tangled loops of string, when are they deformable into each other?
3. Is there an effective algorithm (or any algorithm to speak of) to make these determinations?
Although there has been almost explosive growth in the number of important results proved since the discovery of the Jones Polynomial, there are still many "knotty" problems and conjectures whose answers remain unknown.
see also Knot, Link

## Knot Vector

see B-Spline

## Koch Antisnowflake


a Fractal derived from the Koch Snowflake. The base curve and motif for the fractal are illustrated below.


The Area after the $n$th iteration is

$$
A_{n}=A_{n-1}-\frac{1}{3} \frac{\ell_{n-1}}{a} \frac{\Delta}{3^{n}},
$$

where $\Delta$ is the area of the original Equilateral Triangle, so from the derivation for the Koch Snowflake,

$$
A \equiv \lim _{n \rightarrow \infty} A_{n}=\left(1-\frac{3}{5}\right) \Delta=\frac{2}{5} \Delta .
$$

see also Exterior Snowflake, Flowsnake Fractal, Koch Snowflake, Pentaflake, Sierpiński Curve
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## Koch Island

see Koch Snowflake

## Koch Snowflake





A Fractal, also known as the KOCH Island, which was first described by Helge von Koch in 1904. It is built by starting with an Equilateral Triangle, removing the inner third of each side, building another Equilateral Triangle at the location where the side was removed, and then repeating the process indefinitely. The Koch snowflake can be simply encoded as a LINDENMAYER System with initial string "F--F--F", String RewritING rule "F" $\rightarrow$ "F+F--F+F", and angle $60^{\circ}$. The zeroth through third iterations of the construction are shown above. The fractal can also be constructed using a base curve and motif, illustrated below.


Let $N_{n}$ be the number of sides, $L_{n}$ be the length of a single side, $\ell_{n}$ be the length of the Perimeter, and $A_{n}$ the snowflake's Area after the $n$th iteration. Further, denote the Area of the initial $n=0$ Triangle $\Delta$, and the length of an initial $n=0$ side 1 . Then

$$
\begin{align*}
N_{n} & =3 \cdot 4^{n}  \tag{1}\\
L_{n} & =\left(\frac{1}{3}\right)^{n}=3^{-n}  \tag{2}\\
\ell_{n} & \equiv N_{n} L_{n}=3\left(\frac{4}{3}\right)^{n}  \tag{3}\\
A_{n} & =A_{n-1}+\frac{1}{4} N_{n} L_{n}{ }^{2} \Delta=A_{n-1}+\frac{3 \cdot 4^{n}}{4}\left(\frac{1}{3}\right)^{2 n} \Delta \\
& =A_{n-1}+\frac{3 \cdot 4^{n-1}}{9^{n}} \Delta=A_{n-1}+\frac{3 \cdot 4^{4-1}}{9 \cdot 9^{n-1}} \Delta \\
& =A_{n-1}+\frac{1}{3}\left(\frac{4}{9}\right)^{n-1} \Delta . \tag{4}
\end{align*}
$$

The Capacity Dimension is then

$$
\begin{align*}
d_{\text {cap }} & =-\lim _{n \rightarrow \infty} \frac{\ln N_{n}}{\ln L_{n}}=-\lim _{n \rightarrow \infty} \frac{\ln \left(3 \cdot 4^{n}\right)}{\ln \left(3^{-n}\right)} \\
& =\lim _{n \rightarrow \infty} \frac{\ln 3+n \ln 4}{n \ln 3} \\
& =\frac{\ln 4}{\ln 3}=\frac{2 \ln 2}{\ln 3}=1.261859507 \ldots . \tag{5}
\end{align*}
$$

Now compute the AREA explicitly,

$$
\begin{align*}
& A_{0}=\Delta  \tag{6}\\
& A_{1}=A_{0}+\frac{1}{3}\left(\frac{4}{9}\right)^{0} \Delta=\Delta\left\{1+\frac{1}{3}\left(\frac{4}{9}\right)^{0}\right\}  \tag{7}\\
& A_{2}=A_{1}+\frac{1}{3}\left(\frac{4}{9}\right)^{1} \Delta=\Delta\left\{1+\frac{1}{3}\left[\left(\frac{4}{9}\right)^{0}+\left(\frac{4}{9}\right)^{1}\right]\right\}
\end{align*}
$$

$$
\begin{equation*}
A_{n}=\left[1+\frac{1}{3} \sum_{k=0}^{n}\left(\frac{4}{9}\right)^{k}\right] \Delta, \tag{8}
\end{equation*}
$$

so as $n \rightarrow \infty$,

$$
\begin{align*}
A & \equiv A_{\infty}=\left[1+\frac{1}{3} \sum_{k=1}^{\infty}\left(\frac{4}{9}\right)^{k}\right]=\left(1+\frac{1}{3} \frac{1}{1-\frac{4}{9}}\right) \Delta \\
& =\frac{8}{5} \Delta . \tag{10}
\end{align*}
$$



Some beautiful Tilings, a few examples of which are illustrated above, can be made with iterations toward Koch snowflakes.


In addition, two sizes of Koch snowflakes in Area ratio 1:3 Tile the Plane, as shown above (Gosper).


Another beautiful modification of the Koch snowflake involves inscribing the constituent triangles with filled-in triangles, possibly rotated at some angle. Some sample results are illustrated above for 3 and 4 iterations.
see also Cesàro Fractal, Exterior Snowflake, Gosper Island, Koch Antisnowflake, PeanoGosper Curve, Pentaflake, Sierpiński Sieve
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## Kochansky's Approximation

The approximation for PI,

$$
\pi \approx \sqrt{\frac{40}{3}-\sqrt{12}}=3.141533 \ldots
$$

## Koebe's Constant

A Constant equal to one Quarter, 1/4.
see also Quarter
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## Koebe Function



The function

$$
f(z) \equiv \frac{z}{(1-z)^{2}}
$$

It has a Minimum at $z=-1$, where

$$
f^{\prime}(z)=-\frac{1+z}{(z-1)^{3}}=0
$$

and an Inflection Point at $z=-2$, where

$$
f^{\prime \prime}(z)=\frac{2(2+z)}{(z-1)^{4}}=0
$$
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## Kollros' Theorem

For every ring containing $p$ Spheres, there exists a ring of $q$ Spheres, each touching each of the $p$ Spheres, where

$$
\frac{1}{p}+\frac{1}{q}=\frac{1}{3}
$$

The Hexlet is a special case with $p=3$. see also Hexlet, Sphere
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## Kolmogorov-Arnold-Moser Theorem

A theorem outlined in 1954 by Kolmogorov which was subsequently proved in the 1960 s by Arnold and Moser (Tabor 1989, p. 105). It gives conditions under which Chaos is restricted in extent. Moser's 1962 proof was valid for Twist Maps

$$
\begin{align*}
& \theta^{\prime}=\theta+2 \pi f(I)+g(\theta, I)  \tag{1}\\
& I^{\prime}=I+f(\theta, I) \tag{2}
\end{align*}
$$

In 1963, Arnold produced a proof for Hamiltonian systems

$$
\begin{equation*}
H=H_{0}(\mathbf{I})+\epsilon H_{1}(\mathbf{I}) \tag{3}
\end{equation*}
$$

The original theorem required perturbations $\epsilon \sim 10^{-48}$, although this has since been significantly increased. Arnold's proof required $C^{\infty}$, and Moser's original proof
required $C^{333}$. Subsequently, Moser's version has been reduced to $C^{6}$, then $C^{2+\epsilon}$, although counterexamples are known for $C^{2}$. Conditions for applicability of the KAM theorem are:

1. small perturbations,
2. smooth perturbations, and
3. sufficiently irrational Winding Number.

Moser considered an integrable Hamiltonian function $H_{0}$ with a TORUS $T_{0}$ and set of frequencies $\omega$ having an incommensurate frequency vector $\boldsymbol{\omega}^{*}$ (i.e., $\boldsymbol{\omega} \cdot \mathbf{k} \neq 0$ for all Integers $k_{i}$ ). Let $H_{0}$ be perturbed by some periodic function $H_{1}$. The KAM theorem states that, if $H_{1}$ is small enough, then for almost every $\omega^{*}$ there exists an invariant Torus $T\left(\omega^{*}\right)$ of the perturbed system such that $T\left(\omega^{*}\right)$ is "close to" $T_{0}\left(\omega^{*}\right)$. Moreover, the Tori $T\left(\omega^{*}\right)$ form a set of Positive measures whose complement has a measure which tends to zero as $\left|H_{1}\right| \rightarrow 0$. A useful paraphrase of the KAM theorem is, "For sufficiently small perturbation, almost all Tori (excluding those with rational frequency vectors) are preserved." The theorem thus explicitly excludes TORI with rationally related frequencies, that is, $n-1$ conditions of the form

$$
\begin{equation*}
\omega \cdot \mathbf{k}=0 \tag{4}
\end{equation*}
$$

These TORI are destroyed by the perturbation. For a system with two Degrees of Freedom, the condition of closed orbits is

$$
\begin{equation*}
\sigma=\frac{\omega_{1}}{\omega_{2}}=\frac{r}{s} \tag{5}
\end{equation*}
$$

For a Quasiperiodic Orbit, $\sigma$ is Irrational. KAM shows that the preserved TORI satisfy the irrationality condition

$$
\begin{equation*}
\left|\frac{\omega_{1}}{\omega_{2}}-\frac{r}{s}\right|>\frac{K(\epsilon)}{s^{2.5}} \tag{6}
\end{equation*}
$$

for all $r$ and $s$, although not much is known about $K(\epsilon)$.
The KAM theorem broke the deadlock of the small divisor problem in classical perturbation theory, and provides the starting point for an understanding of the appearance of Chaos. For a Hamiltonian System, the Isoenergetic Nondegeneracy condition

$$
\begin{equation*}
\left|\frac{\partial^{2} H_{0}}{\partial I_{j} \partial I_{j}}\right| \neq 0 \tag{7}
\end{equation*}
$$

guarantees preservation of most invariant Tori under small perturbations $\epsilon \ll 1$. The Arnold version states that

$$
\begin{equation*}
\left|\sum_{k=1}^{n} m_{k} \omega_{k}\right|>K(\epsilon)\left(\sum_{k=1}^{n}\left|m_{k}\right|\right)^{-n-1} \tag{8}
\end{equation*}
$$

for all $m_{k} \in \mathbb{Z}$. This condition is less restrictive than Moser's, so fewer points are excluded.
see also Chaos, Hamiltonian System, Quasiperiodic Function, Torus
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## Kolmogorov Complexity

The complexity of a pattern parameterized as the shortest Algorithm required to reproduce it. Also known as Algorithmic Complexity.
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## Kolmogorov Constant

The exponent $5 / 3$ in the spectrum of homogeneous turbulence, $k^{-5 / 3}$.
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## Kolmogorov Entropy

Also known as Metric Entropy. Divide Phase Space into $D$-dimensional Hypercubes of Content $\epsilon^{D}$. Let $P_{i_{0}, \ldots, i_{n}}$ be the probability that a trajectory is in HYPERCUBE $i_{0}$ at $t=0, i_{1}$ at $t=T, i_{2}$ at $t=2 T$, etc. Then define

$$
\begin{equation*}
K_{n}=h_{K}=-\sum_{i_{0}, \ldots, i_{n}} P_{i_{0}, \ldots, i_{n}} \ln P_{i_{0}, \ldots, i_{n}} \tag{1}
\end{equation*}
$$

where $K_{N+1}-K_{N}$ is the information needed to predict which HYpercube the trajectory will be in at $(n+1) T$ given trajectories up to $n T$. The Kolmogorov entropy is then defined by

$$
\begin{equation*}
K \equiv \lim _{T \rightarrow 0} \lim _{\epsilon \rightarrow 0^{+}} \lim _{N \rightarrow \infty} \frac{1}{N T} \sum_{n=0}^{N-1}\left(K_{n+1}-K_{n}\right) \tag{2}
\end{equation*}
$$

The Kolmogorov entropy is related to Lyapunov CharACTERISTIC EXPONENTS by

$$
\begin{equation*}
h_{K}=\int_{P} \sum_{\sigma_{i}>0} \sigma_{i} d \mu \tag{3}
\end{equation*}
$$

see also Hypercube, Lyapunov Characteristic ExPONENT
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## Kolmogorov-Sinai Entropy

see Kolmogorov Entropy, Metric Entropy

## Kolmogorov-Smirnov Test

A goodness-of-fit test for any Distribution. The test relies on the fact that the value of the sample cumulative density function is asymptotically normally distributed.

To apply the Kolmogorov-Smirnov test, calculate the cumulative frequency (normalized by the sample size) of the observations as a function of class. Then calculate the cumulative frequency for a true distribution (most commonly, the Normal Distribution). Find the greatest discrepancy between the observed and expected cumulative frequencies, which is called the " $D$-Statistic." Compare this against the critical $D$ Statistic for that sample size. If the calculated $D$ Statistic is greater than the critical one, then reject the Null Hypothesis that the distribution is of the expected form. The test is an $R$-Estimate.
see also Anderson-Darling Statistic, $D$-Statistic, Kuiper Statistic, Normal Distribution, $R$ Estimate
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## König-Egeváry Theorem

A theorem on Bipartite Graphs.
see also Bipartite Graph, Frobenius-König TheoREM

## König's Theorem

If an Analytic Function has a single simple Pole at the Radius of Convergence of its Power Series, then the ratio of the coefficients of its Power Series converges to that Pole.
see also Pole
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## Königsberg Bridge Problem



The Königsberg bridges cannot all be traversed in a single trip without doubling back. This problem was solved
by Euler, and represented the beginning of Graph TheORY.
see also Eulerian Circuit, Graph Theory
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## Korselt's Criterion

$n$ Divides $a^{n}-a$ for all Integers $a$ Iff $n$ is Squarefree and $(p-1) \mid n / p-1$ for all Prime Divisors $p$ of $n$. Carmichael Numbers satisfy this Criterion.
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## Kovalevskaya Exponent

see Leading Order Analysis

## Kozyrev-Grinberg Theory

A theory of Hamiltonian Circuits.
see also Grinberg Formula, Hamiltonian Circuit

## Kramers Rate

The characteristic escape rate from a stable state of a potential in the absence of signal.
see also Stochastic Resonance
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## Krawtchouk Polynomial

Let $\alpha(x)$ be a Step Function with the Jump

$$
\begin{equation*}
j(x)=\binom{N}{x} p^{x} q^{N-x} \tag{1}
\end{equation*}
$$

at $x=0,1, \ldots, N$, where $p>0, q>0$, and $p+q=1$. Then

$$
\begin{align*}
k_{n}^{(p)}(x)= & {\left[\binom{N}{n}\right]^{-1 / 2}(p q)^{-n / 2} } \\
& \times \sum_{\nu=0}^{n}(-1)^{n-\nu}\binom{N-x}{n-\nu}\binom{x}{\nu} p^{n-\nu} q^{\nu} \tag{2}
\end{align*}
$$

for $n=0,1, \ldots, N$. It has Weight Function

$$
\begin{equation*}
w=\frac{N!p^{x} q^{N-x}}{\Gamma(1+x) \Gamma(N+1-x)}, \tag{3}
\end{equation*}
$$

where $\Gamma(x)$ is the Gamma Function, Recurrence Relation

$$
\begin{align*}
(n+1) k_{n+1}^{(p)}(x)+p q(N & -n+1) k_{n-1}^{(p)}(x) \\
& =[x-n-(N-2)] k_{n}^{(p)}(x) \tag{4}
\end{align*}
$$

and squared norm

$$
\begin{equation*}
\frac{N!}{n!(N-n)!}(p q)^{n} . \tag{5}
\end{equation*}
$$

It has the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\frac{2}{N p q}\right)^{n / 2} n!k_{n}^{(p)}(N p+\sqrt{2 N p q} s)=H_{n}(s) \tag{6}
\end{equation*}
$$

where $H_{n}(x)$ is a Hermite Polynomial, and is related to the Hypergeometric Function by

$$
\begin{align*}
k_{n}^{(p)}(x, N)= & k_{n}^{(p)}(x, N) \\
= & (-1)^{n}\binom{N}{n} p^{n}{ }_{2} F_{1}(-n,-x ;-N ; 1 / p) \\
& \frac{(-1)^{n} p^{n}}{n!} \frac{\Gamma(N-x+1)}{\Gamma(N-x-n+1)} \\
& \quad \times{ }_{2} F_{1}(-n,-x ; N-x-n+1 ;-q / p) . \tag{7}
\end{align*}
$$

see also Orthogonal Polynomials
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## Kreisel Conjecture

A Conjecture in Decidability theory which postulates that, if there is a uniform bound to the lengths of shortest proofs of instances of $S(n)$, then the universal generalization is necessarily provable in Peano Arithmetic. The Conjecture was proven true by M. Baaz in 1988 (Baaz and Pudlák 1993).
see also Decidable
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## Kronecker Decomposition Theorem

Every Finite Abelian Group can be written as a Direct Product of Cyclic Groups of Prime POWER ORDERS. In fact, the number of nonisomorphic Abelian Finite Groups $a(n)$ of any given Order $n$ is given by writing $n$ as

$$
n=\prod_{i} p_{i}^{\alpha_{i}}
$$

where the $p_{i}$ are distinct Prime Factors, then

$$
a(n)=\prod_{i} P\left(\alpha_{i}\right),
$$

where $P$ is the Partition Function. This gives 1,1 , $1,2,1,1,1,3,2, \ldots$ (Sloane's A000688).
see also Abelian Group, Finite Group, Order (Group), Partition Function $P$
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## Kronecker Delta

The simplest interpretation of the Kronecker delta is as the discrete version of the Delta Function defined by

$$
\delta_{i j} \equiv \begin{cases}0 & \text { for } i \neq j  \tag{1}\\ 1 & \text { for } i=j .\end{cases}
$$

It has the Complex Generating Function

$$
\begin{equation*}
\delta_{m n}=\frac{1}{2 \pi i} \int z^{m-n-1} d z \tag{2}
\end{equation*}
$$

where $m$ and $n$ are Integers. In 3 -space, the Kronecker delta satisfies the identities

$$
\begin{gather*}
\delta_{i i}=3  \tag{3}\\
\delta_{i j} \epsilon_{i j k}=0  \tag{4}\\
\epsilon_{i p q} \epsilon_{j p q}=2 \delta_{i j}  \tag{5}\\
\epsilon_{i j k} \epsilon_{p q k}=\delta_{i p} \delta_{j q}-\delta_{i q} \delta_{j p}, \tag{6}
\end{gather*}
$$

where Einstein Summation is implicitly assumed, $i, j=1,2,3$, and $\epsilon$ is the Permutation Symbol.
Technically, the Kronecker delta is a Tensor defined by the relationship

$$
\begin{equation*}
\delta_{l}^{k} \frac{\partial x_{i}^{\prime}}{\partial x_{k}} \frac{\partial x_{l}}{\partial x_{j}^{\prime}}=\frac{\partial x_{i}^{\prime}}{\partial x_{k}} \frac{\partial x_{k}}{\partial x_{j}^{\prime}}=\frac{\partial x_{i}^{\prime}}{\partial x_{j}^{\prime}} . \tag{7}
\end{equation*}
$$

Since, by definition, the coordinates $x_{i}$ and $x_{j}$ are independent for $i \neq j$,

$$
\begin{equation*}
\frac{\partial x_{i}^{\prime}}{\partial x_{j}^{\prime}}=\delta_{j}^{\prime i}, \tag{8}
\end{equation*}
$$

so

$$
\begin{equation*}
{\delta_{j}^{\prime}}_{j}^{i}=\frac{\partial x_{i}^{\prime}}{\partial x_{k}} \frac{\partial x_{l}}{\partial x_{j}^{\prime}} \delta_{l}^{k}, \tag{9}
\end{equation*}
$$

and $\delta_{j}^{i}$ is really a mixed second Rank Tensor. It satisfies

$$
\begin{gather*}
\delta_{a b}^{j k}=\epsilon_{a b i} \epsilon^{j k i}=\delta_{a}^{j} \delta_{b}^{k}-\delta_{a}^{k} \delta_{b}^{j}  \tag{10}\\
\delta_{a b j k}=g_{a j} g_{b k}-g_{a k} g_{b j}  \tag{11}\\
\epsilon_{a i j} \epsilon^{b i j}=\delta_{a i}^{b i}=2 \delta_{a}^{b} . \tag{12}
\end{gather*}
$$

see also Delta Function, Permutation Symbol

## Kronecker's Polynomial Theorem

An algebraically soluble equation of Odd Prime degree which is irreducible in the natural Field possesses either

1. Only a single Real Root, or
2. All Real Roots.
see also Abel's Irreducibility Theorem, Abel's Lemma, Schoenemann's Theorem
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## Kronecker Product

see Direct Product (Matrix)

## Kronecker Symbol

An extension of the Jacobi Symbol ( $n / m$ ) to all InTEGERS. It can be computed using the normal rules for the Jacobi Symbol

$$
\begin{aligned}
\left(\frac{a b}{c d}\right) & =\left(\frac{a}{c d}\right)\left(\frac{b}{c d}\right)=\left(\frac{a b}{c}\right)\left(\frac{a b}{d}\right) \\
& =\left(\frac{a}{c}\right)\left(\frac{b}{c}\right)\left(\frac{a}{d}\right)\left(\frac{b}{d}\right)
\end{aligned}
$$

plus additional rules for $m=-1$,

$$
(n /-1)= \begin{cases}-1 & \text { for } n<0 \\ 1 & \text { for } n>0\end{cases}
$$

and $m=2$. The definition for $(n / 2)$ is variously written as

$$
(n / 2) \equiv \begin{cases}0 & \text { for } n \text { even } \\ 1 & \text { for } n \text { odd, } n \equiv \pm 1(\bmod 8) \\ -1 & \text { for } n \text { odd, } n \equiv \pm 3(\bmod 8)\end{cases}
$$

or

$$
(n / 2) \equiv \begin{cases}0 & \text { for } 4 \mid n \\ 1 & \text { for } n \equiv 1(\bmod 8) \\ -1 & \text { for } n \equiv 5(\bmod 8) \\ \text { undefined } & \text { otherwise }\end{cases}
$$

(Cohn 1980). Cohn's form "undefines" ( $n / 2$ ) for SINGLY Even Numbers $n \equiv 4(\bmod 2)$ and $n \equiv-1,3(\bmod 8)$, probably because no other values are needed in applications of the symbol involving the Discriminants $d$ of

Quadratic Fields, where $m>0$ and $d$ always satisfies $d \equiv 0,1(\bmod 4)$.

The Kronecker Symbol is a Real Character modulo $n$, and is, in fact, essentially the only type of Real primitive character (Ayoub 1963).
see also Character (Number Theory), Class Number, Dirichlet $L$-Series, Jacobi Symbol, Legendre Symbol
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## Krull Dimension

If $R$ is a Ring (commutative with 1 ), the height of a Prime Ideal $p$ is defined as the Supremum of all $n$ so that there is a chain $p_{0} \subset \cdots p_{n-1} \subset p_{n}=p$ where all $p_{i}$ are distinct Prime Ideals. Then, the Krull dimension of $R$ is defined as the SUPREmUM of all the heights of all its Prime Ideals.
see also Prime IdEal
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## Kruskal's Algorithm

An Algorithm for finding a Graph's spanning Tree of minimum length.
see also Kruskal's Tree Theorem
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## Kruskal's Tree Theorem

A theorem which plays a fundamental role in computer science because it is one of the main tools for showing that certain orderings on Trees are well-founded. These orderings play a crucial role in proving the termination of rewriting rules and the correctness of the Knuth-Bendix equational completion procedures.
see also Kruskal's Algorithm, Natural Independence Phenomenon, Tree
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## KS Entropy

see Metric Entropy

## Kuen Surface



A special case of EnNeper's Surfaces which can be given parametrically by

$$
\begin{align*}
x & =\frac{2(\cos u+u \sin u) \sin v}{1+u^{2} \sin ^{2} v}  \tag{1}\\
& =\frac{2 \sqrt{1+u^{2}} \cos \left(u-\tan ^{-1} u\right) \sin v}{1+u^{2} \sin ^{2} v}  \tag{2}\\
y & =\frac{2(\sin u-u \cos u) \sin v}{1+u^{2} \sin ^{2} v}  \tag{3}\\
& =\frac{2 \sqrt{1+u^{2}} \sin \left(u-\tan ^{-1} u\right) \sin v}{1+u^{2} \sin ^{2} v}  \tag{4}\\
z & =\ln \left[\tan \left(\frac{1}{2} v\right)\right]+\frac{2 \cos v}{1+u^{2} \sin ^{2} v} \tag{5}
\end{align*}
$$

for $v \in[0, \pi), u \in[0,2 \pi)$ (Reckziegel et al. 1986). The Kuen surface has constant Negative Gaussian Curvature of $K=-1$. The Principal Curvatures are given by
$\kappa_{1}=-\frac{u \cos \left(\frac{1}{2} v\right)\left[-2-u^{2}+u^{2} \cos (2 v)\right]^{4} \sin \left(\frac{1}{2} v\right)}{2\left[2-u^{2}+u^{2} \cos (2 v)\right]\left(1+u^{2} \sin ^{2} v\right)^{4}}$
$\kappa_{2}=\frac{\left[-2-u^{2}+u^{2} \cos (2 v)\right]^{4}\left[2-u^{2}+u^{2} \cos (2 v)\right] \csc (v)}{64 u\left(1+u^{2} \sin ^{2} v\right)^{4}}$.
see also Enneper's Surfaces, Rembs' Surfaces, Sievert's Surface
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## Kuhn-Tucker Theorem

A theorem in nonlinear programming which states that if a regularity condition holds and $f$ and the functions $h_{j}$ are convex, then a solution $x^{0}$ which satisfies the conditions $h_{j}$ for a Vector of multipliers $\lambda$ is a Global Minimum. The Kuhn-Tucker theorem is a generalization of Lagrange Multipliers. Farkas's Lemma is key in proving this theorem.

see also Farkas's Lemma, Lagrange Multiplier

## Kuiper Statistic

A statistic defined to improve the KolmogorovSmirnov Test in the Tails.

## see also Anderson-Darling Statistic
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## Kulikowski’s Theorem

For every Positive Integer $n$, there exists a Sphere which has exactly $n$ Lattice Points on its surface. The Sphere is given by the equation

$$
(x-a)^{2}+(y-b)^{2}+(z-\sqrt{2})^{2}=c^{2}+2
$$

where $a$ and $b$ are the coordinates of the center of the so-called Schinzel Circle

$$
\begin{cases}\left(x-\frac{1}{2}\right)^{2}+y^{2}=\frac{1}{4} 5^{k-1} & \text { for } n=2 k \text { even } \\ \left(x-\frac{1}{3}\right)^{2}+y^{2}=\frac{1}{9} 5^{2 k} & \text { for } n=2 k+1 \text { odd }\end{cases}
$$

and $c$ is its Radius.
see also Circle Lattice Points, Lattice Point, Schinzel's Theorem
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## Kummer's Conjecture

A conjecture concerning Primes.

## Kummer's Differential Equation

see Confluent Hypergeometric Differential Equation

## Kummer's Formulas

Kummer's first formula is

$$
\begin{align*}
{ }_{2} F_{1}\left(\frac{1}{2}+m-k,-n\right. & ; 2 m+1 ; 1) \\
& =\frac{\Gamma(2 m+1) \Gamma\left(m+\frac{1}{2}+k+n\right)}{\Gamma\left(m+\frac{1}{2}+k\right) \Gamma(2 m+1+n)}, \tag{1}
\end{align*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)$ is the Hypergeometric Function with $m \neq-1 / 2,-1,-3 / 2, \ldots$, and $\Gamma(z)$ is the Gamma Function. The identity can be written in the more symmetrical form as

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ;-1)=\frac{\Gamma\left(\frac{1}{2} b+1\right) \Gamma(b-a+1)}{\Gamma(b+1) \Gamma\left(\frac{1}{2} b-a+1\right)} \tag{2}
\end{equation*}
$$

where $a-b+c-1$ and $b$ is a positive integer. If $b$ is a negative integer, the identity takes the form

$$
\begin{equation*}
{ }_{2} F_{1}(a, b ; c ;-1)=2 \cos \left(\frac{1}{2} \pi b\right) \frac{\Gamma(|b|) \Gamma(b-a+1)}{\Gamma\left(\frac{1}{2} b-a+1\right)} \tag{3}
\end{equation*}
$$

(Petkovšek et al. 1996).
Kummer's second formula is

$$
\begin{align*}
& { }_{1} F_{1}\left(\frac{1}{2}+m ; 2 m+1 ; z\right)=M_{0, m}(z) \\
& \quad=z^{m+1 / 2}\left[1+\sum_{p=1}^{\infty} \frac{z^{2 p}}{2^{4 p} p!(m+1)(m+2) \cdots(m+p)}\right] \tag{4}
\end{align*}
$$

where ${ }_{1} F_{1}(a ; b ; z)$ is the Confluent Hypergeometric Function and $m \neq-1 / 2,-1,-3 / 2, \ldots$

## References

Petkovšek, M.; Wilf, H. S.; and Zeilberger, D. $A=B$. Wellesley, MA: A. K. Peters, pp. 42-43 and 126, 1996.

## Kummer's Function

see Confluent Hypergeometric Function

## Kummer Group

A Group of Linear Fractional Transformations which transform the arguments of Kummer solutions to the Hypergeometric Differential Equation into each other. Define

$$
\begin{aligned}
& A(z)=1-z \\
& B(z)=1 / z,
\end{aligned}
$$

then the elements of the group are $\{I, A, B, A B, B A$, $A B A=B A B\}$.

## Kummer's Quadratic Transformation

A transformation of a Hypergeometric Function,

$$
\begin{aligned}
{ }_{2} F_{1}(\alpha, \beta ; 2 \beta ; & \left.\frac{4 z}{(1+z)^{2}}\right) \\
& =(1+z)^{2 \alpha}{ }_{2} F_{1}\left(\alpha, \alpha+\frac{1}{2}-\beta ; \beta+\frac{1}{2} ; z^{2}\right)
\end{aligned}
$$

## Kummer's Relation

An identity which relates Hypergeometric FuncTIONS,
${ }_{2} F_{1}\left(2 a, 2 b ; a+b+\frac{1}{2} ; x\right)={ }_{2} F_{1}\left(a, b ; a+b+\frac{1}{2}, 4 x(1-x)\right)$.

## Kummer's Series

see Hypergeometric Function

## Kummer's Series Transformation

Let $\sum_{k=0}^{\infty} a_{k}=a$ and $\sum_{k=0}^{\infty} c_{k}=c$ be convergent series such that

$$
\lim _{k \rightarrow \infty} \frac{a_{k}}{c_{k}}=\lambda \neq 0
$$

Then

$$
a=\lambda c+\sum_{k=0}^{\infty}\left(1-\lambda \frac{c_{k}}{a_{k}}\right) a_{k}
$$
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## Kummer Surface



The Kummer surfaces are a family of Quartic SurFACES given by the algebraic equation

$$
\begin{equation*}
\left(x^{2}+y^{2}+z^{2}-\mu^{2} w^{2}\right)^{2}-\lambda p q r s=0 \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda \equiv \frac{3 \mu^{2}-1}{3-\mu^{2}} \tag{2}
\end{equation*}
$$

$p, q, r$, and $s$ are the Tetrahedral Coordinates

$$
\begin{align*}
p & =w-z-\sqrt{2} x  \tag{3}\\
q & =w-z+\sqrt{2} x  \tag{4}\\
r & =w+z+\sqrt{2} y  \tag{5}\\
s & =w+z-\sqrt{2} y \tag{6}
\end{align*}
$$

and $w$ is a parameter which, in the above plots, is set to $w=1$. The above plots correspond to $\mu^{2}=1 / 3$

$$
\left(3 x^{2}+3 y^{2}+3 z^{2}+1\right)^{2}=0
$$

(double sphere), 2/3, 1

$$
\begin{equation*}
x^{4}-2 x^{2} y^{2}+y^{4}+4 x^{2} z+4 y^{2} z+4 x^{2} z^{2}+4 y^{2} z^{2}=0 \tag{7}
\end{equation*}
$$

(Roman Surface), $\sqrt{2}, \sqrt{3}$

$$
\begin{equation*}
\left[(z-1)^{2}-2 x^{2}\right]\left[y^{2}-(z+1)^{2}\right]=0 \tag{8}
\end{equation*}
$$

(four planes), 2 , and 5 . The case $0 \leq \mu^{2} \leq 1 / 3$ corresponds to four real points.

The following table gives the number of Ordinary Double Points for various ranges of $\mu^{2}$, corresponding to the preceding illustrations.

| Range | Real Nodes | Complex Nodes |
| :--- | ---: | ---: |
| $0 \leq \mu^{2} \leq \frac{1}{3}$ | 4 | 12 |
| $\mu^{2}=\frac{1}{3}$ |  |  |
| $\frac{1}{3} \leq \mu^{2}<1$ | 4 | 12 |
| $\mu^{2}=1$ |  |  |
| $1<\mu^{2}<3$ | 16 | 0 |
| $\mu^{2}=3$ |  |  |
| $\mu^{2}>3$ | 16 | 0 |

The Kummer surfaces can be represented parametrically by hyperelliptic Theta Functions. Most of the Kummer surfaces admit 16 Ordinary Double Points, the maximum possible for a Quartic Surface. A special case of a Kummer surface is the Tetrahedroid.

Nordstrand gives the implicit equations as

$$
\begin{equation*}
x^{4}+y^{4}+z^{4}-x^{2}-y^{2}-z^{2}-x^{2} y^{2}-x^{2} z^{2}-y^{2} z^{2}+1=0 \tag{9}
\end{equation*}
$$

or

$$
\begin{array}{r}
x^{4}+y^{4}+z^{4}+a\left(x^{2}+y^{2}+z^{2}\right)+b\left(x^{2} y^{2}+x^{2} z^{2}+y^{2} z^{2}\right) \\
+c x y z-1=0 . \tag{10}
\end{array}
$$

see also Quartic Surface, Roman Surface, TetraHEDROID
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## Kuratowski's Closure-Component Problem
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## Kummer's Test

Given a Series of Positive terms $u_{i}$ and a sequence of finite Positive constants $a_{i}$, let

$$
\rho \equiv \lim _{n \rightarrow \infty}\left(a_{n} \frac{u_{n}}{u_{n+1}}-a_{n+1}\right)
$$

1. If $\rho>0$, the series converges.
2. If $\rho<0$, the series diverges.
3. If $\rho=0$, the series may converge or diverge.

The test is a general case of Bertrand's Test, the Root Test, Gauss's Test, and Raabe's Test. With $a_{n}=n$ and $a_{n+1}=n+1$, the test becomes RAABE'S Test.
see also Convergence Tests, Raabe's Test
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## Kummer's Theorem

$$
\begin{aligned}
& { }_{2} F_{1}(x,-x ; x+n+1 ;-1)=\frac{\Gamma(x+n+1) \Gamma\left(\frac{1}{2} n+1\right)}{\Gamma\left(x+\frac{1}{2} n+1\right) \Gamma(n+1)} \\
& { }_{2} F_{1}(\alpha, \beta ; 1+\alpha-\beta ;-1)=\frac{\Gamma(1+\alpha-\beta) \Gamma\left(1+\frac{1}{2} \alpha\right)}{\Gamma(1+\alpha) \Gamma\left(1+\frac{1}{2} \alpha-\beta\right)},
\end{aligned}
$$

where ${ }_{2} F_{1}$ is a Hypergeometric Function and $\Gamma(z)$ is the Gamma Function.

## Kuratowski's Closure-Component Problem

Let $X$ be an arbitrary Topological Space. Denote the Closure of a Subset $A$ of $X$ by $A^{-}$and the complement of $A$ by $A^{\prime}$. Then at most 14 different SETS can be derived from $A$ by repeated application of closure and complementation (Berman and Jordan 1975, Fife 1991). The problem was first proved by Kuratowski (1922) and popularized by Kelley (1955).
see also Kuratowski Reduction Theorem
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## Kuratowski Reduction Theorem

Every nonplanar graph is a Supergraph of an expansion of the Utility Graph $U G=K_{3,3}$ or the Complete Graph $K_{5}$. This theorem was also proven earlier by Pontryagin (1927-1928), and later by Frink and Smith (1930). Kennedy et al. (1985) give a detailed history of the theorem, and there exists a generalization known as the Robertson-Seymour Theorem.
see also Complete Graph, Planar Graph, Robertson-Seymour Theorem, Utility Graph
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## Kuratowski's Theorem

## see Kuratowski Reduction Theorem

## Kürschák's Tile



An attractive tiling of the SQUARE composed of two types of triangular tiles.
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## Kurtosis

The degree of peakedness of a distribution, also called the Excess or Excess Coefficient. Kurtosis is denoted $\gamma_{2}$ (or $b_{2}$ ) or $\beta_{2}$ and computed by taking the fourth MOMENT of a distribution. A distribution with a high peak $\left(\gamma_{2}>0\right)$ is called Leptokurtic, a flat-topped curve ( $\gamma_{2}<0$ ) is called Platykurtic, and the normal distribution ( $\gamma_{2}=0$ ) is called Mesokurtic. Let $\mu_{i}$ denote the $i$ th Moment $\left\langle x^{i}\right\rangle$. The Fisher Kurtosis is defined by

$$
\begin{equation*}
\gamma_{2} \equiv b_{2} \equiv \frac{\mu_{4}}{\mu_{2}^{2}}-3=\frac{\mu_{4}}{\sigma^{4}}-3 \tag{1}
\end{equation*}
$$

and the Pearson Kurtosis is defined by

$$
\begin{equation*}
\beta_{2} \equiv \alpha_{4} \equiv \frac{\mu_{4}}{\sigma^{4}} \tag{2}
\end{equation*}
$$

An Estimator for the $\gamma_{2}$ Fisher Kurtosis is given by

$$
\begin{equation*}
g_{2}=\frac{k_{4}}{k_{2}{ }^{2}} \tag{3}
\end{equation*}
$$

where the $k$ s are $k$-Statistics. The Standard DeviATION of the estimator is

$$
\begin{equation*}
\sigma_{g_{2}}^{2} \approx \frac{24}{N} \tag{4}
\end{equation*}
$$

see also Fisher Kurtosis, Mean, Pearson Kurtosis, Skewness, Standard Deviation
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## L

## $L_{1}$-Norm

A Vector Norm defined for a VEctor

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

with Complex entries by

$$
\|\mathbf{x}\|_{1}=\sum_{r=1}^{n}\left|x_{r}\right|
$$

see also $L_{2}$-Norm, $L_{\infty}$-Norm, Vector Norm
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Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic
Press, pp. 1114-1125, 1979.

## $L_{2}$-Norm

A Vector Norm defined for a Vector

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

with Complex entries by

$$
\|\mathbf{x}\|_{2}=\sqrt{\sum_{r=1}^{n}\left|x_{r}\right|^{2}}
$$

The $L_{2}$-norm is also called the Euclidean Norm. The $L_{2}$-norm is defined for a function $\phi(x)$ by

$$
\|\phi(x)\| \equiv \phi(x) \cdot \phi(x) \equiv\left\langle[\phi(x)]^{2}\right\rangle \equiv \int_{a}^{b}[\phi(x)]^{2} d x
$$

see also $L_{1}$-NORM, $L_{2}$-Space, $L_{\infty}$-NORM, Parallelogram Law, Vector Norm

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, pp. 1114-1125, 1979.

## $L_{2}$-Space

A Hilbert Space in which a Bracket Product is defined by

$$
\begin{equation*}
\langle\phi \mid \psi\rangle \equiv \int \psi^{*} \phi d x \tag{1}
\end{equation*}
$$

and which satisfies the following conditions

$$
\begin{gather*}
\langle\phi \mid \psi\rangle^{*}=\langle\psi \mid \phi\rangle e  \tag{2}\\
\left\langle\phi \mid \lambda_{1} \psi_{1}+\lambda_{2} \psi_{2}\right\rangle=\lambda_{1}\left\langle\phi \mid \psi_{1}\right\rangle+\lambda_{2}\left\langle\phi \mid \psi_{2}\right\rangle  \tag{3}\\
\left\langle\lambda_{1} \phi_{1}+\lambda_{2} \phi_{2} \mid \psi\right\rangle=\lambda_{1}^{*}\left\langle\phi_{1} \mid \psi\right\rangle+\lambda_{2}^{*}\left\langle\phi_{2} \mid \psi\right\rangle  \tag{4}\\
\langle\psi \mid \psi\rangle \in \mathbb{R} \geq 0  \tag{5}\\
\left|\left\langle\psi_{1} \mid \psi_{2}\right\rangle\right|^{2} \leq\left\langle\psi_{1} \mid \psi_{1}\right\rangle\left\langle\psi_{2} \mid \psi_{2}\right\rangle \tag{6}
\end{gather*}
$$

The last of these is Schwarz's Inequality.
see also Bracket Product, Hilbert Space, $L_{2-}$ Norm, Riesz-Fischer Theorem, Schwarz's InEQUALITY

## $L_{\infty}$-Norm

A Vector Norm defined for a Vector

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

with Complex entries by

$$
\|\mathbf{x}\|_{\infty}=\max _{i}\left|x_{i}\right|
$$

see also $L_{1}$-NORM, $L_{2}$-NORM, VECTOR NORM
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## $L_{p^{\prime}}$-Balance Theorem

If every component $L$ of $X / O_{p^{\prime}}(X)$ satisfies the "Schreler property," then

$$
L_{p^{\prime}}(Y) \leq L_{p^{\prime}}(X)
$$

for every $p$-local SuBgroup $Y$ of $X$, where $L_{p^{\prime}}$ is the $p$-LAYER.
see also $p$-Layer, SUBGROUP

## $L$-Estimate

A Robust Estimation based on linear combinations of Order Statistics. Examples include the Median and Tukey's Trimean.
see also $M$-Estimate, $R$-Estimate
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## $L$-Function

see Artin $L$-Function, Dirichlet $L$-Series, Euler L-Function, Hecke $L$-Function

## L-Polyomino



The order $n \geq 2$ L-polyomino consists of a vertical line of $n$ SQUARES with a single additional SQUARE attached at the bottom.
see also L-Polyomino, Skew Polyomino, Square, Square Polyomino, Straight Polyomino

## $L$-Series

see Dirichlet $L$-Series

## L-System

see Lindenmayer System

## L'Hospital's Cubic

see Tschirnhausen Cubic

## L'Hospital's Rule

Let $\lim$ stand for the Limit $\lim _{x \rightarrow c}, \lim _{x \rightarrow c^{-}}, \lim _{x \rightarrow c^{+}}$, $\lim _{x \rightarrow \infty}$, or $\lim _{x \rightarrow-\infty}$, and suppose that $\lim f(x)$ and $\lim g(x)$ are both ZERO or are both $\pm \infty$. If

$$
\lim \frac{f^{\prime}(x)}{g^{\prime}(x)}
$$

has a finite value or if the Limit is $\pm \infty$, then

$$
\lim \frac{f(x)}{g(x)}=\lim \frac{f^{\prime}(x)}{g^{\prime}(x)}
$$

L'Hospital's rule occasionally fails to yield useful results, as in the case of the function $\lim _{u \rightarrow \infty} u\left(u^{2}+1\right)^{-1 / 2}$. Repeatedly applying the rule in this case gives expressions which oscillate and never converge,

$$
\begin{aligned}
& \lim _{u \rightarrow \infty} \frac{u}{\left(u^{2}+1\right)^{1 / 2}}=\lim _{u \rightarrow \infty} \frac{1}{u\left(u^{2}+1\right)^{-1 / 2}} \\
&=\lim _{u \rightarrow \infty} \frac{\left(u^{2}+1\right)^{1 / 2}}{u}=\lim _{u \rightarrow \infty} \frac{u\left(u^{2}+1\right)^{-1 / 2}}{1} \\
&=\lim _{u \rightarrow \infty} \frac{u}{\left(u^{2}+1\right)^{1 / 2}}
\end{aligned}
$$

(The actual Limit is 1.)
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## L'Huilier's Theorem

Let a Spherical Triangle have sides of length $a, b$, and $c$, and Semiperimeter $s$. Then the Spherical Excess $\Delta$ is given by

$$
\begin{aligned}
& \tan \left(\frac{1}{4} \Delta\right) \\
& \quad=\sqrt{\tan \left(\frac{1}{2} s\right) \tan \left[\frac{1}{2}(s-a)\right] \tan \left[\frac{1}{2}(s-b)\right] \tan \left[\frac{1}{2}(s-c)\right]}
\end{aligned}
$$

see also Girard's Spherical Excess Formula, Spherical Excess,Spherical Triangle
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## Labelled Graph

A labelled graph $G=(V, E)$ is a finite series of VERtices $V$ with a set of Edges $E$ of 2-SUbSETS of $V$. Given a Vertex set $V_{n}=\{1,2, \ldots, n\}$, the number of labelled graphs is given by $2^{n(n-1) / 2}$. Two graphs $G$ and $H$ with Vertices $V_{n}=\{1,2, \ldots, n\}$ are said to be Isomorphic if there is a Permutation $p$ of $V_{n}$ such that $\{u, v\}$ is in the set of Edges $E(G) \operatorname{Iff}\{p(u), p(v)\}$ is in the set of EDGES $E(H)$.
see also Connected Graph, Graceful Graph, Graph (Graph Theory), Harmonious Graph, Magic Graph, Taylor's Condition, Weighted Tree
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## Lacunarity

Quantifies deviation from translational invariance by describing the distribution of gaps within a set at multiple scales. The more lacunar a set, the more heterogeneous the spatial arrangement of gaps.

## Ladder

see Astroid, Crossed Ladders Problem, Ladder Graph

## Ladder Graph



A Graph consisting of two rows of paired nodes each connected by an Edge. Its complement is the Соскtail Party Graph.
see also Cocktail Party Graph

## Lagrange Bracket

Let $F$ and $G$ be infinitely differentiable functions of $x$, $u$, and $p$. Then the Lagrange bracket is defined by

$$
\begin{align*}
{[F, G]=\sum_{\nu=1}^{n}\left[\frac { \partial F } { \partial p _ { \nu } } \left(\frac{\partial G}{\partial x_{p}}\right.\right.} & \left.+p_{\nu} \frac{\partial G}{\partial u}\right) \\
& \left.-\frac{\partial G}{\partial p_{\nu}}\left(\frac{\partial F}{\partial x_{\nu}}+p_{\nu} \frac{\partial F}{\partial u}\right)\right] \tag{1}
\end{align*}
$$

The Lagrange bracket satisfies

$$
\begin{equation*}
[F, G]=-[G, F] \tag{2}
\end{equation*}
$$

$$
\begin{align*}
{[[F, G], H]+} & {[[G, H], F]+[[H, F], G] } \\
& =\frac{\partial F}{\partial u}[G, H]+\frac{\partial G}{\partial u}[H, F]+\frac{\partial H}{\partial u}[F, G] \tag{3}
\end{align*}
$$

If $F$ and $G$ are functions of $x$ and $p$ only, then the Lagrange bracket $[F, G]$ collapses the Poisson Bracket $(F, G)$.
see also Lie Bracket, Poisson Bracket
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## Lagrange-Bürmann Theorem

see Lagrange Inversion Theorem

## Lagrangian Coefficient

Coefficients which appear in Lagrange Interpolating Polynomials where the points are equally spaced along the Abscissa.

## Lagrange's Continued Fraction Theorem

The Real Roots of quadratic expressions with integral Coefficients have periodic Continued Fractions, as first proved by Lagrange.

## Lagrangian Derivative

see Convective Derivative

## Lagrange's Equation

The Partial Differential Equation

$$
\left(1+f_{y}^{2}\right) f_{x x}+2 f_{x} f_{y} f_{x y}+\left(1+f_{x}^{2}\right) f_{y y}=0
$$

whose solutions are called Minimal Surfaces.
see also Minimal Surface
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## Lagrange Expansion

Let $y=f(x)$ and $y_{0}=f\left(x_{0}\right)$ where $f^{\prime}\left(x_{0}\right) \neq 0$, then
$x=x_{0}+\sum_{k=1}^{\infty} \frac{\left(y-y_{0}\right)^{k}}{k!}\left\{\frac{d^{k-1}}{d x^{k-1}}\left[\frac{x-x_{0}}{f(x)-y_{0}}\right]^{k}\right\}_{x=x_{0}}$
$g(x)=g\left(x_{0}\right)$
$+\sum_{k=1}^{\infty} \frac{\left(y-y_{0}\right)^{k}}{k!}\left\{\frac{d^{k-1}}{d x^{k-1}}\left[g^{\prime}(x)\left(\frac{x-x_{0}}{f(x)-y_{0}}\right)^{k}\right]\right\}_{x=x_{0}}$
see also Maclaurin Series, Taylor Series
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## Lagrange's Four-Square Theorem

A theorem also known as BaCHET's Conjecture which was stated but not proven by Diophantus. It states that every Positive Integer can be written as the Sum of at most four Squares. Although the theorem was proved by Fermat using infinite descent, the proof was suppressed. Euler was unable to prove the theorem. The first published proof was given by Lagrange in 1770 and made use of the Euler Four-Square Identity.
see also Euler Four-Square Identity, Fermat's Polygonal Number Theorem, Fifteen Theorem, Vinogradov's Theorem, Waring's Problem

## Lagrange's Group Theorem

Also known as Lagrange's Lemma. If $A$ is an Element of a Finite Group of order $n$, then $A^{n}=1$. This implies that $e \mid n$ where $e$ is the smallest exponent such that $A^{e}=1$. Stated another way, the Order of a Subgroup divides the Order of the Group. The converse of Lagrange's theorem is not, in general, true (Gallian 1993, 1994).
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## Lagrange's Identity

The vector identity

$$
(\mathbf{A} \times \mathbf{B}) \cdot(\mathbf{C} \times \mathbf{D})=(\mathbf{A} \cdot \mathbf{C})(\mathbf{B} \cdot \mathbf{D})-(\mathbf{A} \cdot \mathbf{D})(\mathbf{B} \cdot \mathbf{C})
$$

This identity can be generalized to $n-D$,

$$
\begin{align*}
\left(\mathbf{a}_{1} \times \cdots \times \mathbf{a}_{n-1}\right) & \cdot\left(\mathbf{b}_{1} \times \cdots \times \mathbf{b}_{n-1}\right) \\
= & \left|\begin{array}{ccc}
\mathbf{a}_{1} \cdot \mathbf{b}_{1} & \cdots & \mathbf{a}_{1} \cdot \mathbf{b}_{n-1} \\
\vdots & \ddots & \vdots \\
\mathbf{a}_{n-1} \cdot \mathbf{b}_{1} & \cdots & \mathbf{a}_{n-1} \cdot \mathbf{b}_{n-1}
\end{array}\right| \tag{2}
\end{align*}
$$

where $|A|$ is the Determinant of $A$, or

$$
\begin{align*}
\left(\sum_{k=1}^{n} a_{k} b_{k}\right)^{2}=\left(\sum_{k=1}^{n}{a_{k}}^{2}\right) & \left(\sum_{k=1}^{n} b_{k}^{2}\right) \\
& -\sum_{1 \leq k \leq j \leq n}\left(a_{k} b_{j}-a_{j} b_{k}\right)^{2} . \tag{3}
\end{align*}
$$

see also Vector Triple Product, Vector QuadRUPLE PRODUCT
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## Lagrange's Interpolating Fundamental Polynomial

Let $l(x)$ be an $n$th degree Polynomial with zeros at $x_{1}, \ldots, x_{m}$. Then the fundamental Polynomials are

$$
\begin{equation*}
l_{\nu}(x)=\frac{l(x)}{l^{\prime}\left(x_{\nu}\right)\left(x-x_{\nu}\right)} \tag{1}
\end{equation*}
$$

They have the property

$$
\begin{equation*}
l_{\nu}(x)=\delta_{\nu \mu}, \tag{2}
\end{equation*}
$$

where $\delta_{\nu \mu}$ is the Kronecker Delta. Now let $f_{1}, \ldots$, $f_{n}$ be values. Then the expansion

$$
\begin{equation*}
L_{n}(x)=\sum_{\nu=1}^{n} f_{\nu} l_{\nu}(x) \tag{3}
\end{equation*}
$$

gives the unique Lagrange Interpolating PolyNOMIAL assuming the values $f_{\nu}$ at $x_{\nu}$. Let $d \alpha(x)$ be an arbitrary distribution on the interval $[a, b],\left\{p_{n}(x)\right\}$ the associated Orthogonal Polynomials, and $l_{1}(x)$, $\ldots, l_{n}(x)$ the fundamental Polynomials corresponding to the set of zeros of $p_{n}(x)$. Then

$$
\begin{equation*}
\int_{a}^{b} l_{\nu}(x) l_{\mu}(x) d \alpha(x)=\lambda_{\mu} \delta_{\nu \mu} \tag{4}
\end{equation*}
$$

for $\nu, \mu=1,2, \ldots, n$, where $\lambda_{\nu}$ are Christoffel NUMBERS.
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## Lagrange Interpolating Polynomial






The Lagrange interpolating polynomial is the PolyNOMIAL of degree $n-1$ which passes through the $n$ points $y_{1}=f\left(x_{1}\right), y_{2}=f\left(x_{2}\right), \ldots, y_{n}=f\left(x_{n}\right)$. It is given by

$$
\begin{equation*}
P(x)=\sum_{j=1}^{n} P_{j}(x) \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{j}(x)=\prod_{\substack{k=1 \\ k \neq j}}^{n} \frac{x-x_{k}}{x_{j}-x_{k}} y_{j} \tag{2}
\end{equation*}
$$

Written explicitly,

$$
\begin{align*}
P(x)= & \frac{\left(x-x_{2}\right)\left(x-x_{3}\right) \cdots\left(x-x_{n}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right) \cdots\left(x_{1}-x_{n}\right)} y_{1} \\
& +\frac{\left(x-x_{1}\right)\left(x-x_{3}\right) \cdots\left(x-x_{n}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right) \cdots\left(x_{2}-x_{n}\right)} y_{2}+\cdots \\
& +\frac{\left(x-x_{1}\right)\left(x-x_{2}\right) \cdots\left(x-x_{n-1}\right)}{\left(x_{n}-x_{1}\right)\left(x_{n}-x_{2}\right) \cdots\left(x_{n}-x_{n-1}\right)} y_{n} . \tag{3}
\end{align*}
$$

For $n=3$ points,

$$
\begin{align*}
P(x)= & \frac{\left(x-x_{2}\right)\left(x-x_{3}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} y_{1}+\frac{\left(x-x_{1}\right)\left(x-x_{3}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} y_{2} \\
& +\frac{\left(x-x_{1}\right)\left(x-x_{2}\right)}{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} y_{3}  \tag{4}\\
P^{\prime}(x)= & \frac{2 x-x_{2}-x_{3}}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} y_{1}+\frac{2 x-x_{1}-x_{3}}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} y_{2} \\
& +\frac{2 x-x_{1}-x_{2}}{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} y_{3} \tag{5}
\end{align*}
$$

Note that the function $P(x)$ passes through the points ( $x_{i}, y_{i}$ ), as can be seen for the case $n=3$,

$$
\begin{aligned}
P\left(x_{1}\right)= & \frac{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} y_{1}+\frac{\left(x_{1}-x_{1}\right)\left(x_{1}-x_{3}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} y_{2} \\
& +\frac{\left(x_{1}-x_{1}\right)\left(x_{1}-x_{2}\right)}{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} y_{3}=y_{1} \\
P\left(x_{2}\right)= & \frac{\left(x_{2}-x_{2}\right)\left(x_{2}-x_{3}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} y_{1}+\frac{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} y_{2}
\end{aligned}
$$

$$
\begin{align*}
& +\frac{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{2}\right)}{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} y_{3}=y_{2}  \tag{7}\\
P\left(x_{3}\right)= & \frac{\left(x_{3}-x_{2}\right)\left(x_{3}-x_{3}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} y_{1}+\frac{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{3}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} y_{2} \\
& +\frac{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)}{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} y_{3}=y_{3} . \tag{8}
\end{align*}
$$

Generalizing to arbitrary $n$,

$$
\begin{equation*}
P\left(x_{j}\right)=\sum_{k=1}^{n} P_{k}\left(x_{j}\right)=\sum_{k=1}^{n} \delta_{j k} y_{k}=y_{j} \tag{9}
\end{equation*}
$$

The Lagrange interpolating polynomials can also be written using

$$
\begin{align*}
\pi(x) & \equiv \prod_{k=1}^{n}\left(x-x_{k}\right)  \tag{10}\\
\pi\left(x_{j}\right) & =\prod_{k=1}^{n}\left(x_{j}-x_{k}\right)  \tag{11}\\
\pi^{\prime}\left(x_{j}\right) & =\left[\frac{d \pi}{d x}\right]_{x=x_{j}}=\prod_{\substack{k=1 \\
k \neq j}}^{n}\left(x_{j}-x_{k}\right) \tag{12}
\end{align*}
$$

so

$$
\begin{equation*}
P(x)=\sum_{k=1}^{n} \frac{\pi(x)}{\left(x-x_{k}\right) \pi^{\prime}\left(x_{k}\right)} y_{k} \tag{13}
\end{equation*}
$$

Lagrange interpolating polynomials give no error estimate. A more conceptually straightforward method for calculating them is Neville's Algorithm.
see also Aitken Interpolation, Lebesgue Constants (Lagrange Interpolation), Neville's Algorithm, Newton's Divided Difference Interpolation Formula
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## Lagrange Inversion Theorem

Let $z$ be defined as a function of $w$ in terms of a parameter $\alpha$ by

$$
z=w+\alpha \phi(z)
$$

Then any function of $z$ can be expressed as a Power SERIES in $\alpha$ which converges for sufficiently small $\alpha$ and has the form

$$
\begin{array}{r}
F(z)=F(w)+\frac{\alpha}{1} \phi(w) F^{\prime}(w)+\frac{\alpha^{2}}{1 \cdot 2} \frac{\partial}{\partial w}\left\{[\phi(w)]^{2} F^{\prime}(w)\right\} \\
+\ldots+\frac{\alpha^{n+1}}{(n+1)!} \frac{\partial^{n}}{\partial w^{n}}\left\{[\phi(w)]^{n+1} F^{\prime}(w)\right\}+\ldots
\end{array}
$$
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## Lagrange's Lemma

see Lagrange's Four-Square Theorem

## Lagrange Multiplier

Used to find the Extremum of $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ subject to the constraint $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=C$, where $f$ and $g$ are functions with continuous first Partial Derivatives on the Open Set containing the curve $g\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$, and $\nabla g \neq 0$ at any point on the curve (where $\nabla$ is the Gradient). For an Extremum to exist,

$$
\begin{equation*}
d f=\frac{\partial f}{\partial x_{1}} d x_{1}+\frac{\partial f}{\partial x_{2}} d x_{2}+\ldots+\frac{\partial f}{\partial x_{n}} d x_{n}=0 \tag{1}
\end{equation*}
$$

But we also have

$$
\begin{equation*}
d g=\frac{\partial g}{\partial x_{1}} d x_{1}+\frac{\partial g}{\partial x_{2}} d x_{2}+\ldots+\frac{\partial g}{\partial x_{n}} d x_{n}=0 \tag{2}
\end{equation*}
$$

Now multiply (2) by the as yet undetermined parameter $\lambda$ and add to (1),

$$
\begin{align*}
\left(\frac{\partial f}{\partial x_{1}}+\lambda \frac{\partial g}{\partial x_{1}}\right) & d x_{1}+\left(\frac{\partial f}{\partial x_{2}}+\lambda \frac{\partial g}{\partial x_{2}}\right) d x_{2} \\
& +\ldots+\left(\frac{\partial f}{\partial x_{n}}+\lambda \frac{\partial g}{\partial x_{n}}\right) d x_{n}=0 . \tag{3}
\end{align*}
$$

Note that the differentials are all independent, so we can set any combination equal to 0 , and the remainder must still give zero. This requires that

$$
\begin{equation*}
\frac{\partial f}{\partial x_{k}}+\lambda \frac{\partial g}{\partial x_{k}}=0 \tag{4}
\end{equation*}
$$

for all $k=1, \ldots, n$. The constant $\lambda$ is called the Lagrange multiplier. For multiple constraints, $g_{1}=0$, $g_{2}=0, \ldots$,

$$
\begin{equation*}
\nabla f=\lambda_{1} \nabla g_{1}+\lambda_{2} \nabla g_{2}+\ldots \tag{5}
\end{equation*}
$$

see also Kuhn-Tucker Theorem
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## Lagrange Number (Diophantine Equation)

Given a Fermat Difference Equation (a quadratic Diophantine Equation)

$$
x^{2}-r^{2} y^{2}=4
$$

with $r$ a Qufanratic Surn, assign to each solution $x \mid y$ the Lagrange number

$$
z \equiv \frac{1}{2}(x+y r) .
$$

The product and quotient of two Lagrange numbers are also Lagrange numbers. Furthermore, every Lagrange number is a Power of the smallest Lagrange number with an integral exponent.
see also Pell Equation
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## Lagrange Number (Rational

## Approximation)

Hurwitz's Irrational Number Theorem gives the best rational approximation possible for an arbitrary irrational number $\alpha$ as

$$
\left|\alpha-\frac{p}{q}\right|<\frac{1}{L_{n} q^{2}}
$$

The $L_{n}$ are called Lagrange numbers and get steadily larger for each "bad" set of irrational numbers which is excluded.

|  | Exclude | $L_{n}$ |
| :--- | :--- | :--- |
| 1 | none | $\sqrt{5}$ |
| 2 | $\phi$ | $\sqrt{8}$ |
| 3 | $\sqrt{2}$ | $\frac{\sqrt{221}}{5}$ |

Lagrange numbers are of the form

$$
\sqrt{9-\frac{4}{m^{2}}},
$$

where $m$ is a Markov Number. The Lagrange numbers form a Spectrum called the Lagrange Spectrum.
see also HURwitz's Irrational Number Theorem, Liouville's Rational Approximation Theorem, Liouville-Roth Constant, Markov Number, Roth's Theorem, Spectrum Sequence, Thue-Siegel-Roth Theorem
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## Lagrange Polynomial

see Lagrange Interpolating Polynomial

## Lagrange Remainder

Given a Taylor Series, the error after $n$ terms is bounded by

$$
R_{n}=\frac{f^{(n)}(\xi)}{n!}(x-a)^{n}
$$

for some $\xi \in(a, x)$.
see also Cauchy Remainder Form, Taylor Series

## Lagrange Resolvent

A quantity involving primitive cube roots of unity which can be used to solve the Cubic Equation.

## References
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## Lagrange Spectrum

A Spectrum formed by the Lagrange Numbers. The only ones less than three are the Lagrange Numbers, but the last gaps end at Freiman's Constant. Real Numbers larger than Freiman's Constant are in the Markov Spectrum.
see also Freiman's Constant, Lagrange Number (Rational Approximation), Markov Spectrum, Spectrum Sequence
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## Laguerre Differential Equation

$$
\begin{equation*}
x y^{\prime \prime}+(1-x) y^{\prime}+\lambda y=0 . \tag{1}
\end{equation*}
$$

The Laguerre differential equation is a special case of the more general "associated Laguerre differential equation"

$$
\begin{equation*}
x y^{\prime \prime}+(\nu+1-x) y^{\prime}+\lambda y=0 \tag{2}
\end{equation*}
$$

with $\nu=0$. Note that if $\lambda=0$, then the solution to the associated Laguerre differential equation is of the form

$$
\begin{equation*}
y^{\prime \prime}(x)+P(x) y^{\prime}(x)=0, \tag{3}
\end{equation*}
$$

and the solution can be found using an Integrating Factor

$$
\begin{align*}
\mu & =\exp \left(\int P(x) d x\right)=\exp \left(\int \frac{\nu+1-x}{x} d x\right) \\
& =\exp [(\nu+1) \ln x-x]=x^{\nu+1} e^{-x}, \tag{4}
\end{align*}
$$

so

$$
\begin{equation*}
y=C_{1} \int \frac{d x}{\mu}+C_{2}=C_{1} \int \frac{e^{x}}{x^{\nu+1}} d x+C_{2} . \tag{5}
\end{equation*}
$$

The associated Laguerre differential equation has a Regular Singular Point at 0 and an Irregular

Singularity at $\infty$. It can be solved using a series expansion,

$$
\begin{align*}
& x \sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}+(\nu+1) \sum_{n=1}^{\infty} n a_{n} x^{n-1} \\
& -x \sum_{n=1}^{\infty} n a_{n} x^{n-1}+\lambda \sum_{n=0}^{\infty} a_{n} x^{n}=0  \tag{6}\\
& \begin{aligned}
\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-1} & +(\nu+1) \sum_{n=1}^{\infty} n a_{n} x^{n-1} \\
& -\sum_{n=1}^{\infty} n a_{n} x^{n}+\lambda \sum_{n=0}^{\infty} a_{n} x^{n}=0
\end{aligned} \\
& \begin{aligned}
\sum_{n=1}^{\infty}(n+1) n a_{n+1} x^{n} & +(\nu+1) \sum_{n=0}^{\infty}(n+1) a_{n+1} x^{n} \\
- & \sum_{n=1}^{\infty} n a_{n} x^{n}+\lambda \sum_{n=0}^{\infty} a_{n} x^{n}=0
\end{aligned} \tag{7}
\end{align*}
$$

$$
\begin{aligned}
& {\left[(n+1) a_{1}+\lambda a_{0}\right]} \\
& +\sum_{n=1}^{\infty}\left\{[(n+1) n+(\nu+1)(n+1)] a_{n+1}-n a_{n}+\lambda a_{n}\right\} x^{n}
\end{aligned}
$$

$$
=0 \quad(9)
$$

$$
\begin{align*}
& {\left[(n+1) a_{1}+\lambda a_{0}\right]} \\
& +\sum_{n=1}^{\infty}\left[(n+1)(n+\nu+1) a_{n+1}+(\lambda-n) a_{n}\right] x^{n}=0 . \tag{10}
\end{align*}
$$

This requires

$$
\begin{align*}
a_{1} & =-\frac{\lambda}{\nu+1} a_{0}  \tag{11}\\
a_{n+1} & =\frac{n-\lambda}{(n+1)(n+\nu+1)} a_{n} \tag{12}
\end{align*}
$$

for $n>1$. Therefore,

$$
\begin{equation*}
a_{n+1}=\frac{n-\lambda}{(n+1)(n+\nu+1)} a_{n} \tag{13}
\end{equation*}
$$

for $n=1,2, \ldots$, so

$$
\begin{align*}
y=a_{0}[1- & \frac{\lambda}{\nu+1} x-\frac{\lambda(1-\lambda)}{2(\nu+1)(\nu+2)} x^{2} \\
& \left.\quad-\frac{\lambda(1-\lambda)(2-\lambda)}{2 \cdot 3(\nu+1)(\nu+2)(\nu+3)}+\cdots\right] . \tag{14}
\end{align*}
$$

If $\lambda$ is a Positive Integer, then the series terminates and the solution is a Polynomial, known as an associated Laguerre Polynomial (or, if $\nu=0$, simply a Laguerre Polynomial).
see also Laguerre Polynomial

## Laguerre-Gauss Quadrature

Also called Gauss-Laguerre Quadrature or Laguerre Quadrature. A Gaussian Quadrature over the interval $[0, \infty)$ with Weighting Function $W(x)=e^{-x}$. The AbSCISSAS for quadrature order $n$ are given by the Roots of the Laguerre PolynomiALS $L_{n}(x)$. The weights are

$$
\begin{equation*}
w_{i}=-\frac{A_{n+1} \gamma_{n}}{A_{n} L_{n}^{\prime}\left(x_{i}\right) L_{n+1}\left(x_{i}\right)}=\frac{A_{n}}{A_{n-1}} \frac{\gamma_{n-1}}{L_{n-1}\left(x_{i}\right) L_{n}^{\prime}\left(x_{i}\right)} \tag{1}
\end{equation*}
$$

where $A_{n}$ is the Coefficient of $x^{n}$ in $L_{n}(x)$. For Laguerre Polynomials,

$$
\begin{equation*}
A_{n}=(-1)^{n} n! \tag{2}
\end{equation*}
$$

where $n!$ is a FACTORIAL, so

$$
\begin{equation*}
\frac{A_{n+1}}{A_{n}}=-(n+1) \tag{3}
\end{equation*}
$$

Additionally,

$$
\begin{equation*}
\gamma_{n}=1 \tag{4}
\end{equation*}
$$

so

$$
\begin{equation*}
w_{i}=\frac{n+1}{L_{n+1}\left(x_{i}\right) L_{n}^{\prime}\left(x_{i}\right)}=-\frac{n}{L_{n-1}\left(x_{i}\right) L_{n}^{\prime}\left(x_{i}\right)} \tag{5}
\end{equation*}
$$

(Note that the normalization used here is different than that in Hildebrand 1956.) Using the recurrence relation

$$
\begin{align*}
& x L_{n}^{\prime}(x)=n L_{n}(x)-n L_{n-1}(x) \\
& \quad=(x-n-1) L_{n}(x)+(n+1) L_{n+1}(x) \tag{6}
\end{align*}
$$

which implies

$$
\begin{equation*}
x_{i} L_{n}^{\prime}\left(x_{i}\right)=-n L_{n-1}\left(x_{i}\right)=(n+1) L_{n+1}\left(x_{i}\right) \tag{7}
\end{equation*}
$$

gives

$$
\begin{equation*}
w_{i}=\frac{1}{x_{i}\left[L_{n}^{\prime}\left(x_{i}\right)\right]^{2}}=\frac{x_{i}}{(n+1)^{2}\left[L_{n+1}\left(x_{i}\right)\right]^{2}} \tag{8}
\end{equation*}
$$

The error term is

$$
\begin{equation*}
E=\frac{(n!)^{2}}{(2 n)!} f^{(2 n)}(\xi) \tag{9}
\end{equation*}
$$

Beyer (1987) gives a table of ABSCISSAS and weights up to $n=6$.

| $n$ | $x_{i}$ | $w_{i}$ |
| :--- | :--- | :--- |
| 2 | 0.585786 | 0.853553 |
|  | 3.41421 | 0.146447 |
| 3 | 0.415775 | 0.711093 |
|  | 2.29428 | 0.278518 |
|  | 6.28995 | 0.0103893 |
| 4 | 0.322548 | 0.603154 |
|  | 1.74576 | 0.357419 |
|  | 4.53662 | 0.0388879 |
|  | 9.39507 | 0.000539295 |
| 5 | 0.26356 | 0.521756 |
|  | 1.4134 | 0.398667 |
|  | 3.59643 | 0.0759424 |
|  | 7.08581 | 0.00361176 |
|  | 12.6408 | 0.00002337 |

The AbSCISSAS and weights can be computed analytically for small $n$.

| $n$ | $x_{i}$ | $w_{i}$ |
| :--- | :--- | :--- |
| 2 | $2-\sqrt{2}$ | $\frac{1}{4}(2+\sqrt{2})$ |
|  | $2+\sqrt{2}$ | $\frac{1}{4}(2-\sqrt{2})$ |

For the associated Laguerre polynomial $L_{n}^{\beta}(x)$ with Weighting Function $w(x)=x^{\beta} e^{-x}$,

$$
\begin{equation*}
A_{n}=(-1)^{n} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{n}=n!\int_{0}^{\infty} x^{\beta+n} e^{-x} d x=n!\Gamma(n+\beta+1) \tag{11}
\end{equation*}
$$

The weights are

$$
\begin{equation*}
w_{i}=\frac{n!\Gamma(n+\beta+1)}{x_{i}\left[L_{m}^{\beta}{ }^{\prime}\left(x_{i}\right)\right]^{2}}=\frac{n!\Gamma(n+\beta+1) x_{i}}{\left[L_{n+1}^{\beta}\left(x_{i}\right)\right]^{2}} \tag{12}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function, and the error term is

$$
\begin{equation*}
E_{n}=\frac{n!\Gamma(n+\beta+1)}{(2 n)!} f^{(2 n)}(\xi) \tag{13}
\end{equation*}
$$
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## Laguerre's Method

A Root-finding algorithm which converges to a ComPLEX ROOT from any starting position.

$$
\begin{gather*}
P_{n}(x)=\left(x-x_{1}\right)\left(x-x_{2}\right) \cdots\left(x-x_{n}\right)  \tag{1}\\
\ln \left|P_{n}(x)\right|=\ln \left|x-x_{1}\right|+\ln \left|x-x_{2}\right|+\ldots+\ln \left|x-x_{n}\right| \tag{2}
\end{gather*}
$$

$$
\begin{align*}
P_{n}^{\prime}(x) & =\left(x-x_{2}\right) \cdots\left(x-x_{n}\right)+\left(x-x_{1}\right) \cdots\left(x-x_{n}\right)+\ldots \\
& =P_{n}(x)\left(\frac{1}{x-x_{1}}+\cdots+\frac{1}{x-x_{n}}\right) \tag{3}
\end{align*}
$$

$$
\begin{align*}
\frac{d \ln \left|P_{n}(x)\right|}{d x} & =\frac{1}{x-x_{1}}+\frac{1}{x-x_{2}}+\ldots+\frac{1}{x-x_{n}} \\
& =\frac{P_{n}^{\prime}(x)}{P_{n}(x)} \equiv G(x) \tag{4}
\end{align*}
$$

$$
\begin{align*}
- & \frac{d^{2} \ln \left|P_{n}(x)\right|}{d x^{2}} \\
& =\frac{1}{\left(x-x_{1}\right)^{2}}+\frac{1}{\left(x-x_{2}\right)^{2}}+\ldots+\frac{1}{\left(x-x_{n}\right)^{2}} \\
& =\left[\frac{P_{n}^{\prime}(x)}{P_{n}(x)}\right]^{2}-\frac{P_{n}^{\prime \prime}(x)}{P_{n}(x)} \equiv H(x) . \tag{5}
\end{align*}
$$

Now let $a \equiv x-x_{1}$ and $b \equiv x-x_{1}$. Then

$$
\begin{align*}
G & \equiv \frac{1}{a}+\frac{n-1}{b}  \tag{6}\\
H & \equiv \frac{1}{a^{2}}+\frac{n-1}{b^{2}} \tag{7}
\end{align*}
$$

SO

$$
\begin{equation*}
a=\frac{n}{\max \left[G \pm \sqrt{(n-1)\left(n H-G^{2}\right)}\right]} \tag{8}
\end{equation*}
$$

Setting $n=2$ gives Halley's Irrational Formula. see also Halley's Irrational Formula, Halley's Method, Newton's Method, Root
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## Laguerre Polynomial



Solutions to the Laguerre Differential Equation with $\nu=0$ are called Laguerre polynomials. The Laguerre polynomials $L_{n}(x)$ are illustrated above for $x \in[0,1]$ and $n=1,2, \ldots, 5$.

The Rodrigues formula for the Laguerre polynomials is

$$
\begin{equation*}
L_{n}(x)=\frac{e^{x}}{n!} \frac{d^{n}}{d x^{n}}\left(x^{n} e^{-x}\right) \tag{1}
\end{equation*}
$$

and the Generating Function for Laguerre polynomials is

$$
\begin{align*}
& g(x, z)=\frac{\exp \left(-\frac{x z}{1-z}\right)}{1-z}=1+(-x+1) z \\
& \quad+\left(\frac{1}{2} x^{2}-2 x+1\right) z^{2}+\left(-\frac{1}{6} x^{3}+\frac{3}{2} x^{2}-3 x+1\right) z^{3}+\ldots \tag{2}
\end{align*}
$$

A Contour Integral is given by

$$
\begin{equation*}
L_{n}(x)=\frac{1}{2 \pi i} \int \frac{e^{-x z /(1-z)}}{(1-z) z^{n+1}} d z \tag{3}
\end{equation*}
$$

The Laguerre polynomials satisfy the Recurrence ReLations

$$
\begin{equation*}
(n+1) L_{n+1}(x)=(2 n+1-x) L_{n}(x)-n L_{n-1}(x) \tag{4}
\end{equation*}
$$

(Petkovšek et al. 1996) and

$$
\begin{equation*}
x L_{n}^{\prime}(x)=n L_{n}(x)-n L_{n-1}(x) \tag{5}
\end{equation*}
$$

The first few Laguerre polynomials are

$$
\begin{aligned}
& L_{0}(x)=1 \\
& L_{1}(x)=-x+1 \\
& L_{2}(x)=\frac{1}{2}\left(x^{2}-4 x+2\right) \\
& L_{3}(x)=\frac{1}{6}\left(-x^{3}+9 x^{2}-18 x+6\right)
\end{aligned}
$$

Solutions to the associated Laguerre Differential Equation with $\nu \neq 0$ are called associated Laguerre polynomials $L_{n}^{k}(x)$. In terms of the normal Laguerre polynomials,

$$
\begin{equation*}
L_{n}(x)=L_{n}^{0}(x) \tag{6}
\end{equation*}
$$

The Rodrigues formula for the associated Laguerre polynomials is

$$
\begin{align*}
L_{n}^{k}(x) & =\frac{e^{x} x^{-k}}{n!} \frac{d^{n}}{d x^{n}}\left(e^{-x} x^{n+k}\right) \\
& =(-1)^{n} \frac{d^{n}}{d x^{n}}\left[L_{n+k}(x)\right]  \tag{7}\\
& =\sum_{m=0}^{\infty}(-1)^{m} \frac{(n+k)!}{(n-m)!(k+m)!m!} x^{m} \tag{8}
\end{align*}
$$

and the Generating Function is
$g(x, z)=\frac{\exp \left(-\frac{x z}{1-z}\right)}{(1-z)^{k+1}}$
$1+(k+1-x) z+\frac{1}{2}\left[x^{2}-2(k+2) x+(k+1)(k+2)\right] z^{2}+\ldots$.

The associated Laguerre polynomials are orthogonal over $[0, \infty)$ with respect to the Weighting Function $x^{n} e^{-x}$.

$$
\begin{equation*}
\int_{0}^{\infty} e^{-x} x^{k} L_{n}^{k}(x) L_{m}^{k}(x) d x=\frac{(n+k)!}{n!} \delta_{m n} \tag{10}
\end{equation*}
$$

where $\delta_{m n}$ is the Kronecker Delta. They also satisfy

$$
\begin{equation*}
\int_{0}^{\infty} e^{-x} x^{k+1}\left[L_{n}^{k}(x)\right]^{2} d x=\frac{(n+k)!}{n!}(2 n+k+1) \tag{11}
\end{equation*}
$$

Recurrence Relations include

$$
\begin{equation*}
\sum_{\nu=0}^{n} L_{\nu}^{(\alpha)}(x)=L_{n}^{(\alpha+1)}(x) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{n}^{(\alpha)}(x)=L_{n}^{(\alpha+1)}(x)-L_{n-1}^{(\alpha+1)}(x) \tag{13}
\end{equation*}
$$

The Derivative is given by

$$
\begin{align*}
\frac{d}{d x} L_{n}^{(\alpha)}(x) & =-L_{n-1}^{(\alpha+1)}(x) \\
& =x^{-1}\left[n L_{n}^{(\alpha)}(x)-(n+\alpha) L_{n-1}^{(\alpha)}(x)\right. \tag{14}
\end{align*}
$$

In terms of the Confluent Hypergeometric FuncTION,

$$
\begin{equation*}
L_{n}^{k}(x)=\frac{(k+1)_{n}}{n!}{ }_{1} F_{1}(-b ; k+1 ; x) . \tag{15}
\end{equation*}
$$

An interesting identity is

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{L_{n}^{(\alpha)}(x)}{\Gamma(n+\alpha+1)} w^{n}=e^{w}(x w)^{-\alpha / 2} J_{\alpha}(2 \sqrt{x w}) \tag{16}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function and $J_{\alpha}(z)$ is the Bessel Function of the First Kind (Szegő 1975, p. 102). An integral representation is

$$
\begin{equation*}
e^{-x} x^{\alpha / 2} L_{n}^{(\alpha)}(x)=\frac{1}{n!} \int_{0}^{\infty} e^{-t} t^{n+\alpha / 2} J_{\alpha}(2 \sqrt{t x}) d t \tag{17}
\end{equation*}
$$

for $n=0,1, \ldots$ and $\alpha>-1$. The Discriminant is

$$
\begin{equation*}
D_{n}^{(\alpha)}=\prod_{\nu=1}^{n} \nu^{\nu-2 n+2}(\nu+\alpha)^{\nu-1} \tag{18}
\end{equation*}
$$

(Szegő 1975, p. 143). The Kernel Polynomial is

$$
\begin{align*}
K_{n}^{(\alpha)}(x, y)= & \frac{n+1}{\Gamma(\alpha+1)}\binom{n+\alpha}{n}^{-1} \\
& \frac{L_{n}^{(\alpha)}(x) L_{n+1}^{(\alpha)}(y)-L_{n+1}^{(\alpha)}(x) L_{n}(\alpha)(y)}{x-y} \tag{19}
\end{align*}
$$

where $\binom{n}{k}$ is a Binomial Coefficient (Szegő 1975, p. 101).

The first few associated Laguerre polynomials are

$$
\begin{aligned}
L_{0}^{k}(x) & =1 \\
L_{1}^{k}(x) & =-x+k+1 \\
L_{2}^{k}(x) & =\frac{1}{2}\left[x^{2}-2(k+2) x+(k+1)(k+2)\right] \\
L_{3}^{k}(x) & =\frac{1}{6}\left[-x^{3}+3(k+3) x^{2}-3(k+2)(k+3) x\right. \\
& +(k+1)(k+2)(k+3)]
\end{aligned}
$$

see also Sonine Polynomial
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## Laguerre Quadrature

A Gaussian Quadrature-like Formula for numerical estimation of integrals. It fits exactly all Polynomials of degree $2 m-1$.
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## Laguerre's Repeated Fraction

The Continued Fraction

$$
\frac{(x+1)^{n}-(x-1)^{n}}{(x+1)^{n}+(x-1)^{n}}=\frac{n}{x+} \frac{n^{2}-1}{3 x+} \frac{n^{2}-2^{2}}{5 x+\ldots}
$$
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## Laisant's Recurrence Formula <br> The Recurrence Relation

$$
(n-1) A_{n+1}=\left(n^{2}-1\right) A_{n}+(n+1) A_{n-1}+4(-1)^{n}
$$

with $A(1)=A(2)=1$ which solves the Married Couples Problem.
see also Married Couples Problem

## Lakshmi Star

see Star of Lakshmi

## Lal's Constant

Let $P(N)$ denote the number of Primes of the form $n^{2}+1$ for $1 \leq n \leq N$, then

$$
\begin{equation*}
P(N) \sim 0.68641 \mathrm{li}(N) \tag{1}
\end{equation*}
$$

where $\operatorname{li}(N)$ is the Logarithmic Integral (Shanks 1960, pp. 321-332). Let $Q(N)$ denote the number of Primes of the form $n^{4}+1$ for $1 \leq n \leq N$, then

$$
\begin{equation*}
Q(N) \sim \frac{1}{4} s_{1} \operatorname{li}(N)=0.66974 \operatorname{li}(N) \tag{2}
\end{equation*}
$$

(Shanks 1961, 1962). Let $R(N)$ denote the number of pairs of Primes $(n-1)^{2}+1$ and $(n+1)^{2}+1$ for $n \leq N-1$, then

$$
\begin{equation*}
R(N) \sim 0.48762 \mathrm{li}_{2}(N) \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{li}_{2}(N) \equiv \int_{2}^{N} \frac{d n}{(\ln n)^{2}} \tag{4}
\end{equation*}
$$

(Shanks 1960, pp. 201-203). Finally, let $S(N)$ denote the number of pairs of Primes $(n-1)^{4}+1$ and $(n+1)^{4}+1$ for $n \leq N-1$, then

$$
\begin{equation*}
S(N) \sim \lambda \operatorname{li}_{2}(N) \tag{5}
\end{equation*}
$$

(Lal 1967), where $\lambda$ is called Lal's constant. Shanks (1967) showed that $\lambda \approx 0.79220$.

References
Lal, M. "Primes of the Form $n^{4}+1$. " Math. Comput. 21, 245-247, 1967.
Shanks, D. "On the Conjecture of Hardy and Litilewood Concerning the Number of Primes of the Form $n^{2}+a$." Math. Comput. 14, 321-332, 1960.
Shanks, D. "On Numbers of the Form $n^{4}+1$." Math. Comput. 15, 186-189, 1961.
Shanks, D. Corrigendum to "On the Conjecture of Hardy and Littlewood Concerning the Number of Primes of the Form $n^{2}+a . "$ Math. Comput. 16, 513, 1962.
Shanks, D. "Lal's Constant and Generalization." Math. Comput. 21, 705-707, 1967.

## Lam's Problem

Given an $111 \times 111$ Matrix, fill 11 spaces in each row in such a way that all columns also have 11 spaces filled. Furthermore, each pair of rows must have exactly one filled space in the same column. This problem is equivalent to finding a Projective Plane of order 10. Using a computer program, Lam showed that no such arrangement exists.
see also Projective Plane

## Laman's Theorem

Let a Graph $G$ have exactly $2 n-3$ Edges, where $n$ is the number of Vertices in $G$. Then $G$ is "generically"
Rigid in $\mathbb{R}^{2}$ Iff $e^{\prime} \leq 2 n^{\prime}-3$ for every SUBGRAPh of $G$ having $n^{\prime}$ Vertices and $r^{\prime}$ Edges.
see also RIGID
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## Lambda Calculus

Developed by Alonzo Church and Stephen Kleene to address the Computable Number problem. In the lambda calculus, $\lambda$ is defined as the Abstraction OpERATOR. Three theorems of lambda calculus are $\lambda$ conversion, $\alpha$-conversion, and $\eta$-conversion.
see also Abstraction Operator, Computable Number
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## Lambda Function



The lambda function defined by Jahnke and Emden (1945) is

$$
\begin{align*}
& \Lambda_{\nu}(z) \equiv \Gamma(\nu+1) \frac{J_{\nu}(z)}{\left(\frac{1}{2} z\right)^{\nu}}  \tag{1}\\
& \Lambda_{1}(z) \equiv \frac{J_{1}(z)}{\frac{z}{2}}=2 \operatorname{jinc}(z) \tag{2}
\end{align*}
$$

where $J_{1}(z)$ is a Bessel Function of the First Kind and jinc $(z)$ is the Jinc Function.

A two-variable lambda function defined by Gradshteyn and Ryzhik (1979) is

$$
\begin{equation*}
\lambda(x, y) \equiv \int_{0}^{y} \frac{\Gamma(u+1) d u}{x^{u}} \tag{3}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function.
see also Airy Functions, Dirichlet Lambda Function, Elliptic Lambda Function, Jinc Function, Lambda Hypergeometric Function, Mangoldt Function, Mu Function, Nu Function
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## Lambda Group

The set of linear fractional transformations $w$ which satisfy

$$
w(t)=\frac{a t+b}{c t+d}
$$

where $a$ and $d$ are ODD and $b$ and $c$ are Even. Also called the Theta Subgroup. It is a Subgroup of the Gamma Group.
see also Gamma Group

## Lambda Hypergeometric Function

$$
\begin{equation*}
\lambda(t)=16 q \prod_{n=1}^{\infty}\left(\frac{1+q^{2 n}}{1+q^{2 n-1}}\right)^{8} \tag{1}
\end{equation*}
$$

where $q$ is the Nome. The lambda hypergeometric functions satisfy the recurrence relationships

$$
\begin{align*}
\lambda(t+2) & =\lambda(t)  \tag{2}\\
\lambda\left(\frac{t}{2 t+1}\right) & =\lambda(t) \tag{3}
\end{align*}
$$

## Lambert Azimuthal Equal-Area Projection



$$
\begin{align*}
& x=k^{\prime} \cos \phi \sin \left(\lambda-\lambda_{0}\right)  \tag{1}\\
& y=k^{\prime}\left[\cos \phi_{1} \sin \phi-\sin \phi_{1} \cos \phi \cos \left(\lambda-\lambda_{0}\right)\right] \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
k^{\prime}=\sqrt{\frac{2}{1+\sin \phi_{1} \sin \phi+\cos \phi_{1} \cos \phi \cos \left(\lambda-\lambda_{0}\right)}} . \tag{3}
\end{equation*}
$$

The inverse Formulas are

$$
\begin{align*}
& \phi=\sin ^{-1}\left(\cos c \sin \phi_{1}+\frac{y \sin c \cos \phi_{1}}{\rho}\right)  \tag{4}\\
& \lambda=\lambda_{0}+\tan ^{-1}\left(\frac{x \sin c}{\rho \cos \phi_{1} \cos c-y \sin \phi_{1} \sin c}\right) \tag{5}
\end{align*}
$$

where

$$
\begin{align*}
& \rho=\sqrt{x^{2}+y^{2}}  \tag{6}\\
& c=2 \sin ^{-1}\left(\frac{1}{2} \rho\right) . \tag{7}
\end{align*}
$$
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## Lambert Conformal Conic Projection


where

$$
\begin{align*}
\rho & =F \cot ^{n}\left(\frac{1}{4} \pi+\frac{1}{2} \phi\right)  \tag{3}\\
\rho_{0} & =F \cot ^{n}\left(\frac{1}{4} \pi+\frac{1}{2} \phi_{0}\right)  \tag{4}\\
F & =\frac{\cos \phi_{1} \tan ^{n}\left(\frac{1}{4} \pi+\frac{1}{2} \phi_{1}\right)}{n}  \tag{5}\\
n & =\frac{\ln \left(\cos \phi_{1} \sec \phi_{2}\right)}{\ln \left[\tan \left(\frac{1}{4} \pi+\frac{1}{2} \phi_{2}\right) \cot \left(\frac{1}{4} \pi+\frac{1}{2} \phi_{1}\right)\right]} . \tag{6}
\end{align*}
$$

The inverse Formulas are

$$
\begin{align*}
\phi & =2 \tan ^{-1}\left[\left(\frac{F}{\rho}\right)^{1 / n}\right]-\frac{1}{2} \pi  \tag{7}\\
\lambda & =\lambda_{0}+\frac{\theta}{n} \tag{8}
\end{align*}
$$

where

$$
\begin{align*}
& \rho=\operatorname{sgn}(n) \sqrt{x^{2}+\left(\rho_{0}-y\right)^{2}}  \tag{9}\\
& \theta=\tan ^{-1}\left(\frac{x}{\rho_{0}-y}\right) \tag{10}
\end{align*}
$$
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## Lambert's Method

A Root-finding method also called Bailey's Method and Hutton's Method. If $g(x)=x^{d}-r$, then

$$
H_{g}(x)=\frac{(d-1) x^{d}+(d+1) r}{(d+1) x^{d}+(d-1) r} x
$$
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## Lambert Series

A series of the form

$$
\begin{equation*}
F(x) \equiv \sum_{n=1}^{\infty} a_{n} \frac{x^{n}}{1-x^{n}} \tag{1}
\end{equation*}
$$

for $|x|<1$. Then

$$
\begin{equation*}
F(x)=\sum_{n=1}^{\infty} a_{n} \sum_{m=1}^{\infty} x^{m n}=\sum_{N=1}^{\infty} b_{N} x^{N} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{N} \equiv \sum_{n \mid N} a_{n} \tag{3}
\end{equation*}
$$

Some beautiful series of this type include

$$
\begin{align*}
\sum_{n=1}^{\infty} \frac{\mu(n) x^{n}}{1-x^{n}} & =x  \tag{4}\\
\sum_{n=1}^{\infty} \frac{\phi(n) x^{n}}{1-x^{n}} & =\frac{x}{(1-x)^{2}}  \tag{5}\\
\sum_{n=1}^{\infty} \frac{x^{n}}{1-x^{n}} & =\sum_{n=1}^{\infty} d(n) x^{n}  \tag{6}\\
\sum_{n=1}^{\infty} \frac{n^{k} x^{n}}{1-x^{n}} & =\sum_{n=1}^{\infty} \sigma_{k}(n) x^{n}  \tag{7}\\
\sum_{n=1}^{\infty} \frac{4(-1)^{n+1} x^{n}}{1-x^{n}} & =\sum_{n=1}^{\infty} r(n) x^{n} \tag{8}
\end{align*}
$$

where $\mu(n)$ is the Möbius Function, $\phi(n)$ is the Totient Function, $d(n)=\sigma_{0}(n)$ is the number of divisors of $n, \sigma_{k}(n)$ is the Divisor Function, and $r(n)$ is the number of representations of $n$ in the form $n=$ $A^{2}+B^{2}$ where $A$ and $B$ are rational integers (Hardy and Wright 1979).
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## Lambert's Transcendental Equation

An equation proposed by Lambert (1758) and studied by Euler in 1779 (Euler 1921).

$$
x^{\alpha}-x^{\beta}=(\alpha-\beta) v x^{\alpha+\beta} .
$$

When $\alpha \rightarrow \beta$, the equation becomes

$$
\ln x=v x^{\mathcal{A}},
$$

which has the solution

$$
x=\exp \left[-\frac{W(-\beta v)}{\beta}\right],
$$

where $W$ is Lambert's $W$-Function.
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## Lambert's $W$-Function



The inverse of the function

$$
\begin{equation*}
f(W)=W e^{W} \tag{1}
\end{equation*}
$$

also called the Omega Function. The function is implemented as the Mathematica ${ }^{(8)}$ (Wolfram Research, Champaign, IL) function ProductLog[z]. $W(1)$ is called the Omega Constant and can be considered a sort of "GOLDEN RATIO" of exponentials since

$$
\begin{equation*}
\exp [-W(1)]=W(1) \tag{2}
\end{equation*}
$$

giving

$$
\begin{equation*}
\ln \left[\frac{1}{W(1)}\right]=W(1) \tag{3}
\end{equation*}
$$

Lambert's $W$-Function has the series expansion

$$
\begin{array}{r}
W(x)=\sum_{n=1}^{\infty} \frac{(-1)^{n-1} n^{n-2}}{(n-1)!} x^{n}=x-x^{2}+\frac{3}{2} x^{3}-\frac{8}{3} x^{4} \\
\quad+\frac{125}{24} x^{5}-\frac{54}{5} x^{6}+\frac{16807}{720} x^{7}+\ldots \tag{4}
\end{array}
$$

The Lagrange Inversion Theorem gives the equivalent series expansion

$$
\begin{equation*}
W_{0}(z)=\sum_{n=1}^{\infty} \frac{(-n)^{n-1}}{n!} z^{n} \tag{5}
\end{equation*}
$$

where $n$ ! is a Factorial. However, this series oscillates between ever larger Positive and Negative values for Real $z \gtrsim 0.4$, and so cannot be used for practical numerical computation. An asymptotic Formula which yields reasonably accurate results for $z \gtrsim 3$ is

$$
\begin{align*}
W(z)= & \operatorname{Ln} z-\ln \operatorname{Ln} z \\
& +\sum_{k=0}^{\infty} \sum_{m=0}^{\infty} c_{k m}(\ln \operatorname{Ln} z)^{m+1}(\operatorname{Ln} z)^{-k-m-1} \\
= & L_{1}-L_{2}+\frac{L_{2}}{L_{1}}+\frac{L_{2}\left(-2+L_{2}\right)}{2 L_{1}{ }^{2}} \\
& +\frac{L_{2}\left(6-9 L_{2}+2 L_{2}{ }^{2}\right.}{6 L_{1}{ }^{2}} \\
& +\frac{L_{2}\left(-12+36 L_{2}-22 L_{2}{ }^{2}+3 L_{2}^{3}\right)}{12 L_{1}{ }^{4}} \\
& +\frac{L_{2}\left(60-300 L_{2}+350 L_{2}^{2}-125 L_{2}{ }^{3}+12 L_{2}{ }^{4}\right)}{60 L_{1}{ }^{5}} \\
& +\mathcal{O}\left[\left(\frac{L_{2}}{L_{1}}\right)^{6}\right], \tag{6}
\end{align*}
$$

where

$$
\begin{align*}
& L_{1}=\operatorname{Ln} z  \tag{7}\\
& L_{2}=\ln \operatorname{Ln} z \tag{8}
\end{align*}
$$

(Corless et al.), correcting a typographical error in de Bruijn (1961). Another expansion due to Gosper is the Double Sum

$$
\begin{array}{r}
W(x)=a+\sum_{n=0}^{\infty}\left\{\sum_{k=0}^{n} \frac{S_{1}(n, k)}{\left[\ln \left(\frac{x}{a}\right)-a\right]^{k-1}(n-k+1)!}\right\} \\
\times\left[1-\frac{\ln \left(\frac{x}{a}\right)}{a}\right]^{n}, \tag{9}
\end{array}
$$

where $S_{1}$ is a nonnegative Stirling Number of the First Kind and $a$ is a first approximation which can be used to select between branches. Lambert's $W$-function is two-valued for $-1 / e \leq x<0$. For $W(x) \geq-1$, the function is denoted $W_{0}(x)$ or simply $W(x)$, and this is called the principal branch. For $W(x) \leq-1$, the function is denoted $W_{-1}(x)$. The Derivative of $W$ is

$$
\begin{equation*}
W^{\prime}(x)=\frac{1}{[1+W(x)] \exp [W(x)]}=\frac{W(x)}{x[1+W(x)]} \tag{10}
\end{equation*}
$$

for $x \neq 0$. For the principal branch when $z>0$,

$$
\begin{equation*}
\ln W(z)=\ln z-W(z) \tag{11}
\end{equation*}
$$

see also Iterated Exponential Constants, Omega Constant
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## Lamé Curve

A curve with Cartesian equation

$$
\left(\frac{x}{a}\right)^{n}+\left(\frac{y}{b}\right)^{n}=c
$$

first discussed in 1818 by Lamé. If $n$ is a rational, then the curve is algebraic. However, for irrational $n$, the curve is transcendental. For Even Integers $n$, the curve becomes closer to a rectangle as $n$ increases. For Odd Integer values of $n$, the curve looks like the Even case in the Positive quadrant but goes to infinity in both the second and fourth quadrants (MacTutor Archive). The Evolute of an Ellipse,

$$
(a x)^{2 / 3}+(b y)^{2 / 3}=\left(a^{2}-b^{2}\right)^{2 / 3}
$$

| $n$ | Curve |
| :--- | :--- |
| $\frac{2}{3}$ | astroid |
| $\frac{5}{2}$ | superellipse |
| 3 | witch of Agnesi |

see also Astroid, Superellipse, Witch of Agnesi

## References

MacTutor History of Mathematics Archive. "Lamé Curves." http://www-groups.dcs.st-and.ac.uk/-history/Curves /Lame.html.

## Lamé's Differential Equation

$$
\begin{array}{r}
\left(x^{2}-b^{2}\right)\left(x^{2}-c^{2}\right) \frac{d^{2} z}{d x^{2}}+x\left(x^{2}-b^{2}+x^{2}-c^{2}\right) \frac{d z}{d x} \\
-\left[m(m+1) x^{2}-\left(b^{2}+c^{2}\right) p\right] z=0 \tag{1}
\end{array}
$$

(Byerly 1959, p. 255). The solution is denoted $E_{m}^{p}(x)$ and is known as a Lamé Function or an Ellipsoidal Harmonic. Whittaker and Watson (1990, pp. 554-555) give the alternative forms

$$
\begin{gather*}
4 \Delta_{\lambda} \frac{d}{d \lambda}\left[\Delta_{\lambda} \frac{d \Lambda}{d \lambda}\right]=[n(n+1) \lambda+C] \Lambda  \tag{2}\\
\frac{d^{2} \Lambda}{d \lambda^{2}}+\left[\frac{\frac{1}{2}}{a^{2}+\lambda}+\frac{\frac{1}{2}}{b^{2}+\lambda}+\frac{\frac{1}{2}}{c^{2}}\right] \frac{d \Lambda}{d \lambda}=\frac{[n(n+1) \lambda+C] \Lambda}{4 \Delta_{\lambda}} \\
\frac{d^{2} \Lambda}{d u^{2}}=\left[n(n+1) \wp(u)+C-\frac{1}{3} n(n+1)\left(a^{2}+b^{2}+c^{2}\right)\right] \Lambda  \tag{3}\\
\frac{d^{2} \Lambda}{d z_{1}{ }^{2}}=\left[n(n+1) k^{2} \operatorname{sn}^{2} \alpha+A\right] \Lambda \tag{5}
\end{gather*}
$$

where $\wp$ is a Weierstraß Elliptic Function and

$$
\begin{align*}
\Lambda(\theta) & \equiv \prod_{q=1}^{m}\left(\theta-\theta_{q}\right)  \tag{6}\\
\Delta_{\lambda} & \equiv \sqrt{\left(a^{2}+\lambda\right)\left(b^{2}+\lambda\right)\left(c^{2}+\lambda\right)}  \tag{7}\\
A & \equiv \frac{C-\frac{1}{3} n(n+1)\left(a^{2}+b^{2}+c^{2}\right)+e_{3} n(n+1)}{e_{1}-e_{3}} . \tag{8}
\end{align*}
$$
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## Lamé's Differential Equation (Types)

Whittaker and Watson (1990, pp. 539-540) write Lamé's differential equation for Ellipsoidal Harmonics of the four types as

$$
\begin{align*}
& 4 \Delta(\theta) \frac{d}{d \theta}\left[F(\theta) \frac{d \Lambda(\theta)}{d \theta}\right]=[2 m(2 m+1) \theta+C] \Lambda(\theta) \\
& 4 \Delta(\theta) \frac{d}{d \theta}\left[F(\theta) \frac{d \Lambda(\theta)}{d \theta}\right]=[(2 m+1)(2 m+2) \theta+C] \Lambda(\theta) \tag{2}
\end{align*}
$$

$4 \Delta(\theta) \frac{d}{d \theta}\left[F(\theta) \frac{d \Lambda(\theta)}{d \theta}\right]=[(2 m+2)(2 m+3) \theta+C] \Lambda(\theta)$
$4 \Delta(\theta) \frac{d}{d \theta}\left[F(\theta) \frac{d \Lambda(\theta)}{d \theta}\right]=[(2 m+3)(2 m+4) \theta+C] \Lambda(\theta)$,
where

$$
\begin{align*}
& \Delta(\theta) \equiv \sqrt{\left(a^{2}+\theta\right)\left(b^{2}+\theta\right)\left(c^{2}+\theta\right)}  \tag{5}\\
& \Lambda(\theta) \equiv \prod_{q=1}^{m}\left(\theta-\theta_{q}\right) \tag{6}
\end{align*}
$$
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## Lamé Function

see Ellipsoidal Harmonic

## Lamé's Theorem

If $a$ is the smallest Integer for which there is a smaller Integer $b$ such that $a$ and $b$ generate a Euclidean AlGORITHM remainder sequence with $n$ steps, then $a$ is the Fibonacci Number $F_{n+2}$. Furthermore, the number of steps in the Euclidean Algorithm never exceeds 5 times the number of digits in the smaller number.
see also Euclidean Algorithm
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## Lamina



A 2-D planar closed surface $L$ which has a mass $M$ and a surface density $\sigma(x, y)$ (in units of mass per areas squared) such that

$$
M=\int_{L} \sigma(x, y) d x d y
$$

The Center of Mass of a lamina is called its CenTROID.
see also Centroid (Geometric), Cross-Section, SOLID

## Laminated Lattice

A Lattice which is built up of layers of $n$-D lattices in $(n+1)$-D space. The Vectors specifying how layers are stacked arc called Glue Vectors.
see also Glue Vector, Lattice
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## Lancret Equation

$$
d s_{N}^{2}=d s_{T}^{2}+d s_{B}^{2}
$$

where $N$ is the Normal Vector, $T$ is the Tangent, and $B$ is the Binormal Vector.

## Lancret's Theorem

A Necessary and Sufficient condition for a curve to be a Helix is that the ratio of Curvature to Torsion be constant.

## Lanczos Approximation

see Gamma Function

## Lanczos $\sigma$ Factor

Writing a Fourier Series as

$$
f(\theta)=\frac{1}{2} a_{0}+\sum_{n=1}^{m} \operatorname{sinc}\left(\frac{n \pi}{2 m}\right)\left[a_{n} \cos (n \theta)+b_{n} \sin (n \theta)\right]
$$

where $m$ is the last term and the $\operatorname{sinc} x$ terms are the Lanczos $\sigma$ factor, removes the Gibbs Phenomenon (Acton 1990).
see also Fourier Series, Gibbs Phenomenon, Sinc Function
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## Landau Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

Let $F$ be the set of Complex analytic functions $f$ defined on an open region containing the closure of the unit disk $D=\{z:|z|<1\}$ satisfying $f(0)=0$ and $d f / d z(0)=1$. For each $f$ in $F$, let $l(f)$ be the SUPREMUM of all numbers $r$ such that $f(D)$ contains a disk of radius $r$. Then

$$
L \equiv \inf \{l(f): f \in F\}
$$

This constant is called the Landau constant, or the Bloch-Landau Constant. Robinson (1938, unpublished) and Rademacher (1943) derived the bounds

$$
\frac{1}{2}<L \leq \frac{\Gamma\left(\frac{1}{3}\right) \Gamma\left(\frac{5}{6}\right)}{\Gamma\left(\frac{1}{6}\right)}=0.5432588 \ldots
$$

where $\Gamma(z)$ is the Gamma Function, and conjectured that the second inequality is actually an equality,

$$
L=\frac{\Gamma\left(\frac{1}{3}\right) \Gamma\left(\frac{5}{6}\right)}{\Gamma\left(\frac{1}{6}\right)}=0.5432588 \ldots
$$

## see also Bloch Constant
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## Landau-Kolmogorov Constants

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

Let $\|f\|$ be the SUPREMUM of $|f(x)|$, a real-valued function $f$ defined on $(0, \infty)$. If $f$ is twice differentiable and both $f$ and $f^{\prime \prime}$ are bounded, Landau (1913) showed that

$$
\begin{equation*}
\left\|f^{\prime}\right\| \leq 2\|f\|^{1 / 2}\left\|f^{\prime \prime}\right\|^{1 / 2} \tag{1}
\end{equation*}
$$

where the constant 2 is the best possible. Schoenberg (1973) extended the result to the $n$th derivative of $f$ defined on $(0, \infty)$ if both $f$ and $f^{(n)}$ are bounded,

$$
\begin{equation*}
\left\|f^{(k)}\right\| \leq C(n, k)\|f\|^{1-k / n}\left\|f^{(n)}\right\|^{k / n} \tag{2}
\end{equation*}
$$

An explicit Formula for $C(n, k)$ is not known, but particular cases are

$$
\begin{align*}
& C(3,1)=\left(\frac{243}{8}\right)^{1 / 3}  \tag{3}\\
& C(3,2)=24^{1 / 3}  \tag{4}\\
& C(4,1)=4.288 \ldots  \tag{5}\\
& C(4,2)=5.750 \ldots  \tag{6}\\
& C(4,3)=3.708 \ldots \tag{7}
\end{align*}
$$

Let $\|f\|$ be the Supremum of $|f(x)|$, a real-valued function $f$ defined on $(-\infty, \infty)$. If $f$ is twice differentiable and both $f$ and $f^{\prime \prime}$ are bounded, Hadamard (1914) showed that

$$
\begin{equation*}
\left\|f^{\prime}\right\| \leq \sqrt{2}\|f\|^{1 / 2}\left\|f^{\prime \prime}\right\|^{1 / 2} \tag{8}
\end{equation*}
$$

where the constant $\sqrt{2}$ is the best possible. Kolmogorov (1962) determined the best constants $C(n, k)$ for

$$
\begin{equation*}
\left\|f^{(k)}\right\| \leq C(n, k)\|f\|^{1-k / n}\left\|f^{(n)}\right\|^{k / n} \tag{9}
\end{equation*}
$$

in terms of the Favard Constants

$$
\begin{equation*}
a_{n}=\frac{4}{\pi} \sum_{j=0}^{\infty}\left[\frac{(-1)^{j}}{2 j+1}\right]^{n+1} \tag{10}
\end{equation*}
$$

by

$$
\begin{equation*}
C(n, k)=a_{n-k} a_{n}-1+k / n . \tag{11}
\end{equation*}
$$

Special cases derived by Shilov (1937) are

$$
\begin{align*}
& C(3,1)=\left(\frac{9}{8}\right)^{1 / 3}  \tag{12}\\
& C(3,2)=3^{1 / 3}  \tag{13}\\
& C(4,1)=\left(\frac{512}{375}\right)^{1 / 4}  \tag{14}\\
& C(4,2)=\sqrt{\frac{6}{5}}  \tag{15}\\
& C(4,3)=\left(\frac{24}{5}\right)^{1 / 4}  \tag{16}\\
& C(5,1)=\left(\frac{1953125}{1572864}\right)^{1 / 5}  \tag{17}\\
& C(5,2)=\left(\frac{125}{72}\right)^{1 / 5} . \tag{18}
\end{align*}
$$

For a real-valued function $f$ defined on $(-\infty, \infty)$, define

$$
\begin{equation*}
\|f\|=\sqrt{\int_{-\infty}^{\infty}[f(x)]^{2} d x} \tag{19}
\end{equation*}
$$

If $f$ is $n$ differentiable and both $f$ and $f^{(n)}$ are bounded, Hardy et al. (1934) showed that

$$
\begin{equation*}
\left\|f^{(k)}\right\| \leq\|f\|^{1-k / n}\left\|f^{(n)}\right\|^{k / n} \tag{20}
\end{equation*}
$$

where the constant 1 is the best possible for all $n$ and $0<k<n$.
For a real-valued function $f$ defined on $(0, \infty)$, define

$$
\begin{equation*}
\|f\|=\sqrt{\int_{0}^{\infty}[f(x)]^{2} d x} \tag{21}
\end{equation*}
$$

If $f$ is twice differentiable and both $f$ and $f^{\prime \prime}$ are bounded, Hardy et al. (1934) showed that

$$
\begin{equation*}
\left\|f^{\prime}\right\| \leq \sqrt{2}\|f\|^{1 / 2}\left\|f^{(n)}\right\|^{1 / 2} \tag{22}
\end{equation*}
$$

where the constant $\sqrt{2}$ is the best possible. This inequality was extended by Ljubic (1964) and Kupcov (1975) to

$$
\begin{equation*}
\left\|f^{(k)}\right\| \leq C(n, k)\|f\|^{1-k / n}\left\|f^{(n)}\right\|^{k / n} \tag{23}
\end{equation*}
$$

where $C(n, k)$ are given in terms of zeros of Polynomials. Special cases are

$$
\begin{align*}
C(3,1) & =C(3,2)=3^{1 / 2}\left[2\left(2^{1 / 2}-1\right)\right]^{-1 / 3} \\
& =1.84420 \ldots  \tag{24}\\
C(4,1) & =C(4,3)=\sqrt{\frac{3^{1 / 4}+3^{-3 / 4}}{a}} \\
& =2.27432 \ldots  \tag{25}\\
C(4,2) & =\sqrt{\frac{2}{b}}=2.97963 \ldots  \tag{26}\\
C(4,3) & =\left(\frac{24}{5}\right)^{1 / 4}  \tag{27}\\
C(5,1) & =C(5,4)=2.70247 \ldots  \tag{28}\\
C(5,2) & =C(5,3)=4.37800 \ldots \tag{29}
\end{align*}
$$

where $a$ is the least Positive Root of

$$
\begin{equation*}
x^{8}-6 x^{4}-8 x^{2}+1=0 \tag{30}
\end{equation*}
$$

and $b$ is the least Positive Root of

$$
\begin{equation*}
x^{4}-2 x^{2}-4 x+1=0 \tag{31}
\end{equation*}
$$

(Franco et al. 1985, Neta 1980). The constants $C(n, 1)$ are given by

$$
\begin{equation*}
C(n, 1)=\sqrt{\frac{(n-1)^{1 / n}+(n+1)^{-1+1 / n}}{c}} \tag{32}
\end{equation*}
$$

where $c$ is the least Positive Root of

$$
\begin{equation*}
\int_{0}^{c} \int_{0}^{\infty} \frac{d x d y}{\left(x^{2 n}-y x^{2}+1\right) \sqrt{y}}=\frac{\pi^{2}}{2 n} \tag{33}
\end{equation*}
$$

An explicit FORMULA of this type is not known for $k>$ 1.

The cases $p=1,2, \infty$ are the only ones for which the best constants have exact expressions (Kwong and Zettl 1992, Franco et al. 1983).
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## Landau-Ramanujan Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Let $S(x)$ denote the number of Positive Integers not exceeding $x$ which can be expressed as a sum of two squares, then

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{\sqrt{\ln x}}{x} S(x)=K \tag{1}
\end{equation*}
$$

as proved by Landau (1908) and stated by Ramanujan. The value of $K$ (also sometimes called $\lambda$ ) is
(Hardy 1940, Berndt 1994). Ramanujan found the approximate value $K=0.764$. Flajolet and Vardi (1996) give a beautiful Formula with fast convergence

$$
\begin{equation*}
K=\frac{1}{\sqrt{2}} \prod_{n=1}^{\infty}\left[\left(1-\frac{1}{2^{2^{n}}}\right) \frac{\zeta\left(2^{n}\right)}{\beta\left(2^{n}\right)}\right]^{1 /\left(2^{n}+1\right)} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta(s) \equiv \frac{1}{4^{s}}\left[\zeta\left(s, \frac{1}{4}\right)-\zeta\left(s, \frac{3}{4}\right)\right] \tag{4}
\end{equation*}
$$

is the Dirichlet Beta Function, and $\zeta(z, a)$ is the Hurwitz Zeta Function. Landau proved the even stronger fact

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{(\ln x)^{3 / 2}}{K x}\left[S(x)-\frac{K x}{\sqrt{\ln x}}\right]=C \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
C & \equiv \frac{1}{2}\left[1-\ln \left(\frac{\pi e^{\gamma}}{L}\right)\right]-\frac{1}{4} \frac{d}{d s}\left[\ln \left(\prod_{\substack{p \text { prime } \\
p=4 k+3}} \frac{1}{p^{-2 s}}\right)\right]_{s=1} \\
& =0.581948659 \ldots \tag{6}
\end{align*}
$$

Here,

$$
\begin{equation*}
L=5.2441151086 \ldots \tag{7}
\end{equation*}
$$

is the Arc Length of a Lemniscate with $a=1$ (the Lemniscate Constant to within a factor of 2 or 4 ), and $\gamma$ is the Euler-Mascheroni Constant.
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## Landau Symbol

Let $f(z)$ be a function $\neq 0$ in an interval containing $z=0$. Let $g(z)$ be another function also defined in this interval such that $g(z) / f(z) \rightarrow 0$ as $z \rightarrow 0$. Then $g(z)$ is said to be $\mathcal{O}(f(z))$.

## Landen's Formula

$$
\frac{\vartheta_{3}(z, t) \vartheta_{4}(z, t)}{\vartheta_{4}(2 z, 2 t)}=\frac{\vartheta_{3}(0, t) \vartheta_{4}(0, t)}{\vartheta_{4}(0,2 t)}=\frac{\vartheta_{2}(z, t) \vartheta_{1}(z, t)}{\vartheta_{1}(2 z, 2 t)},
$$

where $\vartheta_{i}$ are Theta Functions. This transformation was used by Gauss to show that Elliptic Integrals could be computed using the Arithmetic-Geometric Mean.

## Landen's Transformation

If $x \sin \alpha=\sin (2 \beta-\alpha)$, then
$(1+x) \int_{0}^{\alpha} \frac{d \phi}{\sqrt{1-x^{2} \sin ^{2} \phi}}=2 \int_{0}^{\beta} \frac{d \phi}{\sqrt{1-\frac{4 x}{(1+x)^{2}} \sin ^{2} \phi}}$.
see also Elliptic Integral of the First Kind, Gauss's Transformation

## References

Abramowitz, M. and Stegun, C. A. (Eds.). "Ascending Landen Transformation" and "Landen's Transformation." §16.14 and 17.5 in Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, pp. 573-574 and 597-598, 1972.

## Lane-Emden Differential Equation



A second-order Ordinary Differential Equation arising in the study of stellar interiors. It is given by

$$
\begin{gather*}
\frac{1}{\xi^{2}} \frac{d}{d \xi}\left(\xi^{2} \frac{d \theta}{d \xi}\right)+\theta^{n}=0  \tag{1}\\
\frac{1}{\xi^{2}}\left(2 \xi \frac{d \theta}{d \xi}+\xi^{2} \frac{d^{2} \theta}{d \xi^{2}}\right)+\theta^{n}=\frac{d^{2} \theta}{d \xi^{2}}+\frac{2}{\xi} \frac{d \theta}{d \xi}+\theta^{n}=0 \tag{2}
\end{gather*}
$$

It has the Boundary Conditions

$$
\begin{align*}
\theta(0) & =1  \tag{3}\\
{\left[\frac{d \theta}{d \xi}\right]_{\xi=0} } & =0 . \tag{4}
\end{align*}
$$

Solutions $\theta(\xi)$ for $n=0,1,2,3$, and 4 are shown above. The cases $n=0,1$, and 5 can be solved analytically (Chandrasekhar 1967, p. 91); the others must be obtained numerically.

For $n=0(\gamma=\infty)$, the Lane-Emden Differential Equation is

$$
\begin{equation*}
\frac{1}{\xi^{2}} \frac{d}{d \xi}\left(\xi^{2} \frac{d \theta}{d \xi}\right)+1=0 \tag{5}
\end{equation*}
$$

(Chandrasekhar 1967, pp. 91-92). Directly solving gives

$$
\begin{equation*}
\frac{d}{d \xi}\left(\xi^{2} \frac{d \theta}{d \xi}\right)=-\xi^{2} \tag{6}
\end{equation*}
$$

$$
\begin{gather*}
\int d\left(\xi^{2} \frac{d \theta}{d \xi^{2}}\right)=-\int \xi^{2} d \xi  \tag{7}\\
\xi^{2} \frac{d \theta}{d \xi}=c_{1}-\frac{1}{3} \xi^{3}  \tag{8}\\
\frac{d \theta}{d \xi}=\frac{c_{1}-\frac{1}{3} \xi^{3}}{\xi^{2}}  \tag{9}\\
\theta(\xi)=\int d \theta=\int \frac{c_{1}-\frac{1}{3} \xi^{3}}{\xi^{2}} d \xi  \tag{10}\\
\theta(\xi)=\theta_{0}-c_{1} \xi^{-1}-\frac{1}{6} \xi^{2} . \tag{11}
\end{gather*}
$$

The Boundary Condition $\theta(0)=1$ then gives $\theta_{0}=1$ and $c_{1}=0$, so

$$
\begin{equation*}
\theta_{1}(\xi)=1-\frac{1}{6} \xi^{2}, \tag{12}
\end{equation*}
$$

and $\theta_{1}(\xi)$ is Parabolic.
For $n=1(\gamma=2)$, the differential equation becomes

$$
\begin{align*}
& \frac{1}{\xi^{2}} \frac{d}{d \xi}\left(\xi^{2} \frac{d \theta}{d \xi}\right)+\theta=0  \tag{13}\\
& \frac{d}{d \xi}\left(\xi^{2} \frac{d \theta}{d \xi}\right)+\theta \xi^{2}=0 \tag{14}
\end{align*}
$$

which is the Spherical Bessel Differential EquaTION

$$
\begin{equation*}
\frac{d}{d r}\left(r^{2} \frac{d R}{d r}\right)+\left[k^{2} r^{2}-n(n+1)\right] R=0 \tag{15}
\end{equation*}
$$

with $k=1$ and $n=0$, so the solution is

$$
\begin{equation*}
\theta(\xi)=A j_{0}(\xi)+B n_{0}(\xi) . \tag{16}
\end{equation*}
$$

Applying the Boundary Condition $\theta(0)=1$ gives

$$
\begin{equation*}
\theta_{2}(\xi)=j_{0}(\xi)=\frac{\sin \xi}{\xi}, \tag{17}
\end{equation*}
$$

where $j_{0}(x)$ is a Spherical Bessel Function of the First Kind (Chandrasekhar 1967, pp. 92).

For $n=5$, make Emden's transformation

$$
\begin{align*}
\theta & =A x^{\omega} z  \tag{18}\\
\omega & =\frac{2}{n-1}, \tag{19}
\end{align*}
$$

which reduces the Lane-Emden equation to

$$
\begin{equation*}
\frac{d^{2} z}{d t^{2}}+(2 \omega-1) \frac{d z}{d t}+\omega(\omega-1) z+A^{n-1} z^{n}=0 \tag{20}
\end{equation*}
$$

(Chandrasekhar 1967, p. 90). After further manipulation (not reproduced here), the equation becomes

$$
\begin{equation*}
\frac{d^{2} z}{d t^{2}}=\frac{1}{4} z\left(1-z^{4}\right) \tag{21}
\end{equation*}
$$

and then, finally,

$$
\begin{equation*}
\theta_{3}(\xi)\left(1+\frac{1}{3} \xi^{2}\right)^{-1 / 2} . \tag{22}
\end{equation*}
$$
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## Langford's Problem

Arrange copies of the $n$ digits $1, \ldots, n$ such that there is one digit between the 1 s , two digits between the 2 s , etc. For example, the $n=3$ solution is 312132 and the $n=4$ solution is 41312432 . Solutions exist only if $n \equiv 0,3(\bmod 4)$. The number of solutions for $n=3$, $4,5, \ldots$ are $1,1,0,0,26,150,0,0,17792,108144, \ldots$ (Sloane's A014552).
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## Langlands Program

A grand unified theory of mathematics which includes the search for a generalization of Artin Reciprocity (known as Langlands Reciprocity) to non-Abelian Galois extensions of Number Fields. Langlands proposed in 1970 that the mathematics of algebra and analysis are intimately related. He was a co-recipient of the 1996 Wolf Prize for this formulation.
see also Artin Reciprocity, Langlands ReciPROCITY
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## Langlands Reciprocity

The conjecture that the Artin $L$-Function of any $n$-D Galois Group representation is an $L$-Function obtained from the General Linear Group $G L_{1}(\mathbb{A})$.
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## Langton's Ant

A Cellular Automaton. The Cohen-Kung TheoREM guarantees that the ant's trajectory is unbounded. see also Cellular Automaton, Cohen-Kung TheOREM
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## Laplace-Beltrami Operator

A self-adjoint elliptic differential operator defined somewhat technically as

$$
\Delta=d \delta+\delta d
$$

where $d$ is the Exterior Derivative and $d$ and $\delta$ arc adjoint to each other with respect to the Inner ProdUCT.
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## Laplace Distribution




Also called the Double Exponential Distribution. It is the distribution of differences between two independent variates with identical Exponential DistriBUTIONS (Abramowitz and Stegun 1972, p. 930).

$$
\begin{align*}
& P(x)=\frac{1}{2 b} e^{-|x-\mu| / b}  \tag{1}\\
& D(x)=\frac{1}{2}\left[1+\operatorname{sgn}(x-\mu)\left(1-e^{-|x-\mu| / b}\right)\right] \tag{2}
\end{align*}
$$

The Moments about the Mean $\mu_{n}$ are related to the MOMENTS about 0 by

$$
\begin{equation*}
\mu_{n}=\sum_{j=0}^{n}\binom{n}{j}(-1)^{n-j} \mu_{j}^{\prime} \mu^{n-j} \tag{3}
\end{equation*}
$$

where $\binom{n}{k}$ is a Binomial Coefficient, so

$$
\begin{align*}
\mu_{n} & =\sum_{j=0}^{n} \sum_{k=0}^{\lfloor j / 2\rfloor}(-1)^{n-j}\binom{n}{j}\binom{j}{2 k} b^{2 k} \mu^{n-2 k} \Gamma(2 k+1) \\
& = \begin{cases}n!b^{n} & \text { for } n \text { even } \\
0 & \text { for } n \text { odd },\end{cases} \tag{4}
\end{align*}
$$

where $\lfloor x\rfloor$ is the Floor Function and $\Gamma(2 k+1)$ is the Gamma Function.

The Moments can also be computed using the CharActeristic Function,

$$
\begin{equation*}
\phi(t) \equiv \int_{-\infty}^{\infty} e^{i t x} P(x) d x=\frac{1}{2 b} \int_{-\infty}^{\infty} e^{i t x} e^{-|x-\mu| / b} d x \tag{5}
\end{equation*}
$$

Using the Fourier Transform of the Exponential Function

$$
\begin{equation*}
\mathcal{F}\left[e^{-2 \pi k_{0}|x|}\right]=\frac{1}{\pi} \frac{k_{0}}{k^{2}+k_{0}^{2}} \tag{6}
\end{equation*}
$$

gives

$$
\begin{equation*}
\phi(t)=\frac{e^{i \mu t}}{2 b} \frac{\frac{2}{b}}{t^{2}+\left(\frac{1}{b}\right)^{2}}=\frac{e^{i \mu t}}{1+b^{2} t^{2}} \tag{7}
\end{equation*}
$$

The Moments are therefore

$$
\begin{equation*}
\mu_{n}=(-i)^{n} \phi(0)=(-i)^{n}\left[\frac{d^{n} \phi}{d t^{n}}\right]_{t=0} . \tag{8}
\end{equation*}
$$

The Mean, Variance, Skewness, and Kurtosis are

$$
\begin{align*}
\mu & =\mu  \tag{9}\\
\sigma^{2} & =2 b^{2}  \tag{10}\\
\gamma_{1} & =0  \tag{11}\\
\gamma_{2} & =3 . \tag{12}
\end{align*}
$$
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## Laplace's Equation

The scalar form of Laplace's equation is the Partial Differential Equation

$$
\begin{equation*}
\nabla^{2} \psi=0 \tag{1}
\end{equation*}
$$

It is a special case of the Helmholtz Differential Equation

$$
\begin{equation*}
\nabla^{2} \psi+k^{2} \psi=0 \tag{2}
\end{equation*}
$$

with $k=0$, or Poisson's Equation

$$
\begin{equation*}
\nabla^{2} \psi=-4 \pi \rho \tag{3}
\end{equation*}
$$

with $\rho=0$. The vector Laplace's equation is given by

$$
\begin{equation*}
\nabla^{2} \mathbf{F}=\mathbf{0} \tag{4}
\end{equation*}
$$

A Function $\psi$ which satisfies Laplace's equation is said to be Harmonic. A solution to Laplace's equation has the property that the average value over a spherical surface is equal to the value at the center of the Sphere (Gauss's Harmonic Function Theorem). Solutions have no local maxima or minima. Because Laplace's equation is linear, the superposition of any two solutions is also a solution.

A solution to Laplace's equation is uniquely determined if (1) the value of the function is specified on all boundaries (Dirichlet Boundary Conditions) or (2) the normal derivative of the function is specified on all boundaries (Neumann Boundary Conditions).
Laplace's equation can be solved by Separation of Variables in all 11 coordinate systems that the Helmholtz Differential Equation can. In addition, separation can be achieved by introducing a multiplicative factor in two additional coordinate systems. The separated form is

$$
\begin{equation*}
\psi=\frac{X_{1}\left(u_{1}\right) X_{2}\left(u_{2}\right) X_{3}\left(u_{3}\right)}{R\left(u_{1}, u_{2}, u_{3}\right)}, \tag{5}
\end{equation*}
$$

and setting

$$
\begin{equation*}
\frac{h_{1} h_{2} h_{3}}{h_{i}{ }^{2}}=g_{i}\left(u_{i+1}, u_{i+2}\right) f_{i}\left(u_{i}\right) R^{2}, \tag{6}
\end{equation*}
$$

where $h_{i}$ are Scale Factors, gives the Laplace's equation

$$
\begin{align*}
\sum_{i=1}^{3} \frac{1}{h_{i}{ }^{2} X_{i}}\left[\frac{1}{f_{i}} \frac{d}{d u_{i}}\right. & \left.\left(f_{i} \frac{d X_{i}}{d u_{i}}\right)\right] \\
& =\sum_{i=1}^{3} \frac{1}{h_{i}{ }^{2} R}\left[\frac{1}{f_{i}} \frac{\partial}{\partial u_{i}}\left(f_{i} \frac{\partial R}{\partial u_{i}}\right)\right] . \tag{7}
\end{align*}
$$

If the right side is equal to $-k_{1}{ }^{2} / F\left(u_{1}, u_{2}, u_{3}\right)$, where $k_{1}$ is a constant and $F$ is any function, and if

$$
\begin{equation*}
h_{1} h_{2} h_{3}=S f_{1} f_{2} f_{3} R^{2} F, \tag{8}
\end{equation*}
$$

where $S$ is the Stäckel Determinant, then the equation can be solved using the methods of the Helmholtz Differential Equation. The two systems where this is the case are Bispherical and Toroidal, bringing the total number of separable systems for Laplace's equation to 13 (Morse and Feshbach 1953, pp. 665-666).
In 2-D Bipolar Coordinates, Laplace's equation is separable, although the Helmholtz Differential Equation is not.
see also Boundary Conditions, Harmonic Equation, Helmholtz Differential Equation, Partial Differential Equation, Poisson's Equation, Separation of Variables, Stäckel Determinant
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## Laplace's Equation Bipolar Coordinates

In 2-D Bipolar Coordinates, Laplace's Equation is

$$
\begin{equation*}
\frac{(\cosh v-\cos u)^{2}}{a^{2}}\left(\frac{\partial F^{2}}{\partial u^{2}}+\frac{\partial F^{2}}{\partial v^{2}}\right)=0 \tag{1}
\end{equation*}
$$

which simplifies to

$$
\begin{equation*}
\frac{\partial F^{2}}{\partial u^{2}}+\frac{\partial F^{2}}{\partial v^{2}}=0, \tag{2}
\end{equation*}
$$

so Laplace's Equation is separable, although the Helmholtz Differential Equation is not.

## Laplace's Equation-Bispherical

## Coordinates

$$
\begin{align*}
& {\left[\frac{-\cos u \cot ^{2} u+3 \cosh v \cot ^{2} u}{\cosh v-\cos u}\right.} \\
& \left.-\frac{3 \cosh ^{2} v \cot u \csc u+\cosh ^{3} v \csc ^{2} u}{\cosh v-\cos u}\right] \frac{\partial}{\partial \phi^{2}} \\
& +(\cos u-\cosh v) \sinh v \frac{\partial}{\partial v}+\left(\cosh ^{2} v-\cos u\right)^{2} \frac{\partial^{2}}{\partial v^{2}} \\
& +(\cosh v-\cos u)(\cosh v \cot u-\sin u-\cos u \cot u) \frac{\partial}{\partial u} \\
& +\left(\cosh ^{2} v-\cos u\right)^{2} \frac{\partial^{2}}{\partial u^{2}}=0 . \tag{1}
\end{align*}
$$

Let

$$
\begin{equation*}
F(u, v, \phi)=\sqrt{\cosh u-\cos v} U(u) V(v) \Phi(\phi), \tag{2}
\end{equation*}
$$

then Laplace's Equation is partially separable, although the Helmholtz Differential Equation is not.
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## Laplace's Equation-Toroidal Coordinates

$$
\begin{align*}
& \nabla^{2} f=\frac{(\cosh v-\cos u)^{3}}{a^{2}} \frac{\partial}{\partial u}\left(\frac{1}{\cosh v-\cos u} \frac{\partial f}{\partial u}\right) \\
& +\frac{(\cosh v-\cos u)^{3}}{a^{2} \sinh v} \frac{\partial}{\partial v}\left(\frac{\sinh v}{\cosh v-\cos u} \frac{\partial f}{\partial v}\right) \\
& +\frac{(\cosh v-\cos u)^{2}}{a^{2} \sinh v} \frac{\partial^{2} f}{\partial \phi^{2}}  \tag{1}\\
& =\left[\frac{-3 \cos \operatorname{coth}^{2} v+\cosh v \operatorname{coth}^{2} v}{\cosh v-\cos u}\right. \\
& \left.+\frac{3 \cos ^{2} u \operatorname{coth} v \operatorname{csch} v-\cos ^{3} u \operatorname{csch}^{2} v}{\cosh v-\cos u}\right] \frac{\partial^{2}}{\partial \phi^{2}} \\
& \\
& +(\cos u-\cosh v) \sin u \frac{\partial}{\partial u}+(\cosh v-\cos u)^{2} \frac{\partial^{2}}{\partial u^{2}}
\end{align*}
$$

$$
+(\cosh v-\cos u)(\cosh v \operatorname{coth} v-\sinh v-\cos u \operatorname{coth} v) \frac{\partial}{\partial v}
$$

$$
+\left(\cosh ^{2} v-\cos u\right)^{2} \frac{\partial^{2}}{\partial v^{2}}
$$

Let

$$
\begin{equation*}
f(\xi, \eta, \phi)=\sqrt{\cosh \eta-\cos \xi} X(\xi) H(\eta) \Psi(\psi), \tag{3}
\end{equation*}
$$

then

$$
\begin{gather*}
X(\xi)=\frac{\sin }{\cos }(n \xi)  \tag{4}\\
\Psi(\psi)=\frac{\sin }{\cos }(m \phi) \tag{5}
\end{gather*}
$$

and the equation in $\eta$ becomes

$$
\begin{equation*}
\frac{1}{\sinh \eta} \frac{d}{d \eta}\left(\sinh \eta \frac{d H}{d \eta}\right)-\frac{m^{2}}{\sinh ^{2} \eta} H-\left(n^{2}-\frac{1}{4}\right) H=0 . \tag{6}
\end{equation*}
$$

Laplace's Equation is partially separable, although the Helmholtz Differential Equation is not.
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## Laplace's Integral

$$
\begin{aligned}
P_{n}(x) & =\frac{1}{\pi} \int_{0}^{p} i \frac{d u}{\left(x+\sqrt{x^{2}-1} \cos u\right)^{n+1}} \\
& =\frac{1}{\pi} \int_{0}^{\pi}\left(x+\sqrt{x^{2}-1} \cos u\right)^{n} d u .
\end{aligned}
$$

## Laplace Limit

The value $e=0.6627434193 \ldots$ (Sloane's A033259) for which Laplace's formula for solving Kepler's Equation begins diverging. The constant is defined as the value $e$ at which the function

$$
f(x)=\frac{x \exp \left(\sqrt{1+x^{2}}\right)}{1+\sqrt{1+x^{2}}}
$$

equals $f(\lambda)=1$. The Continued Fraction of $e$ is given by $[0,1,1,1,27,1,1,1,8,2,154, \ldots]$ (Sloane's A033260). The positions of the first occurrences of $n$ in the Continued Fraction of $e$ are $2,10,35,13,15$, 32, 101, $9, \ldots$ (Sloane's A033261). The incrementally largest terms in the Continued Fraction are 1, 27, 154, 1601, 2135, ... (Sloane's A033262), which occur at positions $2,5,11,19,1801, \ldots$ (Sloane's A033263).
see also Eccentric Anomaly, Kepler's Equation

## References

Finch, S. "Favorite Mathematical Constants." http://www. mathsoft.com/asolve/constant/lpc/lpc.html.
Plouffe, S. "Laplace Limit Constant." http://lacim.uqam. ca/piDATA/laplace.txt.
Sloane, N. J. A. Sequences A033259, A033260, A033261, A033262, and A033263 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Laplace-Mehler Integral

$$
\begin{aligned}
P_{n}(\cos \theta) & =\frac{1}{\pi} \int_{0}^{2 \pi}(\cos \theta+i \sin \theta \cos \phi)^{n} d \phi \\
& =\frac{\sqrt{2}}{\pi} \int_{0}^{\theta} \frac{\cos \left[\left(n+\frac{1}{2}\right) \phi\right]}{\sqrt{\cos \phi-\cos \theta}} d \phi \\
& =\frac{\sqrt{2}}{\pi} \int_{\theta}^{\pi} \frac{\sin \left[\left(n+\frac{1}{2}\right) \phi\right]}{\sqrt{\cos \theta-\cos \phi}} d \phi .
\end{aligned}
$$
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## Laplace Series

A function $f(\theta, \phi)$ expressed as a double sum of Spherical Harmonics is called a Laplace serics. Taking $f$ as a Complex Function,

$$
\begin{equation*}
f(\theta, \phi)=\sum_{l=0}^{\infty} \sum_{m=-1}^{l} a_{l m} Y_{l}^{m}(\theta, \phi) \tag{1}
\end{equation*}
$$

Now multiply both sides by $Y_{l^{\prime \prime}}^{m^{\prime *}} \sin \theta$ and integrate over $d \theta$ and $d \phi$.

$$
\begin{align*}
& \int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \phi) Y_{l^{\prime}}^{m^{\prime *}} \sin \theta d \theta d \phi \\
& =\sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{l m} \int_{0}^{2 \pi} \int_{0}^{\pi} Y_{l^{\prime}}^{m^{\prime *}}(\theta, \phi) Y_{l}^{m}(\theta, \phi) \sin \theta d \theta d \phi \tag{2}
\end{align*}
$$

Now use the Orthogonality of the Spherical Harmonics

$$
\begin{equation*}
\int_{0}^{2 \pi} \int_{0}^{\pi} Y_{l}^{m}(\theta, \phi) Y_{l^{\prime}}^{m^{\prime *}} \sin \theta d \theta d \phi=\delta_{m m^{\prime}} \delta_{l l^{\prime}} \tag{3}
\end{equation*}
$$

so (2) becomes

$$
\begin{align*}
\int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \phi) Y_{l^{\prime}}^{m^{\prime *}} & \sin \theta d \theta d \phi \\
& =\sum_{l=0}^{\infty} \sum_{m=-1}^{l} a_{l m} \delta_{m m^{\prime}} \delta_{l l^{\prime}}=a_{l m} \tag{4}
\end{align*}
$$

where $\delta_{m n}$ is the Kronecker Delta.
For a Real series, consider

$$
\begin{align*}
& f(\theta, \phi) \\
& =\sum_{l=0}^{\infty} \sum_{m=-1}^{l}\left[C_{l}^{m} \cos (m \phi)+S_{l}^{m} \sin (m \phi)\right] P_{l}^{m}(\cos \theta) . \tag{5}
\end{align*}
$$

Proceed as before, using the orthogonality relationships

$$
\begin{align*}
& \int_{0}^{2 \pi} \int_{0}^{\pi} P_{l}^{m}(\cos \theta) \cos (m \phi) P_{l^{\prime}}^{m^{\prime}}(\cos \theta) \\
& \quad \times \cos \left(m^{\prime} \phi\right) \sin (\theta) d \theta d \phi=-\frac{2 \pi(l+m)!}{(2 l+1)(l-m)!} \delta_{m m^{\prime}} \delta_{l l^{\prime}}  \tag{6}\\
& \int_{0}^{2 \pi} \int_{0}^{\pi} P_{l}^{m}(\cos \theta) \sin (m \phi) P_{l^{\prime}}^{m^{\prime}}(\cos \theta) \\
& \quad \times \sin \left(m^{\prime} \phi\right) \sin \theta d \theta d \phi=-\frac{2 \pi(l+m)!}{(2 l+1)(l-m)!} \delta_{m m^{\prime}} \delta_{l l^{\prime}} \tag{7}
\end{align*}
$$

So $C_{l}^{m}$ and $S_{l}^{m}$ are given by

$$
\begin{align*}
C_{l}^{m}= & -\frac{(2 l+1)(l-m)!}{2 \pi(l+m)!} \\
& \times \int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \phi) P_{l}^{m} \cos \theta \cos (m \phi) \sin \theta d \theta d \phi  \tag{8}\\
S_{l}^{m}= & -\frac{(2 l+1)(l-m)!}{2 \pi(l+m)!} \\
& \times \int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \phi) P_{l}^{m} \cos \theta \sin (m \phi) \sin \theta d \theta d \phi \tag{9}
\end{align*}
$$

## Laplace-Stieltjes Transform

An integral transform which is often written as an ordinary Laplace Transform involving the Delta FuncTION.
see also Laplace Transform
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## Laplace Transform

The Laplace transform is an Integral Transform perhaps second only to the Fourier Transform in its utility in solving physical problems. Due to its useful properties, the Laplace transform is particularly useful in solving linear Ordinary Differential Equations such as those arising in the analysis of electronic circuits.
The (one-sided) Laplace transform $\mathcal{L}$ (not to be confused with the Lie Derivative) is defined by

$$
\begin{equation*}
\mathcal{L}(s)=\mathcal{L}(f(t)) \equiv \int_{0}^{\infty} f(t) e^{-s t} d t \tag{1}
\end{equation*}
$$

where $f(t)$ is defined for $t \geq 0$. A two-sided Laplace transform is sometimes also defined by

$$
\begin{equation*}
\mathcal{L}(s)=\mathcal{L}(f(t))=\int_{-\infty}^{\infty} f(t) e^{-s t} d t \tag{2}
\end{equation*}
$$

The Laplace transform existence theorem states that, if $f(t)$ is piecewise Continuous on every finite interval in $[0, \infty)$ satisfying

$$
\begin{equation*}
|f(t)| \leq M e^{a t} \tag{3}
\end{equation*}
$$

for all $t \in[0, \infty)$, then $\mathcal{L}(f(t))$ exists for all $s>a$. The Laplace transform is also UNIQUE, in the sense that, given two functions $F_{1}(t)$ and $F_{2}(t)$ with the same transform so that

$$
\begin{equation*}
\mathcal{L}\left[F_{1}(t)\right]=\mathcal{L}\left[F_{2}(t)\right] \equiv f(s) \tag{4}
\end{equation*}
$$

then LERCH's ThEOREM guarantees that the integral

$$
\begin{equation*}
\int_{0}^{a} N(t) d t=0 \tag{5}
\end{equation*}
$$

vanishes for all $a>0$ for a NULL FUNCTION defined by

$$
\begin{equation*}
N(t) \equiv F_{1}(t)-F_{2}(t) \tag{6}
\end{equation*}
$$

The Laplace transform is LINEAR since

$$
\begin{align*}
\mathcal{L} & {[a f(t)+b g(t)]=\int_{0}^{\infty}[a f(t)+b g(t)] e^{-s t} d t } \\
& =a \int_{0}^{\infty} f(t) e^{-s t} d t+b \int_{0}^{\infty} g(t) e^{-s t} d t \\
& =a \mathcal{L}[f(t)]+b \mathcal{L}[g(t)] \tag{7}
\end{align*}
$$

The inverse Laplace transform is given by the Bromwich Integral (see also Duhamel's Convolution Principle). A table of several important Laplace transforms follows.

| $f(t)$ | $\mathcal{L}[f(t)]$ | Range |
| :--- | :---: | :---: |
| 1 | $\frac{1}{s}$ | $s>0$ |
| $t$ | $\frac{1}{s^{2}}$ | $s>0$ |
| $t^{n}$ | $\frac{n!}{s^{n+1}}$ | $n \in \mathbb{Z}>0$ |
| $t^{a}$ | $\frac{\Gamma(a+1)}{s^{a+1}}$ | $a>0$ |
| $e^{a t}$ | $\frac{1}{s-a}$ | $s>a$ |
| $\cos (\omega t)$ | $\frac{s}{s^{2}+\omega^{2}}$ | $s>0$ |
| $\sin (\omega t)$ | $\frac{\omega}{s^{2}+\omega^{2}}$ | $s>0$ |
| $\cosh (\omega t)$ | $\frac{s}{s^{2}-\omega^{2}}$ | $s>\|a\|$ |
| $\sinh (\omega t)$ | $\frac{\omega}{s^{2}-\omega^{2}}$ | $s>\|a\|$ |
| $e^{a t} \sin (b t)$ | $\frac{b}{(s-a)^{2}+b^{2}}$ | $s>a$ |
| $e^{a t} \cos (b t)$ | $\frac{s-a}{(s-a)^{2}+b^{2}}$ | $s>a$ |
| $\delta(t-c)$ | $e^{-c s}$ |  |
| $H_{c}(t)$ | $\frac{e^{-c s}}{s}$ | $s>0$ |
| $J_{0}(t)$ | $\frac{1}{\sqrt{s^{2}+1}}$ |  |

In the above table, $J_{0}(t)$ is the zeroth order BESSEL Function of the First Kind, $\delta(t)$ is the Delta Function, and $H_{c}(t)$ is the Heaviside Step FuncTION. The Laplace transform has many important properties.

The Laplace transform of a Convolution is given by

$$
\begin{gather*}
\mathcal{L}(f(t) * g(t))=\mathcal{L}(f(t)) \mathcal{L}(g(t))  \tag{8}\\
\mathcal{L}^{-1}(F(s) G(s))=\mathcal{L}^{-1}(F(s)) * \mathcal{L}^{-1}(G(s)) \tag{9}
\end{gather*}
$$

Now consider Differentiation. Let $f(t)$ be continuously differentiable $n-1$ times in $[0, \infty)$. If $|f(t)| \leq$ $M e^{a t}$, then

$$
\begin{align*}
& \mathcal{L}\left[f^{(n)}(t)\right]=s^{n} \mathcal{L}(f(t))-s^{n-1} f(0) \\
&-s^{n-2} f^{\prime}(0)-\ldots-f^{(n-1)}(0) \tag{10}
\end{align*}
$$

This can be proved by Integration by Parts,

$$
\begin{align*}
\mathcal{L}\left[f^{\prime}(t)\right] & =\lim _{a \rightarrow 0} \int_{0}^{a} e^{-s t} f^{\prime}(t) d t \\
& \left.=\lim _{a \rightarrow 0}\left[e^{-s t} f(t)\right]_{0}^{a}+s \int_{0}^{a} e^{-s t} f(t) d t\right] \\
& =\lim _{a \rightarrow 0}\left[e^{-s a} f(a)-f(0)+s \int_{0}^{a} e^{-s t} f(t) d t\right] \\
& =s \mathcal{L}[f(t)]-f(0) \tag{11}
\end{align*}
$$

Continuing for higher order derivatives then gives

$$
\begin{equation*}
\mathcal{L}\left[f^{\prime \prime}(t)\right]=s^{2} \mathcal{L}[f(t)]-s f(0)-f^{\prime}(0) \tag{12}
\end{equation*}
$$

This property can be used to transform differential equations into algebraic equations, a procedure known as the Heaviside Calculus, which can then be inverse transformed to obtain the solution. For example, applying the Laplace transform to the equation

$$
\begin{equation*}
f^{\prime \prime}(t)+a_{1} f^{\prime}(t)+a_{0} f(t)=0 \tag{13}
\end{equation*}
$$

gives

$$
\begin{array}{r}
\left\{s^{2} \mathcal{L}[f(t)]-s f(0)-f^{\prime}(0)\right\}+a_{1}\{s \mathcal{L}[f(t)]-f(0)\} \\
+a_{0} \mathcal{L}[f(t)]=0 \\
\mathcal{L}[f(t)]\left(s^{2}+a_{1} s+a_{0}\right)-s f(0)-f^{\prime}(0)-a_{1} f(0)=0 \tag{15}
\end{array}
$$

which can be rearranged to

$$
\begin{equation*}
\mathcal{L}[f(t)]=\frac{s f(0)+\left[f^{\prime}(0)+a_{1} f(0)\right]}{s^{2}+a_{1} s+a_{0}} \tag{16}
\end{equation*}
$$

If this equation can be inverse Laplace transformed, then the original differential equation is solved.

Consider Exponentiation. If $\mathcal{L}(f(t))=F(s)$ for $s>$ $\alpha$, then $\mathcal{L}\left(e^{a t} f(t)\right)=F(s-a)$ for $s>a+\alpha$.

$$
\begin{align*}
F(s-a) & =\int_{0}^{\infty} f(t) e^{-(s-a) t} d t=\int_{0}^{\infty}\left[f(t) e^{a t}\right] e^{-s t} d t \\
& =\mathcal{L}\left(e^{a t} f(t)\right) \tag{17}
\end{align*}
$$

Consider Integration. If $f(t)$ is piecewise continuous and $|f(t)| \leq M e^{a t}$, then

$$
\begin{equation*}
\mathcal{L}\left[\int_{0}^{t} f(t) d t\right]=\frac{1}{s} \mathcal{L}[f(t)] \tag{18}
\end{equation*}
$$

The inverse transform is known as the Bromwich Integral, or sometimes the Fourier-Mellin Integral.
see also BromWich Integral, Fourier-Mellin Integral, Fourier Transform, Integral Transform, Laplace-Stieltjes Transform, Operational Mathematics
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## Laplacian

The Laplacian operator for a Scalar function $\phi$ is defined by

$$
\begin{align*}
\nabla^{2} \phi= & \frac{1}{h_{1} h_{2} h_{3}}\left[\frac{\partial}{\partial u_{1}}\left(\frac{h_{2} h_{3}}{h_{1}} \frac{\partial}{\partial u_{1}}\right)\right. \\
& \left.+\frac{\partial}{\partial u_{2}}\left(\frac{h_{1} h_{3}}{h_{2}} \frac{\partial}{\partial u_{2}}\right)+\frac{\partial}{\partial u_{3}}\left(\frac{h_{1} h_{2}}{h_{3}} \frac{\partial}{\partial u_{3}}\right)\right] \phi \tag{1}
\end{align*}
$$

in Vector notation, where the $h_{i}$ are the Scale FacTORS of the coordinate system. In Tensor notation, the Laplacian is written

$$
\begin{align*}
\nabla^{2} \phi & =\left(g^{\lambda \kappa} \phi_{; \lambda}\right)_{; \kappa}=g^{\lambda \kappa} \frac{\partial^{2} \phi}{\partial x^{\lambda} \partial x^{\kappa}}-\Gamma^{\lambda} \frac{\partial \phi}{\partial x^{\lambda}} \\
& =\frac{1}{\sqrt{g}} \frac{\partial}{\partial x^{j}}\left(\sqrt{g} g^{i j} \frac{\partial \phi}{\partial x^{i}}\right) \tag{2}
\end{align*}
$$

where $g_{;} \kappa$ is a Covariant Derivative and

$$
\begin{equation*}
\Gamma^{\lambda} \equiv \frac{1}{2} g^{\mu \nu} g^{\lambda \kappa}\left(\frac{\partial g_{\kappa \mu}}{\partial x^{\nu}}+\frac{\partial g_{\kappa \nu}}{\partial x^{\mu}}-\frac{\partial g_{\mu \nu}}{\partial x^{\kappa}}\right) \tag{3}
\end{equation*}
$$

The finite difference form is

$$
\begin{align*}
& \nabla^{2} \psi(x, y, z)=\frac{1}{h^{2}}[\psi(x+h, y, z)+\psi(x-h, y, z) \\
&+\psi(x, y+h, z)+ \psi(x, y-h, z)+\psi(x, y, z+h) \\
&+\psi(x, y, z-h)-6 \psi(x, y, z)] \tag{4}
\end{align*}
$$

For a pure radial function $g(r)$,

$$
\begin{align*}
\nabla^{2} g(r) & \equiv \nabla \cdot[\nabla g(r)] \\
& =\nabla \cdot\left[\frac{\partial g(r)}{\partial r} \hat{\mathbf{r}}+\frac{1}{r} \frac{\partial g(r)}{\partial \theta} \hat{\boldsymbol{\theta}}+\frac{1}{r \sin \theta} \frac{\partial g(r)}{\partial \phi} \hat{\boldsymbol{\phi}}\right] \\
& =\nabla \cdot\left(\hat{\mathbf{r}} \frac{d g}{d r}\right) \tag{5}
\end{align*}
$$

Using the Vector Derivative identity

$$
\begin{equation*}
\nabla \cdot(f \mathbf{A})=f(\nabla \cdot \mathbf{A})+(\nabla f) \cdot(\mathbf{A}) \tag{6}
\end{equation*}
$$

so

$$
\begin{align*}
\nabla^{2} g(r) & \equiv \nabla \cdot[\nabla g(r)]=\frac{d g}{d r} \nabla \cdot \hat{\mathbf{r}}+\nabla\left(\frac{d g}{d r}\right) \cdot \hat{\mathbf{r}} \\
& =\frac{2}{r} \frac{d g}{d r}+\frac{d^{2} g}{d r^{2}} \tag{7}
\end{align*}
$$

Therefore, for a radial Power law,

$$
\begin{align*}
\nabla^{2} r^{n} & =\frac{2}{r} n r^{n-1}+n(n-1) r^{n-2}=[2 n+n(n-1)] r^{n-2} \\
& =n(n+1) r^{n-2} \tag{8}
\end{align*}
$$

A Vector Laplacian can also be defined for a Vector A by

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=\nabla(\nabla \cdot \mathbf{A})-\nabla \times(\nabla \times \mathbf{A}) \tag{9}
\end{equation*}
$$

in vector notation. In tensor notation, $\mathbf{A}$ is written $A_{\mu}$, and the identity becomes

$$
\begin{align*}
\nabla^{2} A_{\mu} & =A_{\mu ; \lambda} ; \lambda=\left(g^{\lambda \kappa} A_{\mu ; \lambda}\right)_{; \kappa} \\
& =g^{\lambda} \kappa_{; \kappa} A_{\mu ; \lambda}+g^{\lambda \kappa} A_{\mu ; \lambda \kappa} \tag{10}
\end{align*}
$$

Similarly, a TENSOR Laplacian can be given by

$$
\begin{equation*}
\nabla^{2} A_{\alpha \beta}=A_{\alpha \beta ; \lambda^{\prime \lambda}} \tag{11}
\end{equation*}
$$

An identity satisfied by the Laplacian is

$$
\begin{equation*}
\nabla^{2}|x A|=\frac{|\mathrm{A}|_{2}{ }^{2}-\left|(x A) \mathrm{A}^{\mathrm{T}}\right|^{2}}{|\mathrm{xA}|^{3}} \tag{12}
\end{equation*}
$$

where $|A|_{2}$ is the Hilbert-Schmidt Norm, $\mathbf{x}$ is a row Vector, and $A^{T}$ is the Matrix Transpose of $A$.

To compute the Laplacian of the inverse distance function $1 / r$, where $r \equiv\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$, and integrate the Laplacian over a volume,

$$
\begin{equation*}
\int_{V} \nabla^{2}\left(\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right) d^{3} \mathbf{r} \tag{13}
\end{equation*}
$$

This is equal to

$$
\begin{align*}
\int_{V} \nabla^{2} \frac{1}{r} d^{3} \mathbf{r} & =\int_{V} \nabla \cdot\left(\nabla \frac{1}{r}\right) d^{3} \mathbf{r}=\int_{S}\left(\nabla \frac{1}{r}\right) \cdot d \mathbf{a} \\
& =\int_{S} \frac{\partial}{\partial r}\left(\frac{1}{r}\right) \hat{\mathbf{r}} \cdot d \mathbf{a}=\int_{S}-\frac{1}{r^{2}} \hat{\mathbf{r}} \cdot d \mathbf{a} \\
& =-4 \pi \frac{R^{2}}{r^{2}} \tag{14}
\end{align*}
$$

where the integration is over a small Sphere of Radius $R$. Now, for $r>0$ and $R \rightarrow 0$, the integral becomes 0 . Similarly, for $r=R$ and $R \rightarrow 0$, the integral becomes $-4 \pi$. Therefore,

$$
\begin{equation*}
\nabla^{2}\left(\frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}\right)=-4 \pi \delta^{3}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{15}
\end{equation*}
$$

where $\delta$ is the Delta Function.
see also Antilaplacian

## Laplacian Determinant Expansion by Minors see Determinant Expansion by Minors

## Large Number

There are a wide variety of large numbers which crop up in mathematics. Some are contrived, but some actually arise in proofs. Often, it is possible to prove existence theorems by deriving some potentially huge upper limit which is frequently greatly reduced in subsequent versions (e.g., Graham's Number, Kolmogorov-Arnold-Moser Theorem, Mertens Conjecture, Skewes Number, Wang's Conjecture).

Large decimal numbers beginning with $10^{9}$ are named according to two mutually conflicting nomenclatures: the American system (in which the prefix stands for $n$ in $10^{3+3 n}$ ) and the British system (in which the prefix stands for $n$ in $10^{6 n}$ ). The following table gives the names assigned to various Powers of 10 (Woolf 1982).

| American | British | Power of 10 |
| :--- | :--- | :--- |
| million | million | $10^{6}$ |
| billion | milliard | $10^{9}$ |
| trillion | billion | $10^{12}$ |
| quadrillion |  | $10^{15}$ |
| quintillion | trillion | $10^{18}$ |
| sextillion |  | $10^{21}$ |
| septillion | quadrillion | $10^{24}$ |
| octillion |  | $10^{27}$ |
| nonillion | quintillion | $10^{30}$ |
| decillion |  | $10^{33}$ |
| undecillion | sexillion | $10^{36}$ |
| duodecillion |  | $10^{39}$ |
| tredecillion | septillion | $10^{42}$ |
| quattuordecillion |  | $10^{45}$ |
| quindecillion | octillion | $10^{48}$ |
| sexdecillion |  | $10^{51}$ |
| septendecillion | nonillion | $10^{54}$ |
| octodecillion |  | $10^{57}$ |
| novemdecillion | decillion | $10^{60}$ |
| vigintillion |  | $10^{63}$ |
|  | undecillion | $10^{66}$ |
|  | duodecillion | $10^{72}$ |
|  | tredecillion | $10^{78}$ |
|  | quattuordecillion | $10^{84}$ |
|  | quindecillion | $10^{90}$ |
|  | sexdecillion | $10^{96}$ |
|  | septendecillion | $10^{102}$ |
|  | octodecillion | $10^{108}$ |
|  | novemdecillion | $10^{114}$ |
|  | vigintillion | $10^{120}$ |
|  |  | $10^{303}$ |
|  | centillion | $10^{600}$ |

see also 10, Ackermann Number, Arrow Notation, Billion, Circle Notation, Eddington Number, $G$ Function, Göbel's Sequence, Googol, Googolplex, Graham’s Number, Hundred, Hyperfactorial, Jumping Champion, Law of Truly Large Numbers, Mega, Megistron, Million, Monster Group, Moser, n-plex, Power Tower, Skewes Number, Small Number, Steinhaus-Moser Notation, Strong Law of Large Numbers, Superfactorial, Thousand, Weak Law of Large Numbers, Zillion
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## Large Prime

see Gigantic Prime, Large Number, Titanic Prime

## Laspeyres' Index

The statistical Index

$$
P_{L} \equiv \frac{\sum p_{n} q_{0}}{\sum p_{0} q_{0}}
$$

where $p_{n}$ is the price per unit in period $n$ and $q_{n}$ is the quantity produced in period $n$.
see also INDEX
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## Latin Cross



An irregular Dodecahedron Cross in the shape of a dagger $\dagger$. The six faces of a CUBE can be cut along seven Edges and unfolded into a Latin cross (i.e., the Latin cross is the NET of the CUBE). Similarly, eight hypersurfaces of a Hypercube can be cut along 17 SQuares and unfolded to form a 3-D Latin cross.


Another cross also called the Latin cross is illustrated above. It is a Greek Cross with flared ends, and is also known as the crux immissa or cross patée.
see also Cross, Dissection, Dodecahedron, Greek Cross

## Latin Rectangle

A $k \times n$ Latin rectangle is a $k \times n$ Matrix with elements $a_{i j} \in\{1,2, \ldots, n\}$ such that entries in each row and column are distinct. If $k=n$, the special case of a Latin Square results. A normalized Latin rectangle has first row $\{1,2, \ldots, n\}$ and first column $\{1,2, \ldots, k\}$. Let $L(k, n)$ be the number of normalized $k \times n$ Latin rectangles, then the total number of $k \times n$ Latin rectangles is

$$
N(k, n)=\frac{n!(n-1)!L(k, n)}{(n-k)!}
$$

(McKay and Rogoyski 1995), where $n$ ! is a Factorial. Kerewala (1941) found a Recurrence Relation for
$L(3, n)$, and Athreya, Pranesachar, and Singhi (1980) found a summation Formula for $L(4, n)$.

The asymptotic value of $L\left(o\left(n^{6 / 7}\right), n\right)$ was found by Godsil and McKay (1990). The numbers of $k \times n$ Latin rectangles are given in the following table from McKay and Rogoyski (1995). The entries $L(1, n)$ and $L(n, n)$ are omitted, since

$$
\begin{aligned}
& L(1, n)=1 \\
& L(n, n)=L(n-1, n)
\end{aligned}
$$

but $L(1,1)$ and $L(2,1)$ are included for clarity. The values of $L(k, n)$ are given as a "wrap-around" series by Sloane's A001009.

| $n$ | $k$ | $L(k, n)$ |
| :---: | :---: | :---: |
| 1 | 1 | 1 |
| 2 | 1 | 1 |
| 3 | 2 | 1 |
| 4 | 2 | 3 |
| 4 | 3 | 4 |
| 5 | 2 | 11 |
| 5 | 3 | 46 |
| 5 | 4 | 56 |
| 6 | 2 | 53 |
| 6 | 3 | 1064 |
| 6 | 4 | 6552 |
| 6 | 5 | 9408 |
| 7 | 2 | 309 |
| 7 | 3 | 36792 |
| 7 | 4 | 1293216 |
| 7 | 5 | 11270400 |
| 7 | 6 | 16942080 |
| 8 | 2 | 2119 |
| 8 | 3 | 1673792 |
| 8 | 4 | 420906504 |
| 8 | 5 | 27206658048 |
| 8 | 6 | 335390189568 |
| 8 | 7 | 535281401856 |
| 9 | 2 | 16687 |
| 9 | 3 | 103443808 |
| 9 | 4 | 207624560256 |
| 9 | 5 | 112681643983776 |
| 9 | 6 | 12962605404381184 |
| 9 | 7 | 224382967916691456 |
| 9 | 8 | 377597570964258816 |
| 10 | 2 | 148329 |
| 10 | 3 | 8154999232 |
| 10 | 4 | 147174521059584 |
| 10 | 5 | 746988383076286464 |
| 10 | 6 | 870735405591003709440 |
| 10 | 7 | 177144296983054185922560 |
| 10 | 8 | 4292039421591854273003520 |
| 10 | 9 | 7580721482160132811489280 |
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## Latin Square

An $n \times n$ Latin square is a Latin Rectangle with $k=n$. Specifically, a Latin square consists of $n$ sets of the numbers 1 to $n$ arranged in such a way that no orthogonal (row or column) contains the same two numbers. The numbers of Latin squares of order $n=1,2$, $\ldots$ are $1,2,12,576, \ldots$ (Sloane's A002860). A pair of Latin squares is said to be orthogonal if the $n^{2}$ pairs formed by juxtaposing the two arrays are all distinct.
Two of the Latin squares of order 3 are

$$
\left[\begin{array}{lll}
3 & 2 & 1 \\
2 & 1 & 3 \\
1 & 3 & 2
\end{array}\right] \quad\left[\begin{array}{lll}
2 & 3 & 1 \\
1 & 2 & 3 \\
3 & 1 & 2
\end{array}\right]
$$

which are orthogonal. Two of the 576 Latin squares of order 4 are

$$
\left[\begin{array}{llll}
1 & 2 & 3 & 4 \\
2 & 1 & 4 & 3 \\
3 & 4 & 1 & 2 \\
4 & 3 & 2 & 1
\end{array}\right] \quad\left[\begin{array}{llll}
1 & 2 & 3 & 4 \\
3 & 4 & 1 & 2 \\
4 & 3 & 2 & 1 \\
2 & 1 & 4 & 3
\end{array}\right] .
$$

A normalized, or reduced, Latin square is a Latin square with the first row and column given by $\{1,2, \ldots, n\}$. General Formulas for the number of normalized Latin squares $L(n, n)$ are given by Nechvatal (1981), Gessel (1987), and Shao and Wei (1992). The total number of Latin squares of order $n$ can then be computed from

$$
N(n, n)=n!(n-1)!L(n, n)=n!(n-1)!L(n-1, n)
$$

The numbers of normalized Latin square of order $n=1$, $2, \ldots$, are $1,1,1,4,56,9408, \ldots$ (Sloane's A000315). McKay and Rogoyski (1995) give the number of normalized Latin Rectangles $L(k, n)$ for $n=1, \ldots, 10$, as well as estimates for $L(n, n)$ with $n=11,12, \ldots, 15$.

| $n$ | $L(n, n)$ |
| :--- | :---: |
| 11 | $5.36 \times 10^{33}$ |
| 12 | $1.62 \times 10^{44}$ |
| 13 | $2.51 \times 10^{56}$ |
| 14 | $2.33 \times 10^{70}$ |
| 15 | $1.5 \times 10^{86}$ |

see also Euler Square, Kirkman Triple System, Partial Latin Square, Quasigroup
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## Latin-Graeco Square

see Euler Square

## Latitude

The latitude of a point on a Sphere is the elevation of the point from the Plane of the equator. The latitude $\delta$ is related to the Colatitude (the polar angle in Spherical Coordinates) by $\delta=\phi-90^{\circ}$. More generally, the latitude of a point on an Ellipsoid is the Angle between a Line Perpendicular to the surface of the Ellipsoid at the given point and the Plane of the equator (Snyder 1987).

The equator therefore has latitude $0^{\circ}$, and the north and south poles have latitude $\pm 90^{\circ}$, respectively. Latitude is also called Geographic Latitude or Geodetic LatITUDE in order to distinguish it from several subtly different varieties of AuXILIARY LATITUDES.

The shortest distance between any two points on a Sphere is the so-called Great Circle distance, which can be directly computed from the latitudes and LONgitudes of the two points.
see also Auxiliary Latitude, Colatitude, Conformal Latitude, Great Circle, Isometric Latitude, Latitude, Longitude, Spherical Coordinates
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## Lattice

A lattice is a system $K$ such that $\forall A \in K, A \subset A$, and if $A \subset B$ and $B \subset A$, then $A=B$, where $=$ here means "is included in." Lattices offer a natural way to formalize and study the ordering of objects using a general concept known as the POSET (partially ordered set). The study of lattices is called Lattice Theory. Note that this type of lattice is an abstraction of the regular array of points known as Lattice Points.
The following inequalities hold for any lattice:

$$
\begin{gathered}
(x \wedge y) \vee(x \wedge z) \leq x \wedge(y \vee z) \\
x \vee(y \wedge z) \leq(x \vee y) \wedge(x \vee z) \\
(x \wedge y) \vee(y \wedge z) \vee(z \wedge x) \leq(x \vee y) \wedge(y \vee z) \wedge(z \vee x) \\
(x \wedge y) \vee(x \wedge z) \leq x \wedge(y \vee(x \wedge z))
\end{gathered}
$$

(Grätzer 1971, p. 35). The first three are the distributive inequalities, and the last is the modular identity.
see also Distributive Lattice, Integration Lat-
tice, Lattice Theory, Modular Lattice, Toric Variety
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## Lattice Algebraic System

A generalization of the concept of set unions and intersections.

## Lattice Animal

A distinct (including reflections and rotations) arrangement of adjacent squares on a grid, also called fixed Polyominoes.
see also Percolation Theory, Polyomino

## Lattice Distribution

A Discrete Distribution of a random variable such that every possible value can be represented in the form $a+b n$, where $a, b \neq 0$ and $n$ is an Integer.

## References

Abramowitz, M. and Stegun, C. A. (Eds.). Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, p. 927, 1972.

## Lattice Graph



The lattice graph with $n$ nodes on a side is denoted $L(n)$. see also Triangular Graph

## Lattice Groups

In the plane, there are 17 lattice groups, eight of which are pure translation. In $\mathbb{R}^{3}$, there are 32 Point Groups and 230 Space Groups. In $\mathbb{R}^{4}$, there are 4783 space lattice groups.
see also Point Groups, Space Groups, Wallpaper Groups

## Lattice Path

A path composed of connected horizontal and vertical line segments, each passing between adjacent Lattice Points. A lattice path is therefore a SEQUENCE of points $P_{0}, P_{1}, \ldots, P_{n}$ with $n \geq 0$ such that each $P_{i}$ is a Lattice Point and $P_{i+1}$ is obtained by offsetting one unit east (or west) or one unit north (or south).
The number of paths of length $a+b$ from the OriGIN $(0,0)$ to a point $(a, b)$ which are restricted to east and north steps is given by the Binomial Coefficient $\binom{a+b}{a}$.
see also Ballot Problem, Golygon, Kings Problem, Lattice Point, $p$-Good Path, Random Walk
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## Lattice Point



A Point at the intersection of two or more grid lines in a ruled array. (The array of grid lines could be oriented to form unit cells in the shape of a square, rectangle, hexagon, etc.) However, unless otherwise specified, lattice points are generally taken to refer to points in a square array, i.e., points with coordinates ( $m, n, \ldots$ ), where $m$, $n, \ldots$ are Integers.
An $n$-D $\mathbb{Z}[\omega]$-lattice $L_{n}$ lattice can be formally defined as a free $\mathbb{Z}[\omega]$-Module in complex $n$-D space $\mathbb{C}^{n}$.
The Fraction of lattice points Visible from the OrigIN, as derived in Castellanos (1988, pp. 155-156), is

$$
\frac{N^{\prime}(r)}{N(r)}=\frac{\frac{24}{\pi^{2}} r^{2}+\mathcal{O}(r \ln r)}{4 r^{2}+\mathcal{O}(r)}=\frac{\frac{6}{\pi^{2}}+\mathcal{O}\left(\frac{\ln r}{r}\right)}{1+\mathcal{O}\left(\frac{1}{r}\right)}=\frac{6}{\pi^{2}}
$$

Therefore, this is also the probability that two randomly picked integers will be Relatively Prime to one another.
For $2 \leq n \leq 32$, it is possible to select $2 n$ lattice points with $x, y \in[1, n]$ such that no three are in a straight

Line. The number of distinct solutions (not counting reflections and rotations) for $n=1,2, \ldots$, are $1,1,4$, $5,11,22,57,51,156 \ldots$ (Sloane's A000769). For large $n$, it is conjectured that it is only possible to select at most $(c+\epsilon) n$ lattice points with no three Collinear, where

$$
c=\left(2 \pi^{2} / 3\right)^{1 / 3} \approx 1.85
$$

(Guy and Kelly 1968; Guy 1994, p. 242). The number of the $n^{2}$ lattice points $x, y \in[1, n]$ which can be picked with no four Concyclic is $\mathcal{O}\left(n^{2 / 3}-\epsilon\right.$ ) (Guy 1994, p. 241).

A special set of Polygons defined on the regular lattice are the Golygons. A Necessary and Sufficient condition that a linear transformation transforms a lattice to itself is that it be Unimodular. M. Ajtai has shown that there is no efficient Algorithm for finding any fraction of a set of spanning vectors in a lattice having the shortest lengths unless there is an efficient algorithm for all of them (of which none is known). This result has potential applications to cryptography and authentication (Cipra 1996).
see also Barnes-Wall Lattice, Blichfeldt's Theorem, Browkin's Theorem, Circle Lattice Points, Coxeter-Todd Lattice, Ehrhart Polynomial, Gauss's Circle Problem, Golygon, Integration Lattice, Jarnick's Inequality, Lattice Path, Lattice Sum, Leech Lattice, Minkowski Convex Body Theorem, Modular Lattice, NCluster, Nosarzewska's Inequality, Pick's Theorem, Poset, Random Walk, Schinzel's Theorem, Schröder Number, Visible Point, Voronoi PolyGON
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## Lattice Reduction

The process finding a reduced set of basis vectors for a given Lattice having certain special properties. Lattice reduction is implemented in Mathematica ${ }^{\left({ }^{( }\right)}$ (Wolfram Research, Champaign, IL) using the function LatticeReduce. Lattice reduction algorithms are used
in a number of modern number theoretical applications, including in the discovery of a Spigot Algorithm for PI.

## see also Integer Relation, PSLQ Algorithm

## Lattice Sum

Cubic lattice sums include the following:

$$
\begin{align*}
& b_{2}(2 s) \equiv \sum_{i, j=-\infty}^{\infty} \frac{(-1)^{i+j}}{\left(i^{2}+j^{2}\right)^{s}}  \tag{1}\\
& b_{3}(2 s) \equiv \sum_{i, j, k=-\infty}^{\prime} \frac{(-1)^{i+j+k}}{\left(i^{2}+j^{2}+k^{2}\right)^{s}}  \tag{2}\\
& b_{n}(2 s) \equiv \sum_{k_{1}, \ldots, k_{n}=-\infty}^{\prime} \frac{(-1)^{k_{1}+\ldots+k_{n}}}{\left(k_{1}^{2}+\ldots+k_{n}^{2}\right)^{s}} \tag{3}
\end{align*}
$$

where the prime indicates that summation over $(0,0,0)$ is excluded. As shown in Borwein and Borwein (1987, pp. 288-301), these have closed forms for even $n$

$$
\begin{align*}
& b_{2}(2 s)=-4 \beta(s) \eta(s)  \tag{4}\\
& b_{4}(2 s)=-8 \eta(s) \eta(s-1)  \tag{5}\\
& b_{8}(2 s)=-16 \zeta(s) \eta(s-3), \quad \text { for } \Re[s]>1 \tag{6}
\end{align*}
$$

where $\beta(z)$ is the Dirichlet Beta Function, $\eta(z)$ is the Dirichlet Eta Function, and $\zeta(z)$ is the Riemann Zeta Function. The lattice sums evaluated at $s=1$ are called the Madelung Constants. Borwein and Borwein (1986) prove that $b_{8}(2)$ converges (the closed form for $b_{8}(2 s)$ above does not apply for $\left.s=1\right)$, but its value has not been computed.

For hexagonal sums, Borwein and Borwein (1987, p. 292) give

$$
\begin{align*}
& h_{2}(2 s) \equiv \frac{4}{3} \sum_{m, n=-\infty}^{\infty} \\
& \frac{\sin [(n+1) \theta] \sin [(m+1) \theta]-\sin (n \theta) \sin [(m-1) \theta]}{\left[\left(n+\frac{1}{2} m\right)^{2}+3\left(\frac{1}{2} m\right)^{2}\right]^{s}} \tag{7}
\end{align*}
$$

where $\theta \equiv 2 \pi / 3$. This Madelung Constant is expressible in closed form for $s=1$ as

$$
\begin{equation*}
h_{2}(2)=\pi \ln 3 \sqrt{3} \tag{8}
\end{equation*}
$$

see also Benson's Formula, Madelung Constants
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## Lattice Theory

Lattice theory is the study of sets of objects known as LatTICES. It is an outgrowth of the study of Boolean Algebras, and provides a framework for unifying the study of classes or ordered sets in mathematics. Its study was given a great boost by a series of papers and subsequent textbook written by Birkhoff (1967).

## see also Lattice
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## Latus Rectum

Twice the Semilatus Rectum.
see also Parabola

## Laurent Polynomial

A Laurent polynomial with Coefficients in the Field $\mathbb{F}$ is an algebraic object that is typically expressed in the form

$$
\begin{aligned}
\ldots+a_{-n} t^{-n}+a_{-(n-1)} t^{-(n-1)} & +\ldots \\
& +a_{-1} t^{-1}+a_{0}+a_{1} t+\ldots+a_{n} t^{n}+\ldots
\end{aligned}
$$

where the $a_{i}$ are elements of $\mathbb{F}$, and only finitely many of the $a_{i}$ are Nonzero. A Laurent polynomial is an algebraic object in the sense that it is treated as a PolyNOMIAL except that the indeterminant " $t$ " can also have Negative Powers.

Expressed more precisely, the collection of Laurent polynomials with Coefficients in a Field $\mathbb{F}$ form a Ring, denoted $\mathbb{F}\left[t, t^{-1}\right]$, with Ring operations given by componentwise addition and multiplication according to the relation

$$
a t^{n} \cdot b t^{m}=a b t^{n+m}
$$

for all $n$ and $m$ in the Integers. Formally, this is equivalent to saying that $\mathbb{F}\left[t, t^{-1}\right]$ is the Group Ring of the Integers and the Field $\mathbb{F}$. This corresponds to $\mathbb{F}[t]$ (the Polynomial ring in one variable for $\mathbb{F}$ ) being the Group Ring or Monoid ring for the Monoid of natural numbers and the Field $\mathbb{F}$.
see also Polynomial
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## Laurent Series



Let there be two circular contours $C_{2}$ and $C_{1}$, with the radius of $C_{1}$ larger than that of $C_{2}$. Let $z_{0}$ be interior to $C_{1}$ and $C_{2}$, and $z$ be between $C_{1}$ and $C_{2}$. Now create a cut line $C_{c}$ between $C_{1}$ and $C_{2}$, and integrate around the path $C \equiv C_{1}+C_{c}-C_{2}-C_{c}$, so that the plus and minus contributions of $C_{c}$ cancel one another, as illustrated above. From the Cauchy Integral Formula,

$$
\begin{align*}
f(z)= & \frac{1}{2 \pi i} \int_{C} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime} \\
= & \frac{1}{2 \pi i} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime}+\frac{1}{2 \pi i} \int_{C_{c}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime} \\
& -\frac{1}{2 \pi i} \int_{C_{2}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime}-\frac{1}{2 \pi i} \int_{C_{c}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime} \\
= & \frac{1}{2 \pi i} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime}-\frac{1}{2 \pi i} \int_{C_{2}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z} d z^{\prime} . \tag{1}
\end{align*}
$$

Now, since contributions from the cut line in opposite directions cancel out,

$$
\begin{align*}
f(z)= & \frac{1}{2 \pi i} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)-\left(z-z_{0}\right)} d z^{\prime} \\
& -\frac{1}{2 \pi i} \int_{C_{2}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)-\left(z-z_{0}\right)} d z^{\prime} \\
= & \frac{1}{2 \pi i} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)\left(1-\frac{z-z_{0}}{z^{\prime}-z_{0}}\right)} d z^{\prime} \\
& -\frac{1}{2 \pi i} \int_{C_{2}} \frac{f\left(z^{\prime}\right)}{\left(z-z_{0}\right)\left(\frac{z^{\prime}-z_{0}}{z-z_{0}}-1\right)} d z^{\prime} \\
= & \frac{1}{2 \pi i} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)\left(1-\frac{z-z_{0}}{z^{\prime}-z_{0}}\right)} d z^{\prime} \\
& +\frac{1}{2 \pi i} \int_{C_{2}} \frac{f\left(z^{\prime}\right)}{\left(z-z_{0}\right)\left(1-\frac{z^{\prime}-z_{0}}{z-z_{0}}\right)} d z^{\prime} \tag{2}
\end{align*}
$$

For the first integral, $\left|z^{\prime}-z_{0}\right|>\left|z-z_{0}\right|$. For the second, $\left|z^{\prime}-z_{0}\right|<\left|z-z_{0}\right|$. Now use the Taylor Expansion (valid for $|t|<1$ )

$$
\begin{equation*}
\frac{1}{1-t}=\sum_{n=0}^{\infty} t^{n} \tag{3}
\end{equation*}
$$

to obtain

$$
\begin{align*}
f(z)= & \frac{1}{2 \pi i}\left[\int_{C_{1}} \frac{f\left(z^{\prime}\right)}{z^{\prime}-z_{0}} \sum_{n=0}^{\infty}\left(\frac{z-z_{0}}{z^{\prime}-z_{0}}\right)^{n} d z^{\prime}\right. \\
& \left.+\int_{C_{2}} \frac{f\left(z^{\prime}\right)}{z-z_{0}} \sum_{n=0}^{\infty}\left(\frac{z^{\prime}-z_{0}}{z-z_{0}}\right)^{n} d z^{\prime}\right] \\
= & \frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(z-z_{0}\right)^{n} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \\
& +\frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(z-z_{0}\right)^{-n-1} \int_{C_{2}}\left(z^{\prime}-z_{0}\right)^{n} f\left(z^{\prime}\right) d z^{\prime} \\
= & \frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(z-z_{0}\right)^{n} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \\
& +\frac{1}{2 \pi i} \sum_{n=1}^{\infty}\left(z-z_{0}\right)^{-n} \int_{C_{2}}\left(z^{\prime}-z_{0}\right)^{n+1} f\left(z^{\prime}\right) d z^{\prime} \tag{4}
\end{align*}
$$

where the second term has been re-indexed. Re-indexing again,

$$
\begin{align*}
f(z)= & \frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(z-z_{0}\right)^{n} \int_{C_{1}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \\
& +\frac{1}{2 \pi i} \sum_{n=-\infty}^{-1}\left(z-z_{0}\right)^{n} \int_{C_{2}} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \tag{5}
\end{align*}
$$

Now, use the Cauchy Integral Theorem, which requires that any Contour Integral of a function which encloses no Poles has value 0 . But $1 /\left(z^{\prime}-z_{0}\right)^{n+1}$ is never singular inside $C_{2}$ for $n \geq 0$, and $1 /\left(z^{\prime}-z_{0}\right)^{n+1}$ is never singular inside $C_{1}$ for $n \leq-1$. Similarly, there are no Poles in the closed cut $C_{c}-C_{c}$. We can therefore replace $C_{1}$ and $C_{2}$ in the above integrals by $C$ without altering their values, so

$$
\begin{align*}
f(z)= & \frac{1}{2 \pi i} \sum_{n=0}^{\infty}\left(z-z_{0}\right)^{n} \int_{C} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \\
& +\frac{1}{2 \pi i} \sum_{n=-\infty}^{-1}\left(z-z_{0}\right)^{n} \int_{C} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \\
= & \frac{1}{2 \pi i} \sum_{n=-\infty}^{\infty}\left(z-z_{0}\right)^{n} \int_{C} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \\
= & \sum_{n=-\infty}^{\infty} a_{n}\left(z-z_{0}\right)^{n} . \tag{6}
\end{align*}
$$

The only requirement on $C$ is that it encloses $z$, so we are free to choose any contour $\gamma$ that does so. The Residues $a_{n}$ are therefore defined by

$$
\begin{equation*}
a_{n} \equiv \frac{1}{2 \pi i} \int_{\gamma} \frac{f\left(z^{\prime}\right)}{\left(z^{\prime}-z_{0}\right)^{n+1}} d z^{\prime} \tag{7}
\end{equation*}
$$

see also Maclaurin Series, Residue (Complex Analysis), Taylor Series
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## Law

A law is a mathematical statement which always holds true. Whereas "laws" in physics are generally experimental observations backed up by theoretical underpinning, laws in mathematics are generally Theorems which can formally be proven true under the stated conditions. However, the term is also sometimes used in the sense of an empirical observation, e.g., BENFORD's Law. see also Absorption Law, Benford's Law, Contradiction Law, de Morgan's Duality Law, de Morgan's Laws, Elliptic Curve Group Law, Excluded Middle Law, Exponent Laws, Girko's Circular Law, Law of Cosines, Law of Sines, Law of tangents, Law of Truly large Numbers, Morrie's Law, Parallelogram Law, Plateau's Laws, Quadratic Reciprocity Law, Strong Law of Large Numbers, Strong Law of Small Numbers, Sylvester's Inertia Law, Trichotomy Law, Vector Transformation Law, Weak Law of Large NUMBERS, ZIPF'S LAW

## Law of Anomalous Numbers

see Benford's Law

## Law of Cancellation

see Cancellation Law

## Law of Cosines



Let $a, b$, and $c$ be the lengths of the legs of a Triangle opposite Angles $A, B$, and $C$. Then the law of cosines states

$$
\begin{equation*}
c^{2}=a^{2}+b^{2}-2 a b \cos C \tag{1}
\end{equation*}
$$

This law can be derived in a number of ways. The definition of the DOt Product incorporates the law of cosines, so that the length of the Vector from $\mathbf{X}$ to $\mathbf{Y}$ is given by

$$
\begin{align*}
|\mathbf{X}-\mathbf{Y}|^{2} & =(\mathbf{X}-\mathbf{Y}) \cdot(\mathbf{X}-\mathbf{Y})  \tag{2}\\
& =\mathbf{X} \cdot \mathbf{X}-2 \mathbf{X} \cdot \mathbf{Y}+\mathbf{Y} \cdot \mathbf{Y}  \tag{3}\\
& =|\mathbf{X}|^{2}+|\mathbf{Y}|^{2}-2|\mathbf{X}||\mathbf{Y}| \cos \theta \tag{4}
\end{align*}
$$

where $\theta$ is the Angle between $\mathbf{X}$ and $\mathbf{Y}$.


The formula can also be derived using a little geometry and simple algebra. From the above diagram,

$$
\begin{align*}
c^{2} & =(a \sin C)^{2}+(b-a \cos C)^{2} \\
& =a^{2} \sin ^{2} c+b^{2}-2 a b \cos C+a^{2} \cos ^{2} C \\
& =a^{2}+b^{2}-2 a b \cos C \tag{5}
\end{align*}
$$

The law of cosines for the sides of a Spherical TrianGLE states that

$$
\begin{align*}
\cos a & =\cos b \cos c+\sin b \sin c \cos A  \tag{6}\\
\cos b & =\cos c \cos a+\sin c \sin a \cos B  \tag{7}\\
\cos c & =\cos a \cos b+\sin a \sin b \cos C \tag{8}
\end{align*}
$$

(Beyer 1987). The law of cosines for the angles of a Spherical Triangle states that

$$
\begin{align*}
& \cos A=-\cos B \cos C+\sin B \sin C \cos a  \tag{9}\\
& \cos B=-\cos C \cos A+\sin C \sin A \cos b  \tag{10}\\
& \cos C=-\cos A \cos B+\sin A \sin B \cos c \tag{11}
\end{align*}
$$

(Beyer 1987).
see also Law of Sines, Law of Tangents
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## Law of Large Numbers

see Law of Truly Large Numbers, Strong Law of Large Numbers, Weak Law of Large Numbers

## Law of Sines



Let $a, b$, and $c$ be the lengths of the Legs of a Triangle opposite Angles $A, B$, and $C$. Then the law of sines states that

$$
\begin{equation*}
\frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C}=2 R \tag{1}
\end{equation*}
$$

where $R$ is the radius of the Circumcircle. Other related results include the identities

$$
\begin{gather*}
a(\sin B-\sin C)+b(\sin C-\sin A)+c(\sin A-\sin B)=0  \tag{3}\\
a=b \cos C+c \cos B \tag{2}
\end{gather*}
$$

the LaW of Cosines

$$
\begin{equation*}
\cos A=\frac{c^{2}+b^{2}-a^{2}}{2 b c} \tag{4}
\end{equation*}
$$

and the Law of Tangents

$$
\begin{equation*}
\frac{a+b}{a-b}=\frac{\tan \left[\frac{1}{2}(A+B)\right]}{\tan \left[\frac{1}{2}(A-B)\right]} \tag{5}
\end{equation*}
$$

The law of sines for oblique Spherical Triangles states that

$$
\begin{equation*}
\frac{\sin a}{\sin A}=\frac{\sin b}{\sin B}=\frac{\sin c}{\sin C} \tag{6}
\end{equation*}
$$

see also Law of Cosines, Law of TANGENTS
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## Law of Small Numbers

see Strong Law of Small Numbers

## Law of Tangents

Let a Triangle have sides of lengths $a, b$, and $c$ and let the Angles opposite these sides by $A, B$, and $C$. The law of tangents states

$$
\frac{a-b}{a+b}=\frac{\tan \left[\frac{1}{2}(A-B)\right]}{\tan \left[\frac{1}{2}(A+B)\right]}
$$

An analogous result for oblique Spherical Triangles states that

$$
\frac{\tan \left[\frac{1}{2}(a-b)\right]}{\tan \left[\frac{1}{2}(a+b)\right]}=\frac{\tan \left[\frac{1}{2}(A-B)\right]}{\tan \left[\frac{1}{2}(A+B)\right]}
$$

see also Law of Cosines, Law of Sines
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## Law of Truly Large Numbers

With a large enough sample, any outrageous thing is likely to happen (Diaconis and Mosteller 1989). Littlewood (1953) considered an event which occurs one in a million times to be "surprising." Taking this definition, close to 100,000 surprising events are "expected" each year in the United States alone and, in the world at large, "we can be absolutely sure that we will see incredibly remarkable events" (Diaconis and Mosteller 1989).
see also Coincidence, Strong Law of Large Numbers, Strong Law of Small Numbers, Weak Law of Large Numbers
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## Lax-Milgram Theorem

Let $\phi$ be a bounded Coercive bilinear Functional on a Hilbert Space $H$. Then for every bounded linear Functional $f$ on $H$, there exists a unique $x_{f} \in H$ such that

$$
f(x)=\phi\left(x, x_{f}\right)
$$

for all $x \in H$.
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## Lax Pair

A pair of linear Operators $L$ and $A$ associated with a given Partial Differential Equation which can be used to solve the equation. However, it turns out to be very difficult to find the $L$ and $A$ corresponding to a given equation, so it is actually simpler to postulate a given $L$ and $A$ and determine to which Partial Differential Equation they correspond (Infeld and Rowlands 1990).

## see also Partial Differential Equation
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## Layer

see $p$-LAYER

## Le Cam's Identity

Let $S_{n}$ be the sum of $n$ random variates $X_{i}$ with a BERnoulli Distribution with $P\left(X_{i}=1\right)=p_{i}$. Then

$$
\sum_{k=0}^{\infty}\left|P\left(S_{n}=k\right)-\frac{e^{-\lambda} \lambda^{k}}{k!}\right|<2 \sum_{i=1}^{n}{p_{i}}^{2}
$$

where

$$
\lambda \equiv \sum_{i=1}^{n} p_{i}
$$

see also Bernoulli Distribution
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## Leading Digit Phenomenon

see Benford's Law

## Leading Order Analysis

A procedure for determining the behavior of an $n$th order Ordinary Differential Equation at a Removable Singularity without actually solving the equation. Consider

$$
\begin{equation*}
\frac{d^{n} y}{d z^{n}}=F\left(\frac{d^{n-1} y}{d z^{n-1}}, \ldots, \frac{d y}{d x}, y, z\right) \tag{1}
\end{equation*}
$$

where $F$ is Analytic in $z$ and rational in its other arguments. Proceed by making the substitution

$$
\begin{equation*}
y(z) \equiv a\left(z-z_{0}\right)^{\alpha} \tag{2}
\end{equation*}
$$

with $\alpha<1$. For example, in the equation

$$
\begin{equation*}
\frac{d^{2} y}{d z^{2}}=6 y^{2}+A y \tag{3}
\end{equation*}
$$

making the substitution gives

$$
\begin{equation*}
a \alpha(\alpha-1)\left(z-z_{0}\right)^{\alpha-2}=6 a^{2}\left(z-z_{0}\right)^{2 \alpha}+A a\left(a z-z_{0}\right)^{\alpha} \tag{4}
\end{equation*}
$$

The most singular terms (those with the most Negative exponents) are called the "dominant balance terms," and must balance exponents and Coefficients at the Singularity. Here, the first two terms are dominant, so

$$
\begin{gather*}
\alpha-2=2 \alpha \Rightarrow \alpha=-2  \tag{5}\\
6 a=6 a^{2} \Rightarrow a=1 \tag{6}
\end{gather*}
$$

and the solution behaves as $y(z)=\left(z-z_{0}\right)^{-2}$. The behavior in the Neighborhood of the Singularity is given by expansion in a Laurent Series, in this case,

$$
\begin{equation*}
y(z)=\sum_{j=0}^{\infty} a_{j}\left(z-z_{0}\right)^{j-2} \tag{7}
\end{equation*}
$$

Plugging this series in yields
$\sum_{j=0}^{\infty} a_{j}(j-2)(j-3)\left(z-z_{0}\right)^{j-4}$
$=6 \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} a_{j} a_{k}\left(z-z_{0}\right)^{j+k-4}+A \sum_{j=0}^{\infty} a_{j}\left(z-z_{0}\right)^{j-2}$.
This gives Recurrence Relations, in this case with $a_{6}$ arbitrary, so the $\left(z-z_{0}\right)^{6}$ term is called the resonance or Kovalevskaya Exponent. At the resonances, the Coefficient will always be arbitrary. If no resonance term is present, the Pole present is not ordinary, and the solution must be investigated using a Psi Function.
see also Psi Function
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## Leaf (Foliation)

Let $M^{n}$ be an $n$-Manifold and let $F=\left\{F_{\alpha}\right\}$ denote a Partition of $M$ into Disjoint path-connected Subsets. Then if F is a Foliation of $M$, each $F_{\alpha}$ is called a leaf and is not necessarily closed or compact.
see also Foliation
References
Rolfsen, D. Knots and Links. Wilmington, DE: Publish or Perish Press, p. 284, 1976.

## Leaf (Tree)

An unconnected end of a Tree.
see also Branch, Child, Fork, Root (Tree), Tree

## Leakage

see Aliasing

## Least Bound

see SUPREMUM

## Least Common Multiple

The least common multiple of two numbers $n_{1}$ and $n_{2}$ is denoted $\operatorname{LCM}\left(n_{1}, n_{2}\right)$ or $\left[n_{1}, n_{2}\right]$ and can be obtained by finding the Prime factorization of each

$$
\begin{align*}
& n_{1}=p_{1}^{a_{1}} \cdots p_{n}^{a_{n}}  \tag{1}\\
& n_{2}=p_{1}^{b_{1}} \cdots p_{n}^{b_{n}} \tag{2}
\end{align*}
$$

where the $p_{i}$ s are all Prime Factors of $n_{1}$ and $n_{2}$, and if $p_{i}$ does not occur in one factorization, then the corresponding exponent is 0 . The least common multiple is then

$$
\begin{equation*}
\operatorname{LCM}\left(n_{1}, n_{2}\right)=\left[n_{1}, n_{2}\right]=\prod_{i=1}^{n} p_{i}^{\max \left(a_{i}, b_{i}\right)} \tag{3}
\end{equation*}
$$

Let $m$ be a common multiple of $a$ and $b$ so that

$$
\begin{equation*}
m=h a=k b \tag{4}
\end{equation*}
$$

Write $a=a_{1}(a, b)$ and $b=b_{1}(a, b)$, where $a_{1}$ and $b_{1}$ are Relatively Prime by definition of the Greatest Common Divisor $\left(a_{1}, b_{1}\right)=1$. Then $h a_{1}=k b_{1}$, and from the Division Lemma (given that $h a_{1}$ is Divisible by $b$ and ( $b_{1}, a_{1}$ )=0), we have $h$ is Divisible by $b_{1}$, so

$$
\begin{gather*}
h=n b_{1}  \tag{5}\\
m=h a=n b_{1} a=n \frac{a b}{(a, b)} . \tag{6}
\end{gather*}
$$

The smallest $m$ is given by $n=1$,

$$
\begin{equation*}
\operatorname{LCM}(a, b)=\frac{a b}{\operatorname{GCD}(a, b)} \tag{7}
\end{equation*}
$$

so

$$
\begin{gather*}
\operatorname{GCD}(a, b) \operatorname{LCM}(a, b)=a b  \tag{8}\\
(a, b)[a, b]=a b . \tag{9}
\end{gather*}
$$

The LCM is Idempotent

$$
\begin{equation*}
[a, a]=a \tag{10}
\end{equation*}
$$

## Commutative

$$
\begin{equation*}
[a, b]=[b, a] \tag{11}
\end{equation*}
$$

## Associative

$$
\begin{equation*}
[a, b, c]=[[a, b], c]=[a,[b, c]] \tag{12}
\end{equation*}
$$

## Distributive

$$
\begin{equation*}
[m a, m b, m c]=m[a, b, c] \tag{13}
\end{equation*}
$$

and satisfies the Absorption Law

$$
\begin{equation*}
(a,[a, b])=a \tag{14}
\end{equation*}
$$

It is also true that

$$
\begin{equation*}
[m a, m b]=\frac{(m a)(m b)}{(m a, m b)}=m \frac{a b}{(a, b)}=m[a, b] \tag{15}
\end{equation*}
$$

see also Greatest Common Divisor, Mangoldt Function, Relatively Prime

## References

Guy, R. K. "Density of a Sequence with L.C.M. of Each Pair Less than $x$." §E2 in Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, pp. 200-201, 1994.

## Least Deficient Number

A number for which

$$
\sigma(n)=2 n-1
$$

All Powers of 2 are least deficient numbers. see also Deficient Number, Quasiperfect Number

## Least Period

The smallest $n$ for which a point $x_{0}$ is a Periodic Point of a function $f$ so that $f^{n}\left(x_{0}\right)=x_{0}$. For example, for the FUnCtion $f(x)=-x$, all points $x$ have period 2 (including $x=0$ ). However, $x=0$ has a least period of 1 . The analogous concept exists for a Periodic Sequence, but not for a Periodic Function. The least period is also called the Exact Period.

## Least Prime Factor



For an Integer $n \geq 2$, let $\operatorname{lpf}(x)$ denote the Least Prime Factor of $n$, i.e., the number $p_{1}$ in the factorization

$$
n=p_{1}^{a_{1}} \cdots p_{k}^{a_{k}}
$$

with $p_{i}<p_{j}$ for $i<j$. For $n=2,3, \ldots$, the first few are $2,3,2,5,2,7,2,3,2,11,2,13,2,3, \ldots$ (Sloane's A020639). The above plot of the least prime factor function can be seen to resemble a jagged terrain of mountains, which leads to the appellation of "TWIN Peaks" to a Pair of Integers $(x, y)$ such that

1. $x<y$,
2. $\operatorname{lpf}(x)=\operatorname{lpf}(y)$,
3. For all $z, x<z<y$ Implies $\operatorname{lpf}(z)<\operatorname{lpf}(x)$.

The least multiple prime factors for Squareful integers are $2,2,3,2,2,3,2,2,5,3,2,2,2, \ldots$ (Sloane's A046027).
see also Alladi-Grinstead Constant, Distinct Prime Factors, Erdős-Selfridge Function, Factor, Greatest Prime Factor, Least Common Multiple, Mangoldt Function, Prime Factors, Twin Peaks

## References

Sloane, N. J. A. Sequence A020639 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Least Squares Fitting



A mathematical procedure for finding the best fitting curve to a given set of points by minimizing the sum of the squares of the offsets ("the residuals") of the points from the curve. The sum of the squares of the offsets is used instead of the offset absolute values because this allows the residuals to be treated as a continuous differentiable quantity. However, because squares of the offsets are used, outlying points can have a disproportionate effect on the fit, a property which may or may not be desirable depending on the problem at hand.


In practice, the vertical offsets from a line are almost always minimized instead of the perpendicular offsets. This allows uncertaintics of the data points along the $x$ and $y$-axes to be incorporated simply, and also provides a much simpler analytic form for the fitting parameters than would be obtained using a fit bascd on perpendicular distances. In addition, the fitting technique can be easily generalized from a best-fit line to a best-fit polynomial when sums of vertical distances are used (which is not the case using perpendicular distances). For a reasonable number of noisy data points, the difference between vertical and perpendicular fits is quite small.

The linear least squares fitting technique is the simplest and most commonly applied form of Linear RegresSION and provides a solution to the problem of finding the best fitting straight line through a set of points. In fact, if the functional relationship between the two quantities being graphed is known to within additive or multiplicative constants, it is common practice to transform the data in such a way that the resulting line is a straight line, say by plotting $T$ vs. $\sqrt{\ell}$ instead of $t$ vs. $\ell$. For this reason, standard forms for Exponential, LogarithMIC, and Power laws are often explicitly computed. The formulas for linear least squares fitting were independently derived by Gauss and Legendre.
For Nonlinear Least Squares Fitting to a number of unknown parameters, linear least squares fitting may be applied iteratively to a linearized form of the function until convergence is achieved. Depending on the type of fit and initial parameters chosen, the nonlinear
fit may have good or poor convergence properties. If uncertainties (in the most general case, error ellipses) are given for the points, points can be weighted differently in order to give the high-quality points more weight.
The residuals of the best-fit line for a set of $n$ points using unsquared perpendicular distances $d_{i}$ of points $\left(x_{i}, y_{i}\right)$ are given by

$$
\begin{equation*}
R_{\perp} \equiv \sum_{i=1}^{n} d_{i} \tag{1}
\end{equation*}
$$

Since the perpendicular distance from a line $y=a+b x$ to point $i$ is given by

$$
\begin{equation*}
d_{i}=\frac{\left|y_{i}-\left(a+b x_{i}\right)\right|}{\sqrt{1+b^{2}}} \tag{2}
\end{equation*}
$$

the function to be minimized is

$$
\begin{equation*}
R_{\perp} \equiv \sum_{i=1}^{n} \frac{\left|y_{i}-\left(a+b x_{i}\right)\right|}{\sqrt{1+b^{2}}} \tag{3}
\end{equation*}
$$

Unfortunately, because the absolute value function does not have continuous derivatives, minimizing $R_{\perp}$ is not amenable to analytic solution. However, if the square of the perpendicular distances

$$
\begin{equation*}
R_{\perp}^{2} \equiv \sum_{i=1}^{n} \frac{\left[y_{i}-\left(a+b x_{i}\right)\right]^{2}}{1+b^{2}} \tag{4}
\end{equation*}
$$

is minimized instead, the problem can be solved in closed form. $R_{\perp}^{2}$ is a minimum when (suppressing the indices)

$$
\begin{equation*}
\frac{\partial R_{\perp}^{2}}{\partial a}=\frac{2}{1+b^{2}} \sum[y-(a+b x)](-1)=0 \tag{5}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\partial R_{\perp}^{2}}{\partial b}=\frac{2}{1+b^{2}} & \sum[y-(a+b x)](-x) \\
& +\sum \frac{[y-(a+b x)]^{2}(-1)(2 b)}{\left(1+b^{2}\right)^{2}}=0 \tag{6}
\end{align*}
$$

The former gives

$$
\begin{equation*}
a=\frac{\sum y-b \sum x}{n}=\bar{y}-b \bar{x} \tag{7}
\end{equation*}
$$

and the latter

$$
\begin{equation*}
\left(1+b^{2}\right) \sum[y-(a+b x)] x+b \sum[y-(a+b x)]^{2}=0 \tag{8}
\end{equation*}
$$

But

$$
\begin{align*}
& {[y-(a+b x)]^{2}=y^{2}-2(a+b x) y+(a+b x)^{2}} \\
& \quad=y^{2}-2 a y-2 b x y+a^{2}+2 a b x+b^{2} x^{2} \tag{9}
\end{align*}
$$

so (8) becomes

$$
\begin{align*}
& \left(1+b^{2}\right)\left(\sum x y-a \sum x-b \sum x^{2}\right) \\
& +b\left(\sum y^{2}-2 a \sum y-2 b \sum x y+a^{2} \sum 1\right. \\
& \left.+2 a b \sum x+b^{2} \sum x^{2}\right)=0  \tag{10}\\
& {\left[\left(1+b^{2}\right)(-b)+b\left(b^{2}\right)\right] \sum x^{2}+\left[\left(1+b^{2}\right)-2 b^{2}\right] \sum x y} \\
& +b \sum y^{2}+\left[-a\left(1+b^{2}\right)+2 a b^{2}\right] \sum x-2 a b \sum y \\
& +b a^{2} \sum 1=0 \tag{11}
\end{align*}
$$

$$
\begin{array}{r}
-b \sum x^{2}+\left(1-b^{2}\right) \sum x y+b \sum y^{2}+a\left(b^{2}-1\right) \sum x \\
-2 a b \sum y+b a^{2} n=0 \tag{12}
\end{array}
$$

Plugging (7) into (12) then gives
$-b \sum x^{2}+\left(1-b^{2}\right) \sum x y+b \sum y^{2}$
$+\frac{1}{n}\left(b^{2}-1\right)\left(\sum y-b \sum x\right) \sum x$
$-\frac{2}{n}\left(\sum y-b \sum x\right) b \sum y+\frac{1}{n} b\left(\sum y-b \sum x\right)^{2}$
$=0$
After a fair bit of algebra, the result is

$$
\begin{equation*}
b^{2}+\frac{\sum y^{2}-\sum x^{2}+\frac{1}{n}\left[\left(\sum x\right)^{2}-\left(\sum y\right)^{2}\right]}{\frac{1}{n} \sum x \sum y-\sum x y} b-1=0 \tag{14}
\end{equation*}
$$

So define

$$
\begin{align*}
B & \equiv \frac{1}{2} \frac{\left[\sum y^{2}-\frac{1}{n}\left(\sum y\right)^{2}\right]-\left[\sum x^{2}-\frac{1}{n}\left(\sum x\right)^{2}\right]}{\frac{1}{n} \sum x \sum y-\sum x y} \\
& =\frac{1}{2} \frac{\left(\sum y^{2}-n \bar{y}^{2}\right)-\left(\sum x^{2}-n \bar{x}^{2}\right)}{n \sum x \sum y-\sum x y} \tag{15}
\end{align*}
$$

and the Quadratic Formula gives

$$
\begin{equation*}
b=-B \pm \sqrt{B^{2}+1} \tag{16}
\end{equation*}
$$

with $a$ found using (7). Note the rather unwieldy form of the best-fit parameters in the formulation. In addition, minimizing $R_{\perp}^{2}$ for a second- or higher-order PolynomIAL leads to polynomial equations having higher order, so this formulation cannot be extended.
Vertical least squares fitting proceeds by finding the sum of the squares of the vertical deviations $R^{2}$ of a set of $n$ data points

$$
\begin{equation*}
R^{2} \equiv \sum\left[y_{i}-f\left(x_{i}, a_{1}, a_{2}, \ldots, a_{n}\right)\right]^{2} \tag{17}
\end{equation*}
$$

from a function $f$. Note that this procedure does not minimize the actual deviations from the line (which would be measured perpendicular to the given function). In addition, although the unsquared sum of distances might seem a more appropriate quantity to minimize, use of the absolute value results in discontinuous derivatives which cannot be treated analytically. The square deviations from each point are therefore summed, and the resulting residual is then minimized to find the best fit line. This procedure results in outlying points being given disproportionately large weighting.

The condition for $R^{2}$ to be a minimum is that

$$
\begin{equation*}
\frac{\partial\left(R^{2}\right)}{\partial a_{i}}=0 \tag{18}
\end{equation*}
$$

for $i=1, \ldots, n$. For a linear fit,

$$
\begin{equation*}
f(a, b)=a+b x \tag{19}
\end{equation*}
$$

so

$$
\begin{gather*}
R^{2}(a, b) \equiv \sum_{i=1}^{n}\left[y_{i}-\left(a+b x_{i}\right)\right]^{2}  \tag{20}\\
\frac{\partial\left(R^{2}\right)}{\partial a}=-2 \sum_{i=1}^{n}\left[y_{i}-\left(a+b x_{i}\right)\right]=0  \tag{21}\\
\frac{\partial\left(R^{2}\right)}{\partial b}=-2 \sum_{i=1}^{n}\left[y_{i}-\left(a+b x_{i}\right)\right] x_{i}=0 . \tag{22}
\end{gather*}
$$

These lead to the equations

$$
\begin{gather*}
n a+b \sum x=\sum y  \tag{23}\\
a \sum x+b \sum x^{2}=\sum x y \tag{24}
\end{gather*}
$$

where the subscripts have been dropped for conciseness. In Matrix form,

$$
\left[\begin{array}{cc}
n & \sum x  \tag{25}\\
\sum x & \sum x^{2}
\end{array}\right]\left[\begin{array}{l}
a \\
b
\end{array}\right]=\left[\begin{array}{c}
\sum y \\
\sum x y
\end{array}\right]
$$

so

$$
\left[\begin{array}{l}
a  \tag{26}\\
b
\end{array}\right]=\left[\begin{array}{cc}
n & \sum x \\
\sum x & \sum x^{2}
\end{array}\right]^{-1}\left[\begin{array}{c}
\sum y \\
\sum x y
\end{array}\right]
$$

The $2 \times 2$ Matrix Inverse is

$$
\left[\begin{array}{l}
a  \tag{27}\\
b
\end{array}\right]=\frac{1}{n \sum x^{2}-\left(\sum x\right)^{2}}\left[\begin{array}{c}
\sum y \sum x^{2}-\sum x \sum x y \\
n \sum x y-\sum x \sum y
\end{array}\right]
$$

so

$$
\begin{align*}
a & =\frac{\sum y \sum x^{2}-\sum x \sum x y}{n \sum x^{2}-\left(\sum x\right)^{2}}  \tag{28}\\
& =\frac{\bar{y} \sum x^{2}-\bar{x} \sum x y}{\sum x^{2}-n \bar{x}^{2}}  \tag{29}\\
b & =\frac{n \sum x y-\sum x \sum y}{n \sum x^{2}-\left(\sum x\right)^{2}}  \tag{30}\\
& =\frac{\sum x y-n \bar{x} \bar{y}}{\sum x^{2}-n \bar{x}^{2}} \tag{31}
\end{align*}
$$

(Kenney and Keeping 1962). These can be rewritten in a simpler form by defining the sums of squares

$$
\begin{align*}
& \mathrm{ss}_{x x}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)^{2}=\left(\sum x^{2}-n \bar{x}^{2}\right)  \tag{32}\\
& \mathrm{ss}_{y y}=\sum_{i=1}^{n}\left(y_{i}-\bar{y}\right)^{2}=\left(\sum y^{2}-n \bar{y}^{2}\right)  \tag{33}\\
& \mathrm{ss}_{x y}=\sum_{i=1}^{n}\left(x_{i}-\bar{x}\right)\left(y_{i}-\bar{y}\right)=\left(\sum x y-n \bar{x} \bar{y}\right) \tag{34}
\end{align*}
$$

which are also written as

$$
\begin{align*}
\sigma_{x}^{2} & =\mathrm{ss}_{x x}  \tag{35}\\
\sigma_{y}^{2} & =\mathrm{ss}_{y y}  \tag{36}\\
\operatorname{cov}(x, y) & =\mathrm{ss}_{x y} . \tag{37}
\end{align*}
$$

Here, $\operatorname{cov}(x, y)$ is the Covariance and $\sigma_{x}^{2}$ and $\sigma_{y}^{2}$ are variances. Note that the quantities $\sum x y$ and $\sum x^{2}$ can also be interpreted as the Dot Products

$$
\begin{align*}
& \sum x^{2}=\mathbf{x} \cdot \mathbf{x}  \tag{38}\\
& \sum x y=\mathbf{x} \cdot \mathbf{y} \tag{39}
\end{align*}
$$

In terms of the sums of squares, the Regression CoEFFICIENT $b$ is given by

$$
\begin{equation*}
b=\frac{\operatorname{cov}(x, y)}{\sigma_{x}{ }^{2}}=\frac{\mathrm{ss}_{x y}}{\mathrm{ss}_{x x}} \tag{40}
\end{equation*}
$$

and $a$ is given in terms of $b$ using (24) as

$$
\begin{equation*}
a=\bar{y}-b \bar{x} \tag{41}
\end{equation*}
$$

The overall quality of the fit is then parameterized in terms of a quantity known as the Correlation CoefFICIENT, defined by

$$
\begin{equation*}
r^{2}=\frac{\mathrm{SS}_{x y}{ }^{2}}{\operatorname{ss}_{x x} \mathrm{SS}_{y y}} \tag{42}
\end{equation*}
$$

which gives the proportion of $\mathrm{ss}_{y y}$ which is accounted for by the regression.

The Standard Errors for $a$ and $b$ are

$$
\begin{align*}
& \mathrm{SE}(a)=s \sqrt{\frac{1}{n}+\frac{\bar{x}^{2}}{\mathrm{SS}_{x x}}}  \tag{43}\\
& \mathrm{SE}(b)=\frac{s}{\sqrt{\mathrm{SS}_{x x}}} . \tag{44}
\end{align*}
$$

Let $\hat{y}_{i}$ be the vertical coordinate of the best-fit line with $x$-coordinate $x_{i}$, so

$$
\begin{equation*}
\hat{y}_{i} \equiv a+b x_{i}, \tag{45}
\end{equation*}
$$

then the error between the actual vertical point $y_{i}$ and the fitted point is given by

$$
\begin{equation*}
e_{i} \equiv y_{i}-\hat{y}_{i} . \tag{46}
\end{equation*}
$$

Now define $s^{2}$ as an estimator for the variance in $e_{i}$,

$$
\begin{equation*}
s^{2}=\sum_{i=1}^{n} \frac{e_{i}{ }^{2}}{n-2} . \tag{47}
\end{equation*}
$$

Then $s$ can be given by

$$
\begin{equation*}
s=\sqrt{\frac{\mathrm{ss}_{y y}-b \mathrm{ss}_{x y}}{n-2}}=\sqrt{\frac{\mathrm{ss}_{y y}-\frac{s_{x y}^{2}}{s_{x x}}}{n-2}} \tag{48}
\end{equation*}
$$

(Acton 1966, pp. 32-35; Gonick and Smith 1993, pp. 202-204).

Generalizing from a straight line (i.e., first degree polynomial) to a $k$ th degree Polynomial

$$
\begin{equation*}
y=a_{0}+a_{1} x+\ldots+a_{k} x^{k}, \tag{49}
\end{equation*}
$$

the residual is given by

$$
\begin{equation*}
R^{2} \equiv \sum_{i=1}^{n}\left[y_{i}-\left(a_{0}+a_{1} x_{i}+\ldots+a_{k} x_{i}^{k}\right)\right]^{2} \tag{50}
\end{equation*}
$$

The Partial Derivatives (again dropping superscripts) are

$$
\begin{align*}
& \frac{\partial\left(R^{2}\right)}{\partial a_{0}}=-2 \sum\left[y-\left(a_{0}+a_{1} x+\ldots+a_{k} x^{k}\right)\right]=0  \tag{51}\\
& \frac{\partial\left(R^{2}\right)}{\partial a_{1}}=-2 \sum\left[y-\left(a_{0}+a_{1} x+\ldots+a_{k} x^{k}\right)\right] x=0  \tag{52}\\
& \frac{\partial\left(R^{2}\right)}{\partial a_{k}}=-2 \sum\left[y-\left(a_{0}+a_{1} x+\ldots+a_{k} x^{k}\right)\right] x^{k}=0 . \tag{53}
\end{align*}
$$

These lead to the equations

$$
\begin{gather*}
a_{0} n+a_{1} \sum x+\ldots+a_{k} \sum x^{k}=\sum y  \tag{54}\\
a_{0} \sum x+a_{1} \sum x^{2}+\ldots+a_{k} \sum x^{k+1}=\sum x y \tag{55}
\end{gather*}
$$

$a_{0} \sum x^{k}+a_{1} \sum x^{k+1}+\ldots+a_{k} \sum x^{2 k}=\sum x^{k} y$
or, in Matrix form
$\left[\begin{array}{cccc}n & \sum x & \cdots & \sum x^{k} \\ \sum x & \sum x^{2} & \cdots & \sum x^{k+1} \\ \vdots & \vdots & \ddots & \vdots \\ \sum x^{k} & \sum x^{k+1} & \cdots & \sum x^{2 k}\end{array}\right]\left[\begin{array}{c}a_{0} \\ a_{1} \\ \vdots \\ a_{k}\end{array}\right]=\left[\begin{array}{c}\sum y \\ \sum x y \\ \vdots \\ \sum x^{k} y\end{array}\right]$.

This is a Vandermonde Matrix. We can also obtain the Matrix for a least squares fit by writing

$$
\left[\begin{array}{cccc}
1 & x_{1} & \cdots & x_{1}{ }^{k}  \tag{58}\\
1 & x_{2} & \cdots & x_{2}{ }^{k} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{n} & \cdots & x_{n}{ }^{k}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{k}
\end{array}\right]=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right] .
$$

Premultiplying both sides by the Transpose of the first Matrix then gives

$$
\begin{align*}
& {\left[\begin{array}{cccc}
1 & 1 & \cdots & 1 \\
x_{1} & x_{2} & \cdots & x_{n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}{ }^{k} & x_{2}{ }^{k} & \cdots & x_{n}{ }^{k}
\end{array}\right]\left[\begin{array}{cccc}
1 & x_{1} & \cdots & x_{1}{ }^{k} \\
1 & x_{2} & \cdots & x_{2}{ }^{k} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{n} & \cdots & x_{n}{ }^{k}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{k}
\end{array}\right] } \\
&=\left[\begin{array}{cccc}
1 & \cdots & 1 \\
x_{1} & x_{2} & \cdots & x_{n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1}{ }^{k} & x_{2}{ }^{k} & \cdots & x_{n}{ }^{k}
\end{array}\right]\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right], \tag{59}
\end{align*}
$$

so

$$
\left[\begin{array}{cccc}
n & \sum x & \cdots & \sum x^{n}  \tag{60}\\
\sum x & \sum x^{2} & \cdots & \sum x^{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
\sum x^{n} & \sum x^{n+1} & \cdots & \sum x^{2 n}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{1} \\
\vdots \\
a_{n}
\end{array}\right]=\left[\begin{array}{c}
\sum y \\
\sum x y \\
\vdots \\
\sum x^{k} y
\end{array}\right] .
$$

As before, given $m$ points ( $x_{i}, y_{i}$ ) and fitting with Polynomial Coefficients $a_{0}, \ldots, a_{n}$ gives

$$
\left[\begin{array}{c}
y_{1}  \tag{61}\\
y_{2} \\
\vdots \\
y_{m}
\end{array}\right]=\left[\begin{array}{ccccc}
1 & x_{1} & x_{1}{ }^{2} & \cdots & x_{1}{ }^{n} \\
1 & x_{2} & x_{2}{ }^{2} & \cdots & x_{2}{ }^{n} \\
\vdots & \vdots & \ddots & \vdots & \\
1 & x_{m} & x_{m}{ }^{2} & \cdots & x_{m}{ }^{n}
\end{array}\right]\left[\begin{array}{c}
a_{0} \\
a_{0} \\
\vdots \\
a_{n}
\end{array}\right],
$$

In Matrix notation, the equation for a polynomial fit is given by

$$
\begin{equation*}
\mathbf{y}=X \mathbf{a} . \tag{62}
\end{equation*}
$$

This can be solved by premultiplying by the Matrix Transpose $\mathrm{X}^{\mathrm{T}}$,

$$
\begin{equation*}
X^{T} \mathbf{y}=X^{T} X \mathbf{X} . \tag{63}
\end{equation*}
$$

## Least Squares Fitting-Exponential

This Matrix Equation can be solved numerically, or can be inverted directly if it is well formed, to yield the solution vector

$$
\begin{equation*}
\mathbf{a}=\left(X^{T} X\right)^{-1} X^{T} \mathbf{y} \tag{64}
\end{equation*}
$$

Setting $m=1$ in the above equations reproduces the linear solution.
see also Correlation Coefficient, Interpolation, Least Squares Fitting-Exponential, Least Squares Fitting-Logarithmic, Least Squares Fitting-Power Law, Moore-Penrose Generalized Matrix Inverse, Nonlinear Least Squares Fitting, Regression Coefficient, Spline
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## Least Squares Fitting-Exponential



To fit a functional form

$$
\begin{equation*}
y=A e^{B x} \tag{1}
\end{equation*}
$$

take the Logarithm of both sides

$$
\begin{equation*}
\ln y=\ln A+B \ln x \tag{2}
\end{equation*}
$$

The best-fit values are then

$$
\begin{align*}
a & =\frac{\sum \ln y \sum x^{2}-\sum x \sum x \ln y}{n \sum x^{2}-\left(\sum x\right)^{2}}  \tag{3}\\
b & =\frac{n \sum x \ln y-\sum x \sum \ln y}{n \sum x^{2}-\left(\sum x\right)^{2}} \tag{4}
\end{align*}
$$

where $B \equiv b$ and $A \equiv \exp (a)$.
This fit gives greater weights to small $y$ values so, in order to weight the points equally, it is often better to minimize the function

$$
\begin{equation*}
\sum y(\ln y-a-b x)^{2} \tag{5}
\end{equation*}
$$

Applying Least Squares Fitting gives

$$
\begin{align*}
a \sum y+b \sum x y & =\sum y \ln y  \tag{6}\\
a \sum x y+b \sum x^{2} y & =\sum x y \ln y  \tag{7}\\
{\left[\begin{array}{cc}
\sum y & \sum x y \\
\sum x y & \sum x^{2} y
\end{array}\right]\left[\begin{array}{l}
a \\
b
\end{array}\right] } & =\left[\begin{array}{c}
\sum y \ln y \\
\sum x y \ln y
\end{array}\right] . \tag{8}
\end{align*}
$$

Solving for $a$ and $b$,

$$
\begin{align*}
& a=\frac{\sum\left(x^{2} y\right) \sum(y \ln y)-\sum(x y) \sum(x y \ln y)}{\sum y \sum\left(x^{2} y\right)-\left(\sum x y\right)^{2}}  \tag{9}\\
& b=\frac{\sum y \sum(x y \ln y)-\sum(x y) \sum(y \ln y)}{\sum y \sum\left(x^{2} y\right)-\left(\sum x y\right)^{2}} \tag{10}
\end{align*}
$$

In the plot above, the short-dashed curve is the fit computed from (3) and (4) and the long-dashed curve is the fit computed from (9) and (10).
see also Least Squares Fitting, Least Squares Fitting-Logarithmic, Least Squares FittingPower Law

## Least Squares Fitting-Logarithmic



Given a function of the form

$$
\begin{equation*}
y=a+b \ln x \tag{1}
\end{equation*}
$$

the Coefficients can be found from Least Squares Fitting as

$$
\begin{align*}
b & =\frac{n \sum(y \ln x)-\sum y \sum(\ln x)}{n \sum\left[(\ln x)^{2}\right]-\left[\sum(\ln x)\right)^{2}}  \tag{2}\\
a & =\frac{\sum y-b \sum(\ln x)}{n} \tag{3}
\end{align*}
$$

see also Least Squares Fitting, Least Squares Fitting-Exponential, Least Squares FittingPower Law

## Least Squares Fitting-Power Law



Given a function of the form

$$
\begin{equation*}
y=A x^{B} \tag{1}
\end{equation*}
$$

Least Squares Fitting gives the Coefficients as

$$
\begin{align*}
& b=\frac{n \sum(\ln x \ln y)-\sum(\ln x) \sum(\ln y)}{n \sum\left[(\ln x)^{2}\right]-\left(\sum \ln x\right)^{2}}  \tag{2}\\
& a=\frac{\sum(\ln y)-b \sum(\ln x)}{n} \tag{3}
\end{align*}
$$

where $B \equiv b$ and $A \equiv \exp (a)$.
see also Least Squares Fitting, Least Squares Fitting-Exponential, Least Squares FittingLOGARITHMIC

## Least Upper Bound

see SUPREMUM

## Lebesgue Constants (Fourier Series)

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Assume a function $f$ is integrable over the interval $[-\pi, \pi]$ and $S_{n}(f, x)$ is the $n$th partial sum of the FourIER SERIES of $f$, so that

$$
\begin{align*}
& a_{k}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \cos (k t) d t  \tag{1}\\
& b_{k}=\frac{1}{\pi} \int_{-\pi}^{\pi} f(t) \sin (k t) d t \tag{2}
\end{align*}
$$

and

$$
\begin{equation*}
S_{n}(f, x)=\frac{1}{2} a_{0}+\left\{\sum_{k=1}^{n}\left[a_{k} \cos (k x)+b_{k} \sin (k x)\right]\right\} \tag{3}
\end{equation*}
$$

If

$$
\begin{equation*}
|f(x)| \leq 1 \tag{4}
\end{equation*}
$$

for all $x$, then

$$
\begin{equation*}
S_{n}(f, x) \leq \frac{1}{\pi} \int_{0}^{\pi} \frac{\left|\sin \left[\frac{1}{2}(2 n+1) \theta\right]\right|}{\sin \left(\frac{1}{2} \theta\right)} d \theta=L_{n} \tag{5}
\end{equation*}
$$

and $L_{n}$ is the smallest possible constant for which this holds for all continuous $f$. The first few values of $L_{n}$ are

$$
\begin{align*}
& L_{0}=1  \tag{6}\\
& L_{1}=\frac{1}{3}+\frac{2 \sqrt{3}}{\pi}=1.435991124 \ldots  \tag{7}\\
& L_{2}=1.642188435 \ldots  \tag{8}\\
& L_{3}=1.778322862 \tag{9}
\end{align*}
$$

Some Formulas for $L_{n}$ include

$$
\begin{align*}
L_{n} & =\frac{1}{2 n+1}+\frac{2}{\pi} \sum_{k=1}^{n} \frac{1}{k} \tan \left(\frac{\pi k}{2 n+1}\right) \\
& =\frac{16}{\pi^{2}} \sum_{k=1}^{\infty} \sum_{j=1}^{(2 n+1) k} \frac{1}{4 k^{2}-1} \frac{1}{2 j-1} \tag{10}
\end{align*}
$$

(Zygmund 1959) and integral Formulas include

$$
\begin{align*}
L_{n} & =4 \int_{0}^{\infty} \frac{\tanh [(2 n+1) x]}{\tanh x} \frac{d x}{\pi^{2}+4 x^{2}} \\
& =\frac{4}{\pi^{2}} \int_{0}^{\infty} \frac{\sinh [(2 n+1) x]}{\sinh x} \ln \left\{\operatorname{coth}\left[\frac{1}{2}(2 n+1) x\right]\right\} d x \tag{11}
\end{align*}
$$

(Hardy 1942). For large $n$,

$$
\begin{equation*}
\frac{4}{\pi^{2}} \ln n<L_{n}<3+\frac{4}{\pi^{2}} \ln n \tag{12}
\end{equation*}
$$

This result can be generalized for an $r$-differentiable function satisfying

$$
\begin{equation*}
\left|\frac{d^{r} f}{d x^{r}}\right| \leq 1 \tag{13}
\end{equation*}
$$

for all $x$. In this case,

$$
\begin{equation*}
\left|f(x)-S_{n}(f, x)\right| \leq L_{n, r}=\frac{4}{\pi^{2}} \frac{\ln n}{n^{r}}+\mathcal{O}\left(\frac{1}{n^{r}}\right) \tag{14}
\end{equation*}
$$

where

$$
L_{n, r}= \begin{cases}\frac{1}{\pi} \int_{-\pi}^{\pi}\left|\sum_{k=n+1}^{\infty} \frac{\sin (k x)}{k^{r}}\right| d x & \text { for } r \geq 1 \text { odd }  \tag{15}\\ \frac{1}{\pi} \int_{-\pi}^{\pi}\left|\sum_{k=n+1}^{\infty} \frac{\cos (k x)}{k^{r}}\right| d x & \text { for } r \geq 1 \text { even }\end{cases}
$$

(Kolmogorov 1935, Zygmund 1959).
Watson (1930) showed that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[L_{n}-\frac{4}{\pi^{2}} \ln (2 n+1)\right]=c \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
c & =\frac{8}{\pi^{2}}\left(\sum_{k=1}^{\infty} \frac{\ln k}{4 k^{2}-1}\right)-\frac{4}{\pi^{2}} \frac{\Gamma^{\prime}\left(\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}\right)}  \tag{17}\\
& =\frac{8}{\pi^{2}}\left[\sum_{j=0}^{\infty} \frac{\lambda(2 j+2)-1}{2 j+1}\right]+\frac{4}{\pi^{2}}(2 \ln 2+\gamma)  \tag{18}\\
& =0.9894312738 \ldots \tag{19}
\end{align*}
$$

where $\Gamma(z)$ is the Gamma Function, $\lambda(z)$ is the Dirichlet Lambda Function, and $\gamma$ is the EulerMascheroni Constant.
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## Lebesgue Constants (Lagrange <br> Interpolation)

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Define the $n$th Lebesgue constant for the Lagrange Interpolating Polynomial by

$$
\begin{equation*}
\Lambda_{n}(X) \equiv \max _{-1 \leq x \leq 1} \sum_{k=1}^{n}\left|\prod_{j \neq k} \frac{x-x_{j}}{x_{k}-x_{j}}\right| \tag{1}
\end{equation*}
$$

It is true that

$$
\begin{equation*}
\Lambda_{n}>\frac{4}{\pi^{2}} \ln n-1 \tag{2}
\end{equation*}
$$

The efficiency of a Lagrange interpolation is related to the rate at which $\Lambda_{n}$ increases. Erdős (1961) proved that there exists a Positive constant such that

$$
\begin{equation*}
\Lambda_{n}>\frac{2}{\pi} \ln n-C \tag{3}
\end{equation*}
$$

for all $n$. Erdős (1961) further showed that

$$
\begin{equation*}
\Lambda_{n}<\frac{2}{\pi} \ln n+4 \tag{4}
\end{equation*}
$$

so (3) cannot be improved upon.

[^0]
## Lebesgue Covering Dimension

An important Dimension and one of the first dimensions investigated. It is defined in terms of covering sets, and is therefore also called the Covering Dimension. Another name for the Lebesgue covering dimension is the Topological Dimension.

A Space has Lebesgue covering dimension $m$ if for every open Cover of that space, there is an open Cover that refines it such that the refinement has order at most $m+1$. Consider how many elements of the cover contain a given point in a base space. If this has a maximum over all the points in the base space, then this maximum is called the order of the cover. If a Space does not have Lebesgue covering dimension $m$ for any $m$, it is said to be infinite dimensional.
Results of this definition are:

1. Two homeomorphic spaces have the same dimension,
2. $\mathbb{R}^{n}$ has dimension $n$,
3. A Topological Space can be embedded as a closed subspace of a Euclidean Space Iff it is locally compact, Hausdorff, second countable, and is finite dimensional (in the sense of the Lebesgue DimenSION), and
4. Every compact metrizable $m$-dimensional Topological Space can be embedded in $\mathbb{R}^{2 m+1}$.
see also Lebesgue Minimal Problem
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## Lebesgue Dimension

## see Lebesgue Covering Dimension

## Lebesgue Integrable

A real-valued function $f$ defined on the reals $\mathbb{R}$ is called Lebesgue integrable if there exists a SEquence of Step FUNCTIONS $\left\{f_{n}\right\}$ such that the following two conditions are satisfied:

1. $\sum_{n=1}^{\infty} \int\left|f_{n}\right|<\infty$,
2. $f(x)=\sum_{n=1}^{\infty}$ for every $x \in \mathbb{R}$ such that $\sum_{n=1}^{\infty} \int\left|f_{n}\right|<\infty$.
Here, the above integral denotes the ordinary Riemann Integral. Note that this definition avoids explicit use of the Lebesgue Measure.
see also Integral, Lebesgue Integral, Riemann Integral, Step Function

## Lebesgue Integral

The Lebesgue Integral is defined in terms of upper and lower bounds using the Lebesgue Measure of a Set. It uses a Lebesgue Sum $S_{n}=\eta_{i} \mu\left(E_{i}\right)$ where $\eta_{i}$ is the value of the function in subinterval $i$, and $\mu\left(E_{i}\right)$ is the Lebesgue Measure of the Set $E_{i}$ of points for which values are approximately $\eta_{i}$. This type of integral covers a wider class of functions than does the RIEMANN Integral.
see also $A$-Integrable, Complete Functions, InteGRAL
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## Lebesgue Measurability Problem

A problem related to the Continuum Hypothesis which was solved by Solovay (1970) using the Inaccessible Cardinals Axiom. It has been proven by Shelah and Woodin (1990) that use of this Axiom is essential to the proof.
see also Continuum Hypothesis, Inaccessible Cardinals Axiom, Lebesgue Measure
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## Lebesgue Measure

An extension of the classical notions of length and Area to more complicated sets. Given an open set $S \equiv \sum_{k}\left(a_{k}, b_{k}\right)$ containing DISJOINT intervals,

$$
\mu_{L}(S) \equiv \sum_{k}\left(b_{k}-a_{k}\right)
$$

Given a Closed Set $S^{\prime} \equiv[a, b]-\sum_{k}\left(a_{k}, b_{k}\right)$,

$$
\mu_{L}\left(S^{\prime}\right) \equiv(b-a)-\sum_{k}\left(b_{k}-a_{k}\right)
$$

A Line Segment has Lebesgue measure 1; the Cantor Set has Lebesgue measure 0 . The Minkowski Measure of a bounded, Closed Set is the same as its Lebesgue measure (Ko 1995).
see also Cantor Set, Measure, Riesz-Fischer TheOREM
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## Lebesgue Minimal Problem

Find the plane Lamina of least Area $A$ which is capable of covering any plane figure of unit General Diameter. A Unit Circle is too small, but a Hexagon circumscribed on the Unit Circle is too large. More specifically, the Area is bounded by

$$
0.8257 \ldots=\frac{1}{8} \pi+\frac{1}{4} \sqrt{3}<A<\frac{2}{3}(3-\sqrt{3})=0.8454 \ldots
$$

(Pal 1920).
see also Area, Borsuk's Conjecture, Diameter (General), Kakeya Needle Problem
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## Lebesgue-Radon Integral <br> see Lebesgue-Stieltjes Integral

## Lebesgue Singular Integrals

$$
\mathcal{U}_{n}(f)=\int_{a}^{b} f(x) K_{n}(x) d x
$$

where $\left\{K_{n}(x)\right\}$ is a Sequence of Continuous FuncTIONS.

## Lebesgue-Stieltjes Integral

Let $\alpha(x)$ be a monotone increasing function and definc an Interval $I=\left(x_{1}, x_{2}\right)$. Then define the NonnegaTIVE function

$$
U(I)=\alpha\left(x_{2}+0\right)-\alpha\left(x_{1}+0\right)
$$

The Lebesgue Integral with respect to a Measure constructed using $U(I)$ is called the Lebesgue-Stieltjes integral, or sometimes the Lebesgue-Radon InteGRAL.
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## Lebesgue Sum

$$
S_{n}=\eta_{i} \mu\left(E_{i}\right)
$$

where $\mu\left(E_{i}\right)$ is the Measure of the Set $E_{i}$ of points on the $x$-axis for which $f(x) \approx \eta_{i}$.

## Leech Lattice

A 24-D Euclidean lattice. An Automorphism of the Leech lattice modulo a center of two leads to the CONway Group $C o_{1}$. Stabilization of the 1- and 2-D sublattices leads to the Conway Groups $\mathrm{Co}_{2}$ and $\mathrm{Co}_{3}$, the Higman-Sims Group $H S$ and the Mclaughlin Group McL.

The Leech lattice appears to be the densest Hypersphere Packing in 24-D, and results in each HyperSPHERE touching 195,560 others.
see also Barnes-Wall Lattice, Conway Groups, Coxeter-Todd Lattice, Higman-Sims Group, Hypersphere, Hypersphere Packing, Kissing Number, McLaughlin Group
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## Lefshetz Fixed Point Formula <br> see Lefshetz Trace Formula

## Lefshetz's Theorem

Each Double Point assigned to an irreducible curve whose Genus is Nonnegative imposes exactly one condition.
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## Lefshetz Trace Formula

A formula which counts the number of Fixed Points for a topological transformation.

## Leg

The leg of a Triangle is one of its sides.
see also Hypotenuse, Triangle

## Legendre Addition Theorem

see Spherical Harmonic Addition Theorem

## Legendre's Chi-Function

The function defined by

$$
\chi_{\nu}(z)=\sum_{k=0}^{\infty} \frac{z^{2 k+1}}{(2 k+1)^{\nu}}
$$

for integral $\nu=2,3, \ldots$. It is related to the PolylogARITHM by

$$
\begin{aligned}
\chi_{\nu}(z) & =\frac{1}{2}\left[\mathrm{Li}_{\nu}(z)-\operatorname{Li}_{\nu}(-z)\right] \\
& =\operatorname{Li}_{\nu}(z)-2^{-\nu} \operatorname{Li}_{\nu}\left(z^{2}\right) .
\end{aligned}
$$

see also Polylocarithm
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## Legendre's Constant

The number 1.08366 in Legendre's guess at the Prime Number Theorem

$$
\pi(n) \sim \frac{n}{\ln n-1.08366} .
$$

This expression is correct to leading term only.
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## Legendre Differential Equation

The second-order Ordinary Differential Equation

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+l(l+1) y=0 \tag{1}
\end{equation*}
$$

which can be rewritten

$$
\begin{equation*}
\frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d y}{d x}\right]+l(l+1) y=0 . \tag{2}
\end{equation*}
$$

The above form is a special case of the associated Legendre differential equation with $m=0$. The Legendre differential equation has Regular Singular Points at $-1,1$, and $\infty$. It can be solved using a series expansion,

$$
\begin{align*}
y & =\sum_{n=0}^{\infty} a_{n} x^{n}  \tag{3}\\
y^{\prime} & =\sum_{n=0}^{\infty} n a_{n} x^{n-1}  \tag{4}\\
y^{\prime \prime} & =\sum_{n=0}^{\infty} n(n-1) a_{n} x^{n-2} . \tag{5}
\end{align*}
$$

Plugging in,

$$
\begin{align*}
\left(1-x^{2}\right) \sum_{n=0}^{\infty} n(n-1) a_{n} x^{n-2}-2 x \sum_{n=0}^{\infty} n a_{n} x^{n-1} \\
+l(l+1) \sum_{n=0}^{\infty} a_{n} x^{n}=0 \tag{6}
\end{align*}
$$

$$
\begin{align*}
& \sum_{n=0}^{\infty} n(n-1) a_{n} x^{n-2}-\sum_{n=0}^{\infty} n(n-1) a_{n} x^{n} \\
& -2 x \sum_{n=0}^{\infty} n a_{n} x^{n-1}+l(l+1) \sum_{n=0}^{\infty} a_{n} x^{n}=0 \tag{7}
\end{align*}
$$

$$
\sum_{n=2}^{\infty} n(n-1) a_{n} x^{n-2}-\sum_{n=0}^{\infty} n(n-1) a_{n} x^{n}
$$

$$
\begin{equation*}
-2 \sum_{n=0}^{\infty} n a_{n} x^{n}+l(l+1) \sum_{n=0}^{\infty} a_{n} x^{n}=0 \tag{8}
\end{equation*}
$$

$$
\sum_{n=0}^{\infty}(n+2)(n+1) a_{n+2} x^{n}-\sum_{n=0}^{\infty} n(n-1) a_{n} x^{n}
$$

$$
\begin{equation*}
-2 \sum_{n=0}^{\infty} n a_{n} x^{n}+l(l+1) \sum_{n=0}^{\infty} a_{n} x^{n}=0 \tag{9}
\end{equation*}
$$

$$
\sum_{n=0}^{\infty}\left\{(n+1)(n+2) a_{n+2}\right.
$$

$$
\begin{equation*}
\left.+[-n(n-1)-2 n+l(l+1)] a_{n}\right\}=0 \tag{10}
\end{equation*}
$$

so each term must vanish and

$$
\begin{gather*}
\left.(n+1)(n+2) a_{n+2}-n(n+1)+l(l+1)\right] a_{n}=0  \tag{11}\\
a_{n+2}=\frac{n(n+1)-l(l+1)}{(n+1)(n+2)} a_{n} \\
=-\frac{[l+(n+1)](l-n)}{(n+1)(n+2)} a_{n} . \tag{12}
\end{gather*}
$$

Therefore,

$$
\begin{align*}
a_{2} & =-\frac{l(l+1)}{1 \cdot 2} a_{0}  \tag{13}\\
a_{4} & =-\frac{(l-2)(l+3)}{3 \cdot 4} a_{2} \\
& =(-1)^{2} \frac{[(l-2) l][(l+1)(l+3)]}{1 \cdot 2 \cdot 3 \cdot 4} a_{0}  \tag{14}\\
a_{6} & =-\frac{(l-4)(l+5)}{5 \cdot 6} a_{4} \\
& =(-1)^{3} \frac{[(l-4)(l-2) l][(l+1)(l+3)(l+5)]}{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6} a_{0}, \tag{15}
\end{align*}
$$

so the Even solution is

$$
\begin{aligned}
y_{1}(x)= & 1+\sum_{n=1}^{\infty}(-1)^{n} \\
& \frac{[(l-2 n+2) \cdots(l-2) l][(l+1)(l+3) \cdots(l+2 n-1)]}{(2 n)!} x^{2 n} .
\end{aligned}
$$

Similarly, the ODD solution is

$$
\begin{align*}
& y_{2}(x)=x+\sum_{n=1}^{\infty}(-1)^{n} \\
& \times \frac{[(l-2 n+1) \cdots(l-3)(l-1)][(l+2)(l+4) \cdots(l+2 n)}{(2 n+1)!} x^{2 m+1} \tag{17}
\end{align*}
$$

If $l$ is an Even Integer, the series $y_{1}$ reduces to a Polynomial of degree $l$ with only Even Powers of $x$ and the series $y_{2}$ diverges. If $l$ is an Odd Integer, the series $y_{2}$ reduces to a Polynomial of degree $l$ with only OdD Powers of $x$ and the series $y_{1}$ diverges. The general solution for an Integer $l$ is given by the Legendre Polynomials

$$
P_{n}(x)=c_{n} \begin{cases}y_{1}(x) & \text { for } l \text { even }  \tag{18}\\ y_{2}(x) & \text { for } l \text { odd }\end{cases}
$$

where $c_{n}$ is chosen so that $P_{n}(1)=1$. If the variable $x$ is replaced by $\cos \theta$, then the Legendre differential equation becomes

$$
\begin{equation*}
\frac{d^{2} y}{d \theta^{2}}+\frac{\cos \theta}{\sin \theta} \frac{d y}{d x}+l(l+1) y=0 \tag{19}
\end{equation*}
$$

as is derived for the associated Legendre differential equation with $m=0$.

The associated Legendre differential equation is

$$
\begin{gather*}
\frac{d}{d x}\left[\left(1-x^{2}\right) \frac{d y}{d x}\right]+\left[l(l+1)-\frac{m^{2}}{1-x^{2}}\right] y=0  \tag{20}\\
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\left[l(l+1)-\frac{m^{2}}{1-x^{2}}\right] y=0 \tag{21}
\end{gather*}
$$

The solutions to this equation are called the associated Legendre polynomials. Writing $x \equiv \cos \theta$, first establish the identities

$$
\begin{gather*}
\frac{d y}{d x}=\frac{d y}{d(\cos \theta)}=-\frac{1}{\sin \theta} \frac{d y}{d \theta}  \tag{22}\\
x \frac{d y}{d x}=-\frac{\cos \theta}{\sin \theta} \frac{d y}{d \theta} \tag{23}
\end{gather*}
$$

$$
\begin{align*}
\frac{d^{2} y}{d x^{2}} & =\frac{1}{\sin \theta} \frac{d}{d \theta}\left(\frac{1}{\sin \theta} \frac{d y}{d \theta}\right) \\
& =\frac{1}{\sin \theta}\left(\frac{-\cos \theta}{\sin ^{2} \theta}\right) \frac{d y}{d \theta}+\frac{1}{\sin ^{2} \theta} \frac{d^{2} y}{d \theta^{2}} \tag{24}
\end{align*}
$$

and

$$
\begin{equation*}
1-x^{2}=1-\cos ^{2} \theta=\sin ^{2} \theta \tag{25}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}} & =\sin ^{2} \theta \frac{1}{\sin \theta}\left(\frac{-\cos \theta}{\sin ^{2} \theta}\right) \frac{d y}{d \theta}+\frac{1}{\sin ^{2} \theta} \frac{d^{2} y}{d \theta^{2}} \\
& =\frac{d^{2} y}{d \theta^{2}}-\frac{\cos \theta}{\sin \theta} \frac{d y}{d \theta} \tag{26}
\end{align*}
$$

Plugging (22) into (26) and the result back into (21) gives

$$
\begin{align*}
& \left(\frac{d^{2} y}{d \theta^{2}}-\frac{\cos \theta}{\sin \theta} \frac{d y}{d \theta}\right) \\
& \quad+2 \frac{\cos \theta}{\sin \theta} \frac{d y}{d \theta}+\left[l(l+1)-\frac{m^{2}}{\sin ^{2} \theta}\right] y=0  \tag{27}\\
& \frac{d^{2} y}{d \theta^{2}}+\frac{\cos \theta}{\sin \theta} \frac{d y}{d x}+\left[l(l+1)-\frac{m^{2}}{\sin ^{2} \theta}\right] y=0 \tag{28}
\end{align*}
$$

## References

Abramowitz, M. and Stegun, C. A. (Eds.). Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, p. 332, 1972.

## Legendre Duplication Formula

Gamma Functions of argument $2 z$ can be expressed in terms of Gamma Functions of smaller arguments. From the definition of the Beta Function,

$$
\begin{equation*}
B(m, n)=\frac{\Gamma(m) \Gamma(n)}{\Gamma(m+n)}=\int_{0}^{1} u^{m-1}(1-u)^{n-1} d u \tag{1}
\end{equation*}
$$

Now, let $m=n \equiv z$, then

$$
\begin{equation*}
\frac{\Gamma(z) \Gamma(z)}{\Gamma(2 z)}=\int_{0}^{1} u^{z-1}(1-u)^{z-1} d u \tag{2}
\end{equation*}
$$

and $u \equiv(1+x) / 2$, so $d u=d x / 2$ and

$$
\begin{align*}
\frac{\Gamma(z) \Gamma(z)}{\Gamma(2 z)} & =\int_{0}^{1}\left(\frac{1+x}{2}\right)^{z-1}\left(1-\frac{1+x}{2}\right)^{z-1}\left(\frac{1}{2} d x\right) \\
& =\frac{1}{2} \int_{0}^{1}\left(\frac{1+x}{2}\right)^{z-1}\left(\frac{1-x}{2}\right)^{z-1} d x \\
& =\frac{1}{2^{1+2(z-1)}} \int_{0}^{1}\left(1-x^{2}\right)^{z-1} d x \\
& =2^{1-2 z} \int_{0}^{1}\left(1-x^{2}\right)^{z-1} d x . \tag{3}
\end{align*}
$$

Now, use the Beta Function identity

$$
\begin{equation*}
B(m, n)=2 \int_{0}^{1} x^{2 z-1}\left(1-x^{2}\right)^{z-1} d x \tag{4}
\end{equation*}
$$

to write the above as

$$
\begin{equation*}
\frac{\Gamma(z) \Gamma(z)}{\Gamma(2 z)}=2^{1-2 z} B\left(\frac{1}{2}, z\right)=2^{1-2 z} \frac{\Gamma\left(\frac{1}{2}\right) \Gamma(z)}{\Gamma\left(z+\frac{1}{2}\right)} \tag{5}
\end{equation*}
$$

Solving for $\Gamma(2 z)$,

$$
\begin{align*}
\Gamma(2 z) & =\frac{\Gamma(z) \Gamma\left(z+\frac{1}{2}\right) 2^{2 z-1}}{\Gamma\left(\frac{1}{2}\right)}=\frac{\Gamma(z) \Gamma\left(z+\frac{1}{2}\right) 2^{2 z-1}}{\sqrt{\pi}} \\
& =(2 \pi)^{-1 / 2} 2^{2 z-1 / 2} \Gamma(z) \Gamma\left(z+\frac{1}{2}\right) \tag{6}
\end{align*}
$$

since $\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi}$.
see also Gamma Function, Gauss Multiplication Formula
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## Legendre's Factorization Method

A Prime Factorization Algorithm in which a sequence of Trial Divisors is chosen using a Quadratic Sieve. By using Quadratic Residues of $N$, the Quadratic Residues of the factors can also be found. see also Prime Factorization Algorithms, Quadratic Residue, Quadratic Sieve Factorization Method, Trial Divisor

## Legendre's Formula

Counts the number of Positive Integers less than or equal to a number $x$ which are not divisible by any of the first $a$ Primes,

$$
\begin{align*}
\phi(x, a)= & \lfloor x\rfloor-\sum\left\lfloor\frac{x}{p_{i}}\right\rfloor+\sum\left\lfloor\frac{x}{p_{i} p_{j}}\right\rfloor \\
& -\sum\left\lfloor\frac{x}{p_{i} p_{j} p_{k}}\right\rfloor+\ldots, \tag{1}
\end{align*}
$$

where $\lfloor x\rfloor$ is the Floor Function. Taking $a=x$ gives

$$
\begin{align*}
& \phi(x, x)=\pi(x)-\pi(\sqrt{x})+1=\lfloor x\rfloor-\sum_{p_{i} \leq \sqrt{x}}\left\lfloor\frac{x}{p_{i}}\right\rfloor \\
& +\sum_{p_{i}<p_{j} \leq \sqrt{x}}\left\lfloor\frac{x}{p_{i} p_{j}}\right\rfloor-\sum_{p_{i}<p_{j}<p_{k} \leq \sqrt{x}}\left\lfloor\frac{x}{p_{i} p_{j} p_{k}}\right\rfloor+\ldots, \tag{2}
\end{align*}
$$

where $\pi(n)$ is the Prime Counting Function. Legendre's formula holds since one more than the number of Primes in a range equals the number of Integers minus the number of composites in the interval.
Legendre's formula satisfies the Recurrence RelaTION

$$
\begin{equation*}
\phi(x, a)=\phi(x, a-1)-\phi\left(\frac{x}{p_{a}}, a-1\right) \tag{3}
\end{equation*}
$$

Let $m_{k} \equiv p_{1} p_{2} \cdots p_{k}$, then

$$
\begin{align*}
\phi\left(m_{k}, k\right) & =\left\lfloor m_{k}\right\rfloor-\sum\left\lfloor\frac{m_{k}}{p_{i}}\right\rfloor+\sum\left\lfloor\frac{m_{k}}{p_{i} p_{j}}\right\rfloor-\ldots \\
& =m_{k}-\sum \frac{m_{k}}{p_{i}}+\sum \frac{m_{k}}{p_{i} p_{j}}-\ldots \\
& =m_{k}\left(1-\frac{1}{p-1}\right)\left(1-\frac{1}{p_{2}}\right) \cdots\left(1-\frac{1}{p_{k}}\right) \\
& =\prod_{i=1}^{k}\left(p_{i}-1\right)=\phi\left(m_{k}\right) \tag{4}
\end{align*}
$$

where $\phi(n)$ is the Totient Function, and

$$
\begin{equation*}
\phi\left(s m_{k}+t, k\right)=s \phi\left(m_{k}\right)+\phi(t, k) \tag{5}
\end{equation*}
$$

where $0 \leq t \leq m_{k}$. If $t>m_{k} / 2$, then

$$
\begin{equation*}
\phi(t, k)=\phi\left(m_{k}\right)-\phi\left(m_{k}-t-1, k\right) \tag{6}
\end{equation*}
$$

Note that $\phi(n, n)$ is not practical for computing $\pi(n)$ for large arguments. A more efficient modification is Meissel's Formula.
see also Lehmer's Formula, Mapes' Method, Meissel's Formula, Prime Counting Function

## Legendre Function of the First Kind see Legendre Polynomial

## Legendre Function of the Second Kind



A solution to the Legendre Differential Equation which is singular at the origin. The Legendre functions of the second kind satisfy the same Recurrence Relation as the Legendre Functions of the First Kind. The first few are

$$
\begin{aligned}
Q_{0} & =\frac{1}{2} \ln \left(\frac{1+x}{1-x}\right) \\
Q_{1} & =\frac{x}{2} \ln \left(\frac{1+x}{1-x}\right)-1 \\
Q_{2} & =\frac{3 x^{2}-1}{4} \ln \left(\frac{1+x}{1-x}\right)-\frac{3 x}{2} \\
Q_{3} & =\frac{5 x^{3}-3 x}{4} \ln \left(\frac{1+x}{1-x}\right)-\frac{5 x^{2}}{2}+\frac{2}{3}
\end{aligned}
$$

The associated Legendre functions of the second kind have Derivative about 0 of

$$
\left[\frac{d Q_{\nu}^{\mu}(x)}{d x}\right]_{x=0}=\frac{2^{\mu} \sqrt{\pi} \cos \left[\frac{1}{2} \pi(\nu+\mu)\right] \Gamma\left(\frac{1}{2} \nu+\frac{1}{2} \mu+1\right)}{\Gamma\left(\frac{1}{2} \nu-\frac{1}{2} \mu+\frac{1}{2}\right)}
$$

(Abramowitz and Stegun 1972, p. 334). The logarithmic derivative is

$$
\begin{aligned}
& {\left[\frac{d \ln Q_{\lambda}^{\mu}(z)}{d z}\right]_{z=0}} \\
& \quad=2 \exp \left\{\frac{1}{2} \pi i \operatorname{sgn}(\Im[z])\right\} \frac{\left[\frac{1}{2}(\lambda+\mu)\right]!\left[\frac{1}{2}(\lambda-\mu)\right]!}{\left[\frac{1}{2}(\lambda+\mu-1)\right]!\left[\frac{1}{2}(\lambda-\mu-1)\right]!}
\end{aligned}
$$

(Binney and Tremaine 1987, p. 654).
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## Legendre-Gauss Quadrature

Also called "the" Gaussian Quadrature or Legendre Quadrature. A Gaussian Quadrature over the interval $[-1,1]$ with Weighting Function $W(x)=$ 1. The AbSCISSAS for quadrature order $n$ are given by the roots of the Legendre Polynomials $P_{n}(x)$, which occur symmetrically about 0 . The weights are

$$
\begin{equation*}
w_{i}=-\frac{A_{n+1} \gamma_{n}}{A_{n} P_{n}^{\prime}\left(x_{i}\right) P_{n+1}\left(x_{i}\right)}=\frac{A_{n}}{A_{n-1}} \frac{\gamma_{n-1}}{P_{n-1}\left(x_{i}\right) P_{n}^{\prime}\left(x_{i}\right)} \tag{1}
\end{equation*}
$$

where $A_{n}$ is the Coefficient of $x^{n}$ in $P_{n}(x)$. For Legendre Polynomials,

$$
\begin{equation*}
A_{n}=\frac{(2 n)!}{2^{n}(n!)^{2}} \tag{2}
\end{equation*}
$$

SO

$$
\begin{align*}
\frac{A_{n+1}}{A_{n}} & =\frac{[2(n+1)]!}{2^{n+1}[(n+1)!]^{2}} \frac{2^{n}(n!)^{2}}{(2 n)!} \\
& =\frac{(2 n+1)(2 n+2)}{2(n+1)^{2}}=\frac{2 n+1}{n+1} \tag{3}
\end{align*}
$$

Additionally,

$$
\begin{equation*}
\gamma_{n}=\frac{2}{2 n+1} \tag{4}
\end{equation*}
$$

so

$$
\begin{equation*}
w_{i}=-\frac{2}{(n+1) P_{n+1}\left(x_{i}\right) P_{n}^{\prime}\left(x_{i}\right)}=\frac{2}{n P_{n-1}\left(x_{i}\right) P_{n}^{\prime}\left(x_{i}\right)} . \tag{5}
\end{equation*}
$$

Using the Recurrence Relation

$$
\begin{align*}
\left(1-x^{2}\right) P_{n}^{\prime}(x) & =n x P_{n}(x)+n P_{n-1}(x)  \tag{6}\\
& =(n+1) x P_{n}(x)-(n+1) P_{n+1}(x) \tag{7}
\end{align*}
$$

gives

$$
\begin{equation*}
w_{i}=\frac{2}{\left(1-x_{i}^{2}\right)\left[P_{n}^{\prime}\left(x_{i}\right)\right]^{2}}=\frac{2\left(1-x_{i}{ }^{2}\right)}{(n+1)^{2}\left[P_{n+1}\left(x_{i}\right)\right]^{2}} . \tag{8}
\end{equation*}
$$

The error term is

$$
\begin{equation*}
E=\frac{2^{2 n+1}(n!)^{4}}{(2 n+1)[(2 n)!]^{3}} f^{(2 n)}(\xi) \tag{9}
\end{equation*}
$$

Beyer (1987) gives a table of ABSCISSAS and weights up to $n=16$, and Chandrasekhar (1960) up to $n=8$ for $n$ Even.

| $n$ | $x_{i}$ | $w_{i}$ |
| :--- | :--- | :--- |
| 2 | $\pm 0.57735$ | 1.000000 |
| 3 | 0 | 0.888889 |
|  | $\pm 0.774597$ | 0.555556 |
| 4 | $\pm 0.339981$ | 0.652145 |
|  | $\pm 0.861136$ | 0.347855 |
| 5 | 0 | 0.568889 |
|  | $\pm 0.538469$ | 0.478629 |
|  | $\pm 0.90618$ | 0.236927 |

The ABSCISSAS and weights can be computed analytically for small $n$.

| $n$ | $x_{i}$ | $w_{i}$ |
| :--- | :--- | :--- |
| 2 | $\pm \frac{1}{3} \sqrt{3}$ | 1 |
| 3 | 0 | $\frac{8}{9}$ |
|  | $\pm \frac{1}{5} \sqrt{15}$ | $\frac{5}{9}$ |
| 4 | $\pm \sqrt{\frac{3-2 \sqrt{\frac{6}{5}}}{7}}$ |  |
|  | $\pm \sqrt{\frac{3+2 \sqrt{\frac{6}{5}}}{7}}$ |  |

## References

Beyer, W. H. CRC Standard Mathematical Tables, 28th ed. Boca Raton, FL: CRC Press, pp. 462-463, 1987.
Chandrasekhar, S. Radiative Transfer. New York: Dover, pp. 56-62, 1960.
Hildebrand, F. B. Introduction to Numerical Analysis. New York: McGraw-Hill, pp. 323-325, 1956.

## Legendre-Jacobi Elliptic Integral

Any of the three standard forms in which an Elliptic Integral can be expressed.
see also Elliptic Integral of the First Kind, Elliptic Integral of the Second Kind, Elliptic Integral of the Third Kind

## Legendre Polynomial



The Legendre Functions of the First Kind are solutions to the Legendre Differential Equation. If $l$ is an Integer, they are Polynomials. They are a special case of the Ultraspherical Functions with $\alpha=1 / 2$. The Legendre polynomials $P_{n}(x)$ are illustrated above for $x \in[0,1]$ and $n=1,2, \ldots, 5$.
The Rodrigues Formula provides the Generating Function

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l} l!} \frac{d l}{d x^{l}}\left(x^{2}-1\right)^{l}, \tag{1}
\end{equation*}
$$

which yields upon expansion

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l}} \sum_{k=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{k}(2 l-2 k)!}{k!(l-k)!(l-2 k)!} x^{l-2 k} \tag{2}
\end{equation*}
$$

where $\lfloor r\rfloor$ is the Floor Function. The Generating FUNCTION is

$$
\begin{equation*}
g(t, x)=\left(1-2 x t+t^{2}\right)^{-1 / 2}=\sum_{n=0}^{\infty} P_{n}(x) t^{n} \tag{3}
\end{equation*}
$$

Take $\partial g / \partial t$,

$$
\begin{equation*}
-\frac{1}{2}\left(1-2 x t+t^{2}\right)^{-3 / 2}(-2 x+2 t)=\sum_{n=0}^{\infty} n P_{n}(x) t^{n-1} \tag{4}
\end{equation*}
$$

Multiply (4) by $2 t$,

$$
\begin{equation*}
-t\left(1-2 x t+t^{2}\right)^{-3 / 2}(-2 x+2 t)=\sum_{n=0}^{\infty} 2 n P_{n}(x) t^{n} \tag{5}
\end{equation*}
$$

and add (3) and (5),

$$
\begin{align*}
\left(1-2 x t+t^{2}\right)^{-3 / 2}\left[\left(2 x t-2 t^{2}\right)\right. & \left.+\left(1-2 x t+t^{2}\right)\right] \\
& =\sum_{n=0}^{\infty}(2 n+1) P_{n}(x) t^{n}  \tag{6}\\
\left(1-2 x t+t^{2}\right)^{-3 / 2}\left(1-t^{2}\right) & =\sum_{n=0}^{\infty}(2 n+1) P_{n}(x) t^{n} \tag{7}
\end{align*}
$$

This expansion is useful in some physical problems, including expanding the Heyney-Greenstein phase function and computing the charge distribution on a Sphere. They satisfy the Recurrence Relation

$$
\begin{equation*}
(l+1) P_{l+1}(x)-(2 l+1) x P_{l}(x)+l P_{l-1}(x)=0 \tag{8}
\end{equation*}
$$

The Legendre polynomials are orthogonal over ( $-1,1$ ) with Weighting Function 1 and satisfy

$$
\begin{equation*}
\int_{-1}^{1} P_{n}(x) P_{m}(x) d x=\frac{2}{2 n+1} \delta_{m n} \tag{9}
\end{equation*}
$$

where $\delta_{m n}$ is the Kronecker Delta.
A Complex Generating Function is

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2 \pi i} \int\left(1-2 z x+z^{2}\right)^{-1 / 2} z^{-l-1} d z \tag{10}
\end{equation*}
$$

and the Schläfli integral is

$$
\begin{equation*}
P_{l}(x)=\frac{(-1)^{l}}{2^{l}} \frac{1}{2 \pi i} \int \frac{\left(1-z^{2}\right)^{l}}{(z-x)^{l+1}} d z \tag{11}
\end{equation*}
$$

Additional integrals (Byerly 1959, p. 172) include

$$
\begin{align*}
& \int_{0}^{1} P_{m}(x) d x \\
& \quad= \begin{cases}0 & m \text { even } \neq 0 \\
(-1)^{(m-1) / 2} \frac{m!!}{m(m+1)(m-1)!!} & m \text { odd }\end{cases}  \tag{12}\\
& \int_{0}^{1} P_{m}(x) P_{n}(x) d x= \\
& \left\{\begin{array}{l}
0 \\
m, n \text { both even or odd } m \neq n \\
(-1)^{(m+n+1) / 2} \frac{m!n!}{2^{m+n+1}(m-n)(m+n+1)\left(\frac{1}{2} m\right)!\left\{\left[\frac{1}{2}(n-1)!!\right\}^{2}\right.} \\
\frac{1}{2 n+1}, \\
m=n .
\end{array}\right. \tag{13}
\end{align*}
$$

An additional identity is

$$
\begin{equation*}
1-\left[P_{n}(x)\right]^{2}=\sum_{\nu=1}^{n} \frac{1-x^{2}}{1-x_{\nu}^{2}}\left[\frac{P_{n}(x)}{P_{n}^{\prime}\left(x_{\nu}\right)\left(x-x_{\nu}\right)}\right]^{2} \tag{14}
\end{equation*}
$$

(Szegö 1975, p. 348).
The first few Legendre polynomials are

$$
\begin{aligned}
& P_{0}(x)=1 \\
& P_{1}(x)=x \\
& P_{2}(x)=\frac{1}{2}\left(3 x^{2}-1\right) \\
& P_{3}(x)=\frac{1}{2}\left(5 x^{3}-3 x\right) \\
& P_{4}(x)=\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right) \\
& P_{5}(x)=\frac{1}{8}\left(63 x^{5}-70 x^{3}+15 x\right) \\
& P_{6}(x)=\frac{1}{16}\left(231 x^{6}-315 x^{4}+105 x^{2}-5\right) .
\end{aligned}
$$

The first few Powers in terms of Legendre polynomials are

$$
\begin{aligned}
x & =P_{1} \\
x^{2} & =\frac{1}{3}\left(P_{0}+2 P_{2}\right) \\
x^{3} & =\frac{1}{5}\left(3 P_{1}+2 P_{3}\right) \\
x^{4} & =\frac{1}{35}\left(7 P_{0}+20 P_{2}+8 P_{4}\right) \\
x^{5} & =\frac{1}{63}\left(27 P_{1}+28 P_{3}+8 P_{5}\right) \\
x^{6} & =\frac{1}{231}\left(33 P_{0}+110 P_{2}+72 P_{4}+16 P_{5}\right) .
\end{aligned}
$$

For Legendre polynomials and Powers up to exponent 12, see Abramowitz and Stegun (1972, p. 798).
The Legendre Polynomials can also be generated using Gram-Schmidt Orthonormalization in the Open Interval ( $-1,1$ ) with the Weighting Function 1.

$$
\begin{align*}
P_{0}(x)= & 1  \tag{15}\\
P_{1}(x)= & {\left[x-\frac{\int_{--}^{1} x d x}{\int_{-1}^{1} d x}\right] \cdot 1 } \\
= & x-\frac{\frac{1}{2}\left[x^{2}\right]_{-1}^{1}}{[x]_{-1}^{1}}=x-\frac{\frac{1}{2}(1-1)}{1-(-1)}=x  \tag{16}\\
P_{2}(x)= & {\left[x-\frac{\int_{-1}^{1} x^{3} d x}{\int_{-1}^{1} x^{2} d x}\right]-\left[\frac{\int_{-1}^{1} x^{2} d x}{\int_{-1}^{1} d x}\right] \cdot 1 } \\
= & {\left[x-\frac{\frac{1}{4}\left[x^{4}\right]_{-1}^{1}}{\frac{1}{3}\left[x^{3}\right]_{-1}^{1}}\right] x-\frac{\frac{1}{3}\left[x^{3}\right]_{-1}^{1}}{[x]_{-1}^{1}}=x^{2}-\frac{1}{3} }  \tag{17}\\
P_{3}(x)= & {\left[x-\frac{\int_{-1}^{1} x\left(x^{2}-\frac{1}{3}\right)^{2} d x}{\int_{-1}^{1}\left(x^{2}-\frac{1}{3}\right)^{2} d x}\right]\left(x^{2}-\frac{1}{3}\right) } \\
& -\left[\frac{\int_{-1}^{1}\left(x^{2}-\frac{1}{3}\right)^{2} d x}{\int_{-1}^{1} x^{2} d x}\right] x \\
= & x\left[x^{2}-\frac{1}{3}-\frac{\left(\frac{1}{5}-\frac{2}{9}+\frac{1}{9}\right) x}{\frac{1}{3}}\right] \\
= & x^{3}-\frac{1}{3} x-3\left(\frac{1}{5}-\frac{1}{9}\right) \\
= & x^{3}-x\left(\frac{1}{3}+\frac{3}{5}-\frac{1}{3}\right)=x^{3}-\frac{3}{5} x . \tag{18}
\end{align*}
$$

Normalizing so that $P_{n}(1)=1$ gives the expected Legendre polynomials.

The "shifted" Legendre polynomials are a set of functions analogous to the Legendre polynomials, but defined on the interval $(0,1)$. They obey the OrthogoNALITY relationship

$$
\begin{equation*}
\int_{0}^{1} \bar{P}_{m}(x) \bar{P}_{n}(x) d x=\frac{1}{2 n+1} \delta_{m n} . \tag{19}
\end{equation*}
$$

The first few are

$$
\begin{aligned}
& \bar{P}_{0}(x)=1 \\
& \bar{P}_{1}(x)=2 x-1 \\
& \bar{P}_{2}(x)=6 x^{2}-6 x+1 \\
& \bar{P}_{3}(x)=20 x^{3}-30 x^{2}+12 x-1 .
\end{aligned}
$$

The associated Legendre polynomials $P_{l}^{m}(x)$ are solutions to the associated Legendre Differential Equation, where $l$ is a Positive Integer and $m=0$, $\ldots, l$. They can be given in terms of the unassociated polynomials by

$$
\begin{align*}
P_{l}^{m}(x) & =(-1)^{m}\left(1-x^{2}\right)^{m / 2} \frac{d^{m}}{d x^{m}} P_{l}(x) \\
& =\frac{(-1)^{m}}{2^{l} l!}\left(1-x^{2}\right)^{m / 2} \frac{d^{l+m}}{d x^{l+m}}\left(x^{2}-1\right)^{l} \tag{20}
\end{align*}
$$

where $P_{l}(x)$ are the unassociated Legendre Polynomials. Note that some authors (e.g., Arfken 1985, p. 668) omit the Condon-Shortley Phase $(-1)^{m}$, while others include it (e.g., Abramowitz and Stegun 1972, Press et al. 1992, and the LegendreP $[1, m, z]$ command of Mathematica ${ }^{(®)}$ ). Abramowitz and Stegun (1972, p. 332) use the notation

$$
\begin{equation*}
P_{l m}(x) \equiv(-1)^{m} P_{m}^{l}(x) \tag{21}
\end{equation*}
$$

to distinguish these two cases.
Associated polynomials are sometimes called Ferrers' Functions (Sansone 1991, p. 246). If $m=0$, they reduce to the unassociated Polynomials. The associated Legendre functions are part of the Spherical Harmonics, which are the solution of Laplace's Equation in Spherical Coordinates. They are Orthogonal over $[-1,1]$ with the Weighting Function 1

$$
\begin{equation*}
\int_{-1}^{1} P_{l}^{m}(x) P_{l^{\prime}}^{m}(x) d x=\frac{2}{2 l+1} \frac{(l+m)!}{(l-m)!} \delta_{l l^{\prime}} \tag{22}
\end{equation*}
$$

Orthogonal over $[-1,1]$ with respect to $m$ with the Weighting Function $\left(1-x^{2}\right)^{-2}$

$$
\begin{equation*}
\int_{-1}^{1} P_{l}^{m}(x) P_{l}^{m^{\prime}}(x) \frac{d x}{1-x^{2}}=\frac{(l+m)!}{m(l-m)!} \delta_{m m^{\prime}} \tag{23}
\end{equation*}
$$

They obey the Recurrence Relations

$$
\begin{equation*}
(l-m) P_{l}^{m}(x)=x(2 l-1) P_{l-1}^{m}(x)-(l+m-1) P_{l-2}^{m}(x) \tag{24}
\end{equation*}
$$

$$
\begin{align*}
\frac{d P_{l}^{m}}{d \theta} & =-\sqrt{1-\mu^{2}} \frac{d P_{l}^{m}}{d \mu} \\
& =\frac{1}{2}(l-m+1)\left(l+m+P_{l}^{m-1}-P_{l}^{m+1}\right) \tag{25}
\end{align*}
$$

$$
\begin{gather*}
(2 l+1) \mu P_{l}^{m}=(l+m) P_{l-1}^{m}+(l-m+1) P_{l+1}^{m}  \tag{26}\\
(2 l+1) \sqrt{1-\mu^{2}} P_{l}^{m}=P_{l+1}^{m+1}-P_{l-1}^{m+1} \tag{27}
\end{gather*}
$$

An identity relating associated Polynomials with Negative $m$ to the corresponding functions with PosITIVE $m$ is

$$
\begin{equation*}
P_{l}^{-m}=(-1)^{m} \frac{(l-m)!}{(l+m)!} P_{l}^{m} \tag{28}
\end{equation*}
$$

Additional identities are

$$
\begin{gather*}
P_{l}^{l}(x)=(-1)^{l}(2 l-1)!!\left(1-x^{2}\right)^{l / 2}  \tag{29}\\
P_{l+1}^{l}(x)=x(2 l+1) P_{l}^{l}(x) \tag{30}
\end{gather*}
$$

Written in terms of $x$ and using the convention without a leading factor of $(-1)^{m}$ (Arfken 1985, p. 669), the first few associated Legendre polynomials are

$$
\begin{aligned}
& P_{0}^{0}(x)=1 \\
& P_{1}^{0}(x)=x \\
& P_{1}^{1}(x)=-\left(1-x^{2}\right)^{1 / 2} \\
& P_{2}^{0}(x)=\frac{1}{2}\left(3 x^{2}-1\right) \\
& P_{2}^{1}(x)=-3 x\left(1-x^{2}\right)^{1 / 2} \\
& P_{2}^{2}(x)=3\left(1-x^{2}\right) \\
& P_{3}^{0}(x)=\frac{1}{2} x\left(5 x^{2}-3\right) \\
& P_{3}^{1}(x)=\frac{3}{2}\left(1-5 x^{2}\right)\left(1-x^{2}\right)^{1 / 2} \\
& P_{3}^{2}(x)=15 x\left(1-x^{2}\right) \\
& P_{3}^{3}(x)=-15\left(1-x^{2}\right)^{3 / 2} \\
& P_{4}^{0}(x)=\frac{1}{8}\left(35 x^{4}-30 x^{2}+3\right) \\
& P_{4}^{1}(x)=\frac{5}{2} x\left(3-7 x^{2}\right)\left(1-x^{2}\right)^{1 / 2} \\
& P_{4}^{2}(x)=\frac{15}{2}\left(7 x^{2}-1\right)\left(1-x^{2}\right) \\
& P_{4}^{3}(x)=-105 x\left(1-x^{2}\right)^{3 / 2} \\
& P_{4}^{4}(x)=105\left(1-x^{2}\right)^{2} \\
& P_{5}^{0}(x)=\frac{1}{8} x\left(63 x^{4}-70 x^{2}+15\right)
\end{aligned}
$$

Written in terms $x \equiv \cos \theta$, the first few become

$$
\begin{aligned}
P_{0}^{0}(\cos \theta) & =1 \\
P_{1}^{-1}(\cos \theta) & =\frac{1}{2} \sin \theta \\
P_{1}^{0}(\cos \theta) & =\cos \theta=\mu \\
P_{1}^{1}(\cos \theta) & =\sin \theta \\
P_{2}^{-2}(\cos \theta) & =\frac{1}{8} \sin ^{2} \theta \\
P_{2}^{-1}(\cos \theta) & =\frac{1}{2} \sin \theta \cos \theta \\
P_{2}^{0}(\cos \theta) & =\frac{1}{2}\left(3 \cos ^{2} \theta-1\right) \\
P_{2}^{1}(\cos \theta) & =3 \sin \theta \cos \theta \\
& =\frac{3}{2} \sin ^{2} \theta \\
P_{2}^{2}(\cos \theta) & =3 \sin ^{2} \theta \\
& =\frac{3}{2}\left(1-\cos ^{2} \theta\right) \\
P_{3}^{0}(\cos \theta) & =\frac{1}{2} \cos \theta\left(5 \cos ^{2} \theta-3\right) \\
& =\frac{1}{2} \cos \theta\left(2-5 \sin ^{2} \theta\right) \\
P_{3}^{1}(\cos \theta) & =\frac{3}{2}\left(5 \cos ^{2} \theta-1\right) \sin \theta \\
& =\frac{3}{8}\left(\sin \theta+5 \sin ^{3} \theta\right) .
\end{aligned}
$$

The derivative about the origin is

$$
\begin{equation*}
\left[\frac{d P_{\nu}^{\mu}(x)}{d x}\right]_{x=0}=\frac{2^{\mu+1} \sin \left[\frac{1}{2} \pi(\nu+\mu)\right] \Gamma\left(\frac{1}{2} \nu+\frac{1}{2} \mu+1\right)}{\pi^{1 / 2} \Gamma\left(\frac{1}{2} \nu-\frac{1}{2} \mu+\frac{1}{2}\right)} \tag{31}
\end{equation*}
$$

(Abramowitz and Stegun 1972, p. 334), and the logarithmic derivative is

$$
\begin{align*}
& {\left[\frac{d \ln P_{\lambda}^{\mu}(z)}{d z}\right]_{z=0}} \\
& \quad=2 \tan \left[\frac{1}{2} \pi(\lambda+\mu)\right] \frac{\left[\frac{1}{2}(\lambda+\mu)\right]!\left[\frac{1}{2}(\lambda-\mu)\right]!}{\left[\frac{1}{2}(\lambda+\mu-1)\right]!\left[\frac{1}{2}(\lambda-\mu-1)\right]!} \tag{32}
\end{align*}
$$

(Binney and Tremaine 1987, p. 654).
see also Condon-Shortley Phase, Conical Function, Gegenbauer Polynomial, Kings Problem, Laplace's Integral, Laplace-Mehler Integral, Super Catalan Number, Toroidal Function, Turán's Inequalities
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## Legendre Polynomial of the Second Kind see Legendre Function of the Second Kind

## Legendre Quadralure <br> see LEgendre-Gauss Quadrature

## Legendre Relation

Let $E(k)$ and $K(k)$ be complete Elliptic Integrals of the First and Second Kinds, with $E^{\prime}(k)$ and $K^{\prime}(k)$ the complementary integrals. Then

$$
E(k) K^{\prime}(k)+E^{\prime}(k) K(k)-K(k) K^{\prime}(k)=\frac{1}{2} \pi
$$
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## Legendre Series

Because the Legendre Functions of the First Kind form a Complete Orthogonal Basis, any Function may be expanded in terms of them

$$
\begin{equation*}
f(x)=\sum_{n=0}^{\infty} a_{n} P_{n}(x) \tag{1}
\end{equation*}
$$

Now, multiply both sides by $P_{m}(x)$ and integrate

$$
\begin{equation*}
\int_{-1}^{1} P_{m}(x) f(x) d x=\sum_{n=0}^{\infty} a_{n} \int_{-1}^{1} P_{n}(x) P_{m}(x) d x \tag{2}
\end{equation*}
$$

But

$$
\begin{equation*}
\int_{-1}^{1} P_{n}(x) P_{m}(x) d x=\frac{2}{2 m+1} \delta_{m n} \tag{3}
\end{equation*}
$$

where $\delta_{m n}$ is the Kronecker Delta, so

$$
\begin{equation*}
\int_{-1}^{1} P_{m}(x) f(x) d x=\sum_{n=0}^{\infty} a_{n} \frac{2}{2 m+1} \delta_{m n}=\frac{2}{2 m+1} a_{m} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{m}=\frac{2 m+1}{2} \int_{-1}^{1} P_{m}(x) f(x) d x \tag{5}
\end{equation*}
$$

see also Fourier Series, Jackson's Theorem, Legendre Polynomial, Maclaurin Series, Picone's Theorem, Taylor Series

## Legendre Sum

see Legendre's Formula

## Legendre's Quadratic Reciprocity Law

 see Quadratic Reciprocity Law
## Legendre Symbol

$$
\begin{aligned}
\left(\frac{m}{n}\right) & =(m \mid n) \\
& \equiv \begin{cases}0 & \text { if } m \mid n \\
1 & \text { if } n \text { is a quadratic residue modulo } m \\
-1 & \text { if } n \text { is a quadratic nonresidue modulo } m .\end{cases}
\end{aligned}
$$

If $m$ is an Odd Prime, then the Jacobi Symbol reduces to the Legendre symbol. The Legendre symbol obeys $(a b \mid p)=(a \mid p)(b \mid p)$.

$$
\left(\frac{3}{p}\right)= \begin{cases}1 & \text { if } p \equiv \pm 1(\bmod 12) \\ -1 & \text { if } p \equiv \pm 5(\bmod 12)\end{cases}
$$

see also Jacobi Symbol, Kronecker Symbol, Quadratic Reciprocity Theorem
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## Legendre Transformation

Given a function of two variables

$$
\begin{equation*}
d f=\frac{\partial f}{\partial x} d x+\frac{\partial f}{\partial y} d y \equiv u d x+v d y \tag{1}
\end{equation*}
$$

change the differentials from $d x$ and $d y$ to $d u$ and $d y$ with the transformation

$$
\begin{equation*}
g \equiv f-u x \tag{2}
\end{equation*}
$$

$$
\begin{align*}
d g & =d f-u d x-x d u=u d x+v d y-u d x-x d u \\
& =v d y-x d u \tag{3}
\end{align*}
$$

Then

$$
\begin{align*}
x & \equiv-\frac{\partial g}{\partial u}  \tag{4}\\
v & \equiv \frac{\partial g}{\partial y} \tag{5}
\end{align*}
$$

## Lehmer's Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

Lehmer (1938) showed that every Positive Irrational NUMBER $x$ has a unique infinite continued cotangent representation of the form

$$
x=\cot \left[\sum_{k=0}^{\infty}(-1)^{k} \cot ^{-1} b_{k}\right]
$$

where the $b_{k}$ s are Nonnegative and

$$
b_{k} \geq\left(b_{k-1}\right)^{2}+b_{k-1}+1
$$

The case for which the convergence is slowest occurs when the inequality is replaced by equality, giving $c_{0}=0$ and

$$
c_{k}=\left(c_{k-1}\right)^{2}+c_{k-1}+1
$$

for $k \geq 1$. The first few values are $c_{k}$ are $0,1,3,13,183$, $33673, \ldots$ (Sloane's A024556), resulting in the constant

$$
\begin{aligned}
\xi= & \cot \left(\cot ^{-1} 0-\cot ^{-1} 1+\cot ^{-1} 3-\cot ^{-1} 13\right. \\
& +\cot ^{-1} 183-\cot ^{-1} 33673+\cot ^{-1} 1133904603 \\
& \left.-\cot ^{-1} 1285739649838492213+\ldots+(-1)^{k} c_{k}+\ldots\right) \\
= & \cot \left(\frac{1}{4} \pi+\cot ^{-1} 3-\cot ^{-1} 13\right. \\
& +\cot ^{-1} 183-\cot ^{-1} 33673+\cot ^{-1} 1133904603 \\
& \left.-\cot ^{-1} 1285739649838492213+\ldots+(-1)^{k} c_{k}+\ldots\right) \\
= & 0.59263271 \ldots
\end{aligned}
$$

(Sloane's A030125). $\xi$ is not an Algebraic Number of degree less than 4, but Lehmer's approach cannot show whether or not $\xi$ is Transcendental.
see also Algebraic Number, Transcendental NumBER
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## Lehmer's Formula

a Formula related to Meissel's Formula.

$$
\begin{aligned}
\pi(x)= & \lfloor x\rfloor-\sum_{i=1}^{a}\left\lfloor\frac{x}{p_{i}}\right\rfloor+\sum_{1 \leq i \leq j \leq a}\left\lfloor\frac{x}{p_{i} p_{j}}\right\rfloor-\ldots \\
& +\frac{1}{2}(b+a-2)(b-a+1)-\sum_{a<i \leq b} \pi\left(\frac{x}{p_{i}}\right) \\
& -\sum_{i=a+1}^{c} \sum_{j=i}^{b_{i}}\left[\pi\left(\frac{x}{p_{i} p_{j}}\right)-(j-1)\right],
\end{aligned}
$$

where

$$
\begin{aligned}
a & \equiv \pi\left(x^{1 / 4}\right) \\
b & \equiv \pi\left(x^{1 / 2}\right) \\
b_{i} & \equiv \pi\left(\sqrt{x / p_{i}}\right) \\
c & \equiv \pi\left(x^{1 / 3}\right),
\end{aligned}
$$

and $\pi(n)$ is the Prime Counting Function.
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## Lehmer Method

see Lehmer-Schur Method

## Lehmer Number

A number generated by a generalization of a LUCAS SEQUence. Let $\alpha$ and $\beta$ be Complex Numbers with

$$
\begin{align*}
\alpha+\beta & =\sqrt{R}  \tag{1}\\
\alpha \beta & =Q, \tag{2}
\end{align*}
$$

where $Q$ and $R$ are Relatively Prime Nonzero Integers and $\alpha / \beta$ is a Root of Unity. Then the Lehmer numbers are

$$
\begin{equation*}
U_{n}(\sqrt{R}, Q)=\frac{\alpha^{n}-\beta^{n}}{\alpha-\beta} \tag{3}
\end{equation*}
$$

and the companion numbers

$$
V_{n}(\sqrt{R}, Q)= \begin{cases}\frac{\alpha^{n}+\beta^{n}}{\alpha+\beta} & \text { for } n \text { odd }  \tag{4}\\ \alpha^{n}+\beta^{n} & \text { for } n \text { even }\end{cases}
$$
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## Lehmer's Phenomenon




The appearance of nontrivial zeros (i.e., those along the Critical Strip with $\Re[z]=1 / 2$ ) of the Riemann Zeta Function $\zeta(z)$ very close together. An example is the pair of zeros $\zeta\left(\frac{1}{2}+(7005+t) i\right)$ given by $t_{1} \approx 0.0606918$ and $t_{2} \approx 0.100055$, illustrated above in the plot of $\left\lvert\, \zeta\left(\frac{1}{2}+\right.\right.$ $(7005+t) i)\left.\right|^{2}$.
see also Critical Strip, Riemann Zeta Function
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## Lehmer's Problem

Do there exist any Composite Numbers $n$ such that $\phi(n) \mid(n-1)$ ? No such numbers are known. In 1932, Lehmer showed that such an $n$ must be ODD and Squarefree, and that the number of distinct Prime factors $d(7) \geq 7$. This was subsequently extended to $d(n) \geq 11$. The best current results are $n>10^{20}$ and $d(n) \geq 14$ (Cohen and Hagis 1980), if $30 \nmid n$, then $d(n) \geq 26$ (Wall 1980), and if $3 \mid n$ then $d(n) \geq 213$ and $5.5 \times 10^{570}$ (Lieuwens 1970).
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## Lehmer-Schur Method

An Algorithm which isolates Roots in the Complex Plane by generalizing 1-D bracketing.
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## Lehmer's Theorem

see Fermat's Little Theorem Converse

## Lehmus' Theorem

see Steiner-Lehmus Theorem

## Leibniz Criterion

Also known as the Alternating Series Test. Given a Series

$$
\sum_{n=1}^{\infty}(-1)^{n+1} a_{n}
$$

with $a_{n}>0$, if $a_{n}$ is monotonic decreasing as $n \rightarrow \infty$ and

$$
\lim _{n \rightarrow \infty} a_{n}=0
$$

then the series Converges.

## Leibniz Harmonic Triangle



In the Leibniz harmonic triangle, each Fraction is the sum of numbers below it, with the initial and final entry on each row one over the corresponding entry in

Pascal's Triangle. The Denominators in the second diagonals are $6,12,20,30,42,56, \ldots$ (Sloanc's A007622).
see also Catalan's Triangle, Clark's Triangle, Euler's Triangle, Number Triangle, Pascal's Triangle, Seidel-Entringer-Arnold Triangle
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## Leibniz Identity

$$
\begin{align*}
\frac{d^{n}}{d x^{n}}(u v)= & \frac{d^{n} u}{d x^{n}} v+\binom{n}{1} \frac{d^{n-1} u}{d x^{n-1}} \frac{d v}{d x} \\
& +\ldots+\binom{n}{r} \frac{d^{n-r} u}{d x^{n-r}} \frac{d^{r} v}{d x^{r}}+u d^{n} v+d x^{n} \tag{1}
\end{align*}
$$

Therefore,

$$
\begin{align*}
\frac{d x}{d y} & =\frac{1}{\frac{d y}{d x}}  \tag{2}\\
\frac{d^{2} x}{d y^{2}} & =-\frac{d^{2} y}{d x^{2}}\left(\frac{d y}{d x}\right)^{-3}  \tag{3}\\
\frac{d^{3} x}{d y^{3}} & =\left[3\left(\frac{d^{2} y}{d x^{2}}\right)^{2}-\frac{d^{3} y}{d x^{3}} \frac{d y}{d x}\right]\left(\frac{d y}{d x}\right)^{-5} \tag{4}
\end{align*}
$$
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## Leibniz Integral Rule

$$
\begin{aligned}
\frac{\partial}{\partial z} \int_{a(z)}^{b(z)} & f(x, z) d x \\
& =\int_{a(z)}^{b(z)} \frac{\partial f}{\partial z} d x+f(b(z), z) \frac{\partial b}{\partial z}-f(a(z), z) \frac{\partial a}{\partial z}
\end{aligned}
$$
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## Leibniz Series

The Series for the Inverse Tangent,

$$
\tan ^{-1} x=x-\frac{1}{3} x^{3}+\frac{1}{5} x^{5}+\ldots
$$

## Lemarié's Wavelet

A wavelet used in multiresolution representation to analyze the information content of images. The Wavelet is defined by

$$
H(\omega)=\left[2(1-u)^{4} \frac{315-420 u+126 u^{2}-4 u^{3}}{315-420 v+126 v^{2}-4 v^{3}}\right]^{1 / 2}
$$

where

$$
\begin{aligned}
u & \equiv \sin ^{2}\left(\frac{1}{2} \omega\right) \\
v & \equiv \sin ^{2} \omega
\end{aligned}
$$

(Mallat 1989).
see also Wavelet
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## Lemma

A short Theorem used in proving a larger Theorem. Related concepts are the Axiom, Porism, Postulate, Principle, and Theorem.
see also Abel's Lemma, Archimedes' Lemma, Barnes' Lemma, Blichfeldt's Lemma, Borel-Cantelli Lemma, Burnside's Lemma, Danielson-Lanczos Lemma, Dehn's Lemma, Dilworth's Lemma, Dirichlet's Lemma, Division Lemma, Farkas's Lemma, Fatou's Lemma, Fundamental Lemma of Calculus of Variations, Gauss's Lemma, Hensel's Lemma, Itô's Lemma, Jordan's Lemma, Lagrange's Lemma, Neyman-Pearson Lemma, Poincaré's Holomorphic Lemma, Poincaré's Lemma, Pólya-Burnside Lemma, Riemann-Lebesgue Lemma, Schur's Lemma, Schur's Representation Lemma, Schwarz-Pick Lemma, Spijker's Lemma, Zorn's Lemma

## Lemniscate



A polar curve also called Lemniscate of Bernoulli which is the Locus of points the product of whose distances from two points (called the FOCI) is a constant. Letting the FOCI be located at ( $\pm a, 0$ ), the Cartesian equation is

$$
\begin{equation*}
\left[(x-a)^{2}+y^{2}\right]\left[(x+a)^{2}+y^{2}\right]=a^{4} \tag{1}
\end{equation*}
$$

which can be rewritten

$$
\begin{equation*}
x^{4}+y^{4}+2 x^{2} y^{2}=2 a^{2}\left(x^{2}-y^{2}\right) \tag{2}
\end{equation*}
$$

Letting $a^{\prime} \equiv \sqrt{2} a$, the Polar Coordinates are given by

$$
\begin{equation*}
r^{2}=a^{2} \cos (2 \theta) \tag{3}
\end{equation*}
$$

An alternate form is

$$
\begin{equation*}
r^{2}=a^{2} \sin (2 \theta) \tag{4}
\end{equation*}
$$

The parametric equations for the lemniscate are

$$
\begin{align*}
& x=\frac{a \cos t}{1+\sin ^{2} t}  \tag{5}\\
& y=\frac{a \sin t \cos t}{1+\sin ^{2} t} \tag{6}
\end{align*}
$$

The bipolar equation of the lemniscate is

$$
\begin{equation*}
r r^{\prime}=\frac{1}{2} a^{2} \tag{7}
\end{equation*}
$$

and in Pedal Coordinates with the Pedal Point at the center, the equation is

$$
\begin{equation*}
p a^{2}=r^{3} \tag{8}
\end{equation*}
$$

The two-center Bipolar Coordinates equation with origin at a Focus is

$$
\begin{equation*}
r_{1} r_{2}=c^{2} \tag{9}
\end{equation*}
$$

Jakob Bernoulli published an article in Acta Eruditorum in 1694 in which he called this curve the lemniscus ("a pendant ribbon"). Jakob Bernoulli was not aware that the curve he was describing was a special case of Cassini Ovals which had been described by Cassini in 1680. The general properties of the lemniscate were discovered by G. Fagnano in 1750 (MacTutor Archive). Gauss's and Euler's investigations of the Arc Length of the curve led to later work on Elliptic Functions.
The Curvature of the lemniscate is

$$
\begin{equation*}
\kappa=\frac{3 \sqrt{2} \cos t}{\sqrt{3-\cos (2 t)}} \tag{10}
\end{equation*}
$$

The Arc Length is more problematic. Using the polar form,

$$
\begin{equation*}
d s^{2}=d r^{2}+r^{2} d \theta^{2} \tag{11}
\end{equation*}
$$

so

$$
\begin{equation*}
d s=\sqrt{1+\left(r \frac{d \theta}{d r}\right)^{2}} d r \tag{12}
\end{equation*}
$$

But we have

$$
\begin{align*}
2 r d r & =2 a^{2} \sin (2 \theta) d \theta  \tag{13}\\
r \frac{d r}{d \theta} & =\frac{r^{2}}{a^{2} \sin (2 \theta)}  \tag{14}\\
\left(r \frac{d \theta}{d r}\right)^{2}=\frac{r^{4}}{a^{4} \sin ^{2}(2 \theta)} & =\frac{r^{4}}{a^{4}\left[1-\cos ^{2}(2 \theta)\right]}=\frac{r^{4}}{a^{4}-r^{4}}, \tag{15}
\end{align*}
$$

su

$$
\begin{align*}
d s & =\sqrt{1+\frac{r^{4}}{a^{4}-r^{4}}} d r=\sqrt{\frac{a^{4}}{a^{4}-r^{4}}} d r=\frac{a^{2}}{\sqrt{a^{4}-r^{4}}} d r \\
& =\frac{d r}{\sqrt{1-\left(\frac{r}{a}\right)^{4}}} \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
L=\int_{0}^{a} d s=2 \int_{0}^{a} \frac{d s}{d r} d r=2 \int_{0}^{a} \frac{d r}{\sqrt{1-\left(\frac{r}{a}\right)^{4}}} \tag{17}
\end{equation*}
$$

Let $t \equiv r / a$, so $d t=d r / a$, and

$$
\begin{equation*}
L=2 a \int_{0}^{1}\left(1-t^{4}\right)^{-1 / 2} d t \tag{18}
\end{equation*}
$$

which, as shown in Lemniscate Function, is given analytically by

$$
\begin{equation*}
L=\sqrt{2} a K\left(\frac{1}{\sqrt{2}}\right)=\frac{\Gamma^{2}\left(\frac{1}{4}\right)}{2^{3 / 2} \sqrt{\pi}} a . \tag{19}
\end{equation*}
$$

If $a=1$, then

$$
\begin{equation*}
L=5.2441151086 \ldots \tag{20}
\end{equation*}
$$

which is related to Gauss's Constant $M$ by

$$
\begin{equation*}
L=\frac{2 \pi}{M} \tag{21}
\end{equation*}
$$

The quantity $L / 2$ or $L / 4$ is called the Lemniscate ConSTANT and plays a role for the lemniscate analogous to that of $\pi$ for the Circle.
The Area of one loop of the lemniscate is

$$
\begin{align*}
A & =\frac{1}{2} \int r^{2} d \theta=\frac{1}{2} a^{2} \int_{-\pi / 4}^{\pi / 4} \cos (2 \theta) d \theta=\frac{1}{4} a^{2}[\sin (2 \theta)]_{-\pi / 4}^{\pi / 4} \\
& =\frac{1}{2} a^{2}[\sin (2 \theta)]_{0}^{\pi / 4}=\frac{1}{2} a^{2}\left[\sin \left(\frac{\pi}{2}\right)-\sin 0\right]=\frac{1}{2} a^{2} \tag{22}
\end{align*}
$$

## see also Lemniscate Function
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## Lemniscate of Bernoulli

 see LEMniscate
## Lemniscate Case

The case of the Weierstraß Elliptic Function with invariants $g_{2}=1$ and $g_{3}=0$.
see also Equianharmonic Case, Weierstraß Elliptic Function, Pseudolemniscate Case
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## Lemniscate Constant

Let

$$
L=\frac{1}{\sqrt{2 \pi}}\left[\Gamma\left(\frac{1}{4}\right)\right]^{2}=5.2441151086 \ldots
$$

be the Arc Length of a Lemniscate with $a=$ 1. Then the lemniscate constant is the quantity $L / 2$ (Abramowitz and Stegun 1972), or $L / 4=$ 1.311028777... (Todd 1975, Le Lionnais 1983). Todd (1975) cites T. Schneider (1937) as proving $L$ to be a Transcendental Number.
see also Lemniscate
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## Lemniscate Function

The lemniscate functions arise in rectifying the ARC Length of the Lemniscate. The lemniscate functions were first studied by Jakob Bernoulli and G. Fagnano. A historical account is given by Ayoub (1984), and an extensive discussion by Siegel (1969). The lemniscate functions were the first functions defined by inversion of an integral, which was first done by Gauss.

$$
\begin{equation*}
L=2 a \int_{0}^{1}\left(1-t^{4}\right)^{-1 / 2} d t \tag{1}
\end{equation*}
$$

Define the functions

$$
\begin{gather*}
\phi(x) \equiv \operatorname{arcsinlemn} x=\int_{0}^{x}\left(1-t^{4}\right)^{-1 / 2} d t  \tag{2}\\
\phi^{\prime}(x) \equiv \operatorname{arccoslemn} x=\int_{x}^{1}\left(1-t^{4}\right)^{-1 / 2} d t \tag{3}
\end{gather*}
$$

where

$$
\begin{equation*}
\varpi \equiv \frac{L}{a} \tag{4}
\end{equation*}
$$

and write

$$
\begin{align*}
& x=\text { sinlemn } \phi  \tag{5}\\
& x=\text { coslemn } \phi^{\prime} \tag{6}
\end{align*}
$$

There is an identity connecting $\phi$ and $\phi^{\prime}$ since

$$
\begin{equation*}
\phi(x)+\phi^{\prime}(x)=\frac{L}{2 a}=\frac{1}{2} \varpi \tag{7}
\end{equation*}
$$

so

$$
\begin{equation*}
\text { sinlemn } \phi=\operatorname{coslemn}\left(\frac{1}{2} \varpi-\phi\right) \tag{8}
\end{equation*}
$$

These functions can be written in terms of Jacobi Elliptic Functions,

$$
\begin{equation*}
u=\int_{0}^{\mathrm{sd}(u, k)}\left[\left(1-k^{\prime 2} y^{2}\right)\left(1+k^{2} y^{2}\right)\right]^{-1 / 2} d y \tag{9}
\end{equation*}
$$

Now, if $k=k^{\prime}=1 / \sqrt{2}$, then

$$
\begin{align*}
u & =\int_{0}^{\operatorname{sd}(u, 1 / \sqrt{2})}\left[\left(1-\frac{1}{2} y^{2}\right)\left(1+\frac{1}{2} y^{2}\right)\right]^{-1 / 2} d y \\
& =\int_{0}^{\operatorname{sd}(u, 1 / \sqrt{2})}\left(1-\frac{1}{4} y^{4}\right)^{-1 / 2} d y \tag{10}
\end{align*}
$$

Let $t \equiv y / \sqrt{2}$ so $d y=\sqrt{2} d t$,

$$
\begin{align*}
& u=\sqrt{2} \int_{0}^{s \mathrm{~d}(u, 1 / \sqrt{2}) / \sqrt{2}}\left(1-t^{4}\right)^{-1 / 2} d t  \tag{11}\\
& \frac{u}{\sqrt{2}}=\int_{0}^{\operatorname{sd}(u, 1 / \sqrt{2}) / \sqrt{2}}\left(1-t^{4}\right)^{-1 / 2} d t  \tag{12}\\
& u=\int_{0}^{\operatorname{sd}(u \sqrt{2}, 1 / \sqrt{2}) / \sqrt{2}}\left(1-t^{4}\right)^{-1 / 2} d t \tag{13}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{sinlemn} \phi=\frac{1}{\sqrt{2}} \operatorname{sd}\left(\phi \sqrt{2}, \frac{1}{\sqrt{2}}\right) \tag{14}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
u= & \int_{\operatorname{cn}(u, k)}^{1}\left(1-t^{2}\right)^{-1 / 2}\left(k^{2}+k^{2} t^{2}\right)^{-1 / 2} d t \\
= & \int_{\operatorname{cn}(u, 1 / \sqrt{2})}^{1}\left(1-t^{2}\right)^{-1 / 2}\left(\frac{1}{2}+\frac{1}{2} t^{2}\right)^{-1 / 2} d t \\
= & \sqrt{2} \int_{\operatorname{cn}(u, 1 / \sqrt{2})}^{1}\left(1-t^{4}\right)^{-1 / 2} d t  \tag{15}\\
& \frac{u}{\sqrt{2}}=\int_{\mathrm{cn}(u, 1 / \sqrt{2})}^{1}\left(1-t^{4}\right)^{-1 / 2} d t \tag{16}
\end{align*}
$$

$$
\begin{equation*}
u=\int_{\operatorname{cn}(u \sqrt{2}, 1 / \sqrt{2})}^{1}\left(1-t^{4}\right)^{-1 / 2} d t \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{coslemn} \phi=\operatorname{cn}\left(\phi \sqrt{2}, \frac{1}{\sqrt{2}}\right) \tag{18}
\end{equation*}
$$

We know

$$
\begin{equation*}
\operatorname{coslemn}\left(\frac{1}{2} \varpi\right)=\operatorname{cn}\left(\frac{1}{2} \varpi \sqrt{2}, \frac{1}{\sqrt{2}}\right)=0 \tag{19}
\end{equation*}
$$

But it is true that

$$
\begin{equation*}
\operatorname{cn}(K, k)=0 \tag{20}
\end{equation*}
$$

so

$$
\begin{gather*}
K\left(\frac{1}{\sqrt{2}}\right)=\frac{1}{2} \sqrt{2} \varpi=\frac{1}{\sqrt{2}} \varpi  \tag{21}\\
\frac{\Gamma^{2}\left(\frac{1}{4}\right)}{4 \sqrt{\pi}}=\frac{1}{\sqrt{2}} \varpi  \tag{22}\\
L=a \varpi=a \sqrt{2} \frac{\Gamma^{2}\left(\frac{1}{4}\right)}{4 \sqrt{\pi}}=\frac{\Gamma^{2}\left(\frac{1}{4}\right)}{2^{3 / 2} \sqrt{\pi}} a . \tag{23}
\end{gather*}
$$

By expanding $\left(1-t^{4}\right)^{-1 / 2}$ in a Binomial Series and integrating term by term, the arcsinlemn function can be written

$$
\begin{equation*}
\phi(x)=\int_{0}^{v} \frac{d t}{\sqrt{1-t^{4}}}=\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n} x^{4 n+1}}{n!(4 n+1)} \tag{24}
\end{equation*}
$$

where $(a)_{n}$ is the Rising Factorial (Berndt 1994). Ramanujan gave the following inversion Formula for $\phi(x)$. If

$$
\begin{equation*}
\frac{\theta \mu}{\sqrt{2}}=\sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n} x^{4 n+1}}{n!(4 n+1)} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\frac{\Gamma^{2}\left(\frac{1}{4}\right)}{2 \pi^{3 / 2}} \tag{26}
\end{equation*}
$$

is the constant obtained by letting $x=1$ and $\theta=\pi / 2$, and

$$
\begin{equation*}
v=2^{-1 / 2} \operatorname{sd}(\mu \theta) \tag{27}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\mu^{2}}{2 x^{2}}=\csc ^{2} \theta-\frac{1}{\pi}-8 \sum_{n=1}^{\infty} \frac{n \cos (2 n \theta)}{e^{2 \pi n}-1} \tag{28}
\end{equation*}
$$

(Berndt 1994). Ramanujan also showed that if $0<\theta<$ $\pi / 2$, then

$$
\begin{equation*}
-\frac{\mu}{\sqrt{2}} \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2}\right)_{n} v^{4 n-1}}{n!(4 n-1)}=\cot \theta+\frac{\theta}{\pi}+4 \sum_{n=1}^{\infty} \frac{\sin (2 n \theta)}{2^{2 \pi n}-1} \tag{29}
\end{equation*}
$$

$$
\begin{gather*}
\ln v+\frac{1}{6} \pi-\frac{1}{2} \ln 2+\sum_{n=1}^{\infty} \frac{\left(\frac{1}{4}\right)_{n} v^{4 n}}{\left(\frac{3}{4}\right)_{n} 4 n} \\
=\ln (\sin \theta)+\frac{\theta^{2}}{2 \pi}-2 \sum_{n=1}^{\infty} \frac{\cos (2 n \theta)}{n\left(e^{2 \pi n}-1\right)}  \tag{30}\\
\frac{1}{2} \tan ^{-1} v=\sum_{n=0}^{\infty} \frac{\sin [(2 n+1) \theta]}{(2 n+1) \cosh \left[\frac{1}{2}(2 n+1) \pi\right]}  \tag{31}\\
\frac{1}{4} \cos ^{-1}\left(v^{2}\right)=\sum_{n=0}^{\infty} \frac{(-1)^{n} \cos [(2 n+1) \theta]}{(2 n+1) \cosh \left[\frac{1}{2}(2 n+1) \pi\right]} \tag{32}
\end{gather*}
$$

and

$$
\begin{align*}
& \frac{\sqrt{2}}{4 \mu} \sum_{n=0}^{\infty} \frac{2^{2 n}(n!)^{2}}{(2 n+1)!(4 n+3)} v^{4 n+3} \\
& \quad=\frac{\pi \theta}{8}-\sum_{n=0}^{\infty} \frac{(-1)^{n} \sin [(2 n+1) \theta]}{(2 n+1)^{2} \cosh \left[\frac{1}{2}(2 n+1) \pi\right]} \tag{33}
\end{align*}
$$

(Berndt 1994).
A generalized version of the lemniscate function can be defined by letting $0 \leq \theta \leq \pi / 2$ and $0 \leq v \leq 1$. Write

$$
\begin{equation*}
\frac{2}{3} \theta \mu=\int_{0}^{v} \frac{d t}{\sqrt{1-t^{6}}} \tag{34}
\end{equation*}
$$

where $\mu$ is the constant obtained by setting $\theta=\pi / 2$ and $v=1$. Then

$$
\begin{equation*}
\mu=\frac{\sqrt{\pi}}{\Gamma\left(\frac{2}{3}\right) \Gamma\left(\frac{5}{6}\right)} \tag{35}
\end{equation*}
$$

and Ramanujan showed

$$
\begin{equation*}
\frac{4 \mu^{2}}{9 v^{2}}=\csc ^{2} \theta-\frac{2}{\pi \sqrt{3}}+8 \sum_{n=1}^{\infty} \frac{(-1)^{n-1} n \cos (2 n \theta)}{e^{\pi n \sqrt{3}}-(-1)^{n}} \tag{36}
\end{equation*}
$$

(Berndt 1994).
see also Hyperbolic Lemniscate Function
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## Lemniscate of Gerono

see Eight Curve

## Lemniscate Inverse Curve

The Inverse Curve of a Lemniscate in a Circle centered at the origin and touching the Lemniscate where it crosses the $x$-Axis produces a Rectangular Hyperbola.

## Lemniscate (Mandelbrot Set)



A curve on which points of a MAP $z_{n}$ (such as the MANDELBROT SET) diverge to a given value $r_{\text {max }}$ at the same rate. A common method of obtaining lemniscates is to define an INTEGER called the COUNT which is the largest $n$ such that $\left|z_{n}\right|<r$ where $r$ is usually taken as $r=2$. Successive Counts then define a series of lemniscates, which are called Equipotential Curves by Peitgen and Saupe (1988).
see also Count, Mandelbrot Set
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## Lemoine Axis

## see Lemoine Line

## Lemoine Circle



Also called the Triplicate-Ratio Circle. Draw lines through the Lemoine point $K$ and parallel to the sides of the triangle. The points where the parallel lines intersect the sides then lie on a Circle known as the Lemoine circle. This circle has center at the Midpoint of $O K$, where $O$ is the Circumcenter. The circle has radius

$$
\frac{1}{2} \sqrt{R^{2}+r^{2}}=\frac{1}{2} R \sec \omega
$$

where $R$ is the Circumpadius, $r$ is the Inradius, and $\omega$ is the Brocard Angle. The Lemoine circle divides
any side into segments proportional to the squares of the sides

$$
\overline{A_{2} P_{2}}: \overline{P_{2} Q_{3}}: \overline{Q_{3} A_{3}}=a_{3}{ }^{2}: a_{1}{ }^{2}: a_{2}{ }^{2} .
$$

Furthermore, the chords cut from the sides by the Lemoine circle are proportional to the squares of the sides.

The Cosine Circle is sometimes called the second Lemoine circle.
see also Cosine Circle, Lemoine Line, Lemoine Point, Tucker Circles
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## Lemoine Line

The Lemoine line, also called the Lemoine Axis, is the perspectivity axis of a Triangle and its Tangential Triangle, and also the Trilinear Polar of the CenTROID of the triangle vertices. It is also the Polar of $K$ with regard to its Circumcircle, and is Perpendicular to the Brocard Axis.

The centers of the Apollonius Circles $L_{1}, L_{2}$, and $L_{3}$ are Collinear on the Lemoine Line. This line is Perpendicular to the Brocard Axis $O K$ and is the Radical Axis of the Circumcircle and the Brocard Circle. It has equation

$$
\frac{\alpha}{a}+\frac{\beta}{b}+\frac{\gamma}{c}
$$

in terms of Trilinear Coordinates (Oldknow 1996). see also Apollonius Circles, Brocard Axis, Centroid (Triangle), Circumcircle, Collinear, lemoine Circle, Lemoine Point, Polar, Radical Axis, Tangential Triangle, Trilinear Polar
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## Lemoine Point

The point of concurrence $K$ of the Symmedian Lines, sometimes also called the Symmedian Point and Grebe Point.

Let $G$ be the Centroid of a Triangle $\triangle A B C, L_{A}$, $L_{B}$, and $L_{C}$ the Angle Bisectors of Angles $A, B$, $C$, and $G_{A}, G_{B}$, and $G_{C}$ the reflections of $A G, B G$, and $C G$ about $L_{A}, L_{B}$, and $L_{C}$. Then $K$ is the point of concurrence of the lines $G_{A}, G_{B}$, and $G_{C}$. It is the perspectivity center of a Triangle and its Tangential Triangle.

In Areal Coordinates (actual Trilinear Coordinates), the Lemoine point is the point for which $\alpha^{2}+\beta^{2}+\gamma^{2}$ is a minimum. A center $X$ is the Centroid of its own Pedal Triangle Iff it is the Lemoine point.

The Lemoine point lies on the Brocard Axis, and its distances from the Lemoine point $K$ to the sides of the Triangle are

$$
\overline{K K_{i}}=\frac{1}{2} a_{i} \tan \omega
$$

where $\omega$ is the Brocard Angle. A Brocard Line, MEDIAN, and Lemoine point are concurrent, with $A_{1} \Omega_{1}$, $A_{2} K$, and $A_{3} M$ meeting at a point. Similarly, $A_{1} \Omega^{\prime}$, $A_{2} M$, and $A_{3} K$ meet at a point which is the Isogonal Conjugate of the first (Johnson 1929, pp. 268-269). The line joining the Midpoint of any side to the midpoint of the Altitude on that side passes through the Lemoine point $K$. The Lemoine point $K$ is the Steiner Point of the first Brocard Triangle.
see also Angle Bisector, Brocard Angle, Brocard Axis, Brocard Diameter, Centroid (Triangle), Cosymmedian Triangles, Grebe Point, Isogonal Conjugate, Lemoine Circle, Lemoine Line, Line at Infinity, Mittenpunkt, Pedal Triangle, Steiner Points, Symmedian Line, Tangential TriANGLE
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## Lemoine's Problem

Given the vertices of the three Equilateral Triangles placed on the sides of a Triangle $T$, construct $T$. The solution can be given using Kiepert's Hyperbola.
see also Kiepert's Hyperbola

## Lemon



A Surface of Revolution defined by Kepler. It consists of less than half of a circular ARc rotated about an axis passing through the endpoints of the Arc. The equations of the upper and lower boundaries in the $x z$ plane are

$$
z_{ \pm}= \pm \sqrt{R^{2}-(x+r)^{2}}
$$

for $R>r$ and $x \in[-(R-r), R-r]$. The Cross-SEction of a lemon is a Lens. The lemon is the inside surface of a Spindle Torus.
see also Apple, Lens, Spindle Torus

## Length (Curve)

Let $\gamma(t)$ be a smooth curve in a Manifold $M$ from $x$ to $y$ with $\gamma(0)=x$ and $\gamma(1)=y$. Then $\gamma^{\prime}(t) \in T_{\gamma(t)}$, where $T_{x}$ is the Tangent Space of $M$ at $x$. The length of $\gamma$ with respect to the Riemannian structure is given by

$$
\int_{0}^{1}\left\|\gamma^{\prime}(t)\right\|_{\gamma(t)} d t
$$

see also ARC LENGTH, Distance

## Length Distribution Function

A function giving the distribution of the interpoint distances of a curve. It is defined by

$$
p(r)=\frac{1}{N} \sum_{i j} \delta_{r_{i j}=r}
$$

see also Radius of Gyration

## References

Pickover, C. A. Keys to Infinity. New York: W. H. Freeman, pp. 204-206, 1995.

## Length (Number)

The length of a number $n$ in base $b$ is the number of Digits in the base- $b$ numeral for $n$, given by the formula

$$
L(n, b)=\left\lfloor\log _{b}(n)\right\rfloor+1
$$

where $\lfloor x\rfloor$ is the Floor Function.
The Multiplicative Persistence of an $n$-Digit is sometimes also called its length.
see also Concatenation, Digit, Figures, Multiplicative Persistence

## Length (Partial Order)

For a Partial Order, the size of the longest Chain is called the length.
see also Width (Partial Order)

## Length (Size)

The longest dimension of a 3-D object.
see also Height, Width (Size)

## Lengyel's Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

Let $L$ denote the partition lattice of the SET $\{1,2, \ldots, n\}$. The MAXIMUM element of $L$ is

$$
\begin{equation*}
M=\{\{1,2, \ldots, n\}\} \tag{1}
\end{equation*}
$$

and the Minimum element is

$$
\begin{equation*}
m=\{\{1\},\{2\}, \ldots,\{n\}\} . \tag{2}
\end{equation*}
$$

Let $Z_{n}$ denote that number of chains of any length in $L$ containing both $M$ and $m$. Then $Z_{n}$ satisfies the Recurrence Relation

$$
\begin{equation*}
Z_{n}=\sum_{k=1}^{n-1} s(n, k) Z_{k} \tag{3}
\end{equation*}
$$

where $s(n, k)$ is a Stirling Number of the Second Kind. Lengyel (1984) proved that the Quotient

$$
\begin{equation*}
r(n)=\frac{Z_{n}}{(n!)^{2}(2 \ln 2)^{-n} n^{1-(\ln 2) / 3}} \tag{4}
\end{equation*}
$$

is bounded between two constants as $n \rightarrow \infty$, and Flajolet and Salvy (1990) improved the result of Babai and Lengyel (1992) to show that

$$
\begin{equation*}
\Lambda \equiv \lim _{n \rightarrow \infty} r(n)=1.0986858055 \ldots \tag{5}
\end{equation*}
$$

## References

Babai, L. and Lengyel, T. "A Convergence Criterion for Recurrent Sequences with Application to the Partition Lattice." Analysis 12, 109-119, 1992.
Finch, S. "Favorite Mathematical Constants." http://www. mathsoft.com/asolve/constant/lngy/lngy.html.
Flajolet, P. and Salvy, B. "Hierarchal Set Partitions and Analytic Iterates of the Exponential Function." Unpublished manuscript, 1990.
Lengyel, T. "On a Recurrence Involving Stirling Numbers." Europ. J. Comb. 5, 313-321, 1984.
Plouffe, S. "The Lengyel Constant." http://lacim.uqam.ca/ pidata/lengyel.txt.

## Lens



A figure composed of two equal and symmetrically placed circular ARCS. It is also known as the Fish Bladder (Pedoe 1995, p. xii) or Vesica Piscis. The latter term is often used for the particular lens formed by the intersection of two unit Circles whose centers are offset by a unit distance (Rawles 1997). In this case, the height of the lens is given by letting $d=r=R=1$ in the equation for a Circle-Circle Intersection

$$
\begin{equation*}
a=\frac{1}{d} \sqrt{4 d^{2} R^{2}-\left(d^{2}-r^{2}+R^{2}\right)^{2}} \tag{1}
\end{equation*}
$$

giving $a=\sqrt{3}$. The Area of the Vesica Piscis is given by plugging $d=R$ into the Circle-Circle IntersecTION area equation with $r=R$,

$$
\begin{equation*}
A=2 R^{2} \cos ^{-1}\left(\frac{d}{2 R}\right)-\frac{1}{2} d \sqrt{4 R^{2}-d^{2}} \tag{2}
\end{equation*}
$$

giving

$$
\begin{equation*}
A=\frac{1}{6}(4 \pi-3 \sqrt{3}) \approx 1.22837 \tag{3}
\end{equation*}
$$

Renaissance artists frequently surrounded images of Jesus with the vesica piscis (Rawles 1997). An asymmetrical lens is produced by a Circle-Circle Intersection for unequal Circles.
see also Circle, Circle-Circle Intersection, Flower of Life, Lemon, Lune (Plane), Reuleaux Triangle, Sector, Seed of Life, Segment, Venn Diagram

## References

Pedoe, D. Circles: A Mathematical View, rev. ed. Washington, DC: Math. Assoc. Amer., 1995.
Rawles, B. Sacred Geometry Design Sourcebook: Universal Dimensional Patterns. Nevada City, CA: Elysian Pub., p. 11, 1997.

## Lens Space

A lens space $L(p, q)$ is the 3-Manifold obtained by gluing the boundaries of two solid Tori together such that the meridian of the first goes to a $(p, q)$-curve on the second, where a ( $p, q$ )-curve has $p$ meridians and $q$ longitudes.

## References

Rolfsen, D. Knots and Links. Wilmington, DE: Publish or Perish Press, 1976.

## Lenstra Elliptic Curve Method

A method of factoring Integers using Elliptic Curves.

## References

Montgomery, P. L. "Speeding up the Pollard and Elliptic Curve Methods of Factorization." Math. Comput. 48, 243-264, 1987.

## Léon Anne's Theorem



Pick a point $O$ in the interior of a Quadrilateral which is not a Parallelogram. Join this point to each of the four Vertices, then the Locus of points $O$ for which the sum of opposite Triangle areas is half the Quadrilateral Area is the line joining the Midpoints $M_{1}$ and $M_{2}$ of the Diagonals.
see also Diagonal (Polygon), Midpoint, Quadrilateral

## References

Honsberger, R. More Mathematical Morsels. Washington, DC: Math. Assoc. Amer., pp. 174-175, 1991.

## Leonardo's Paradox

In the depiction of a row of identical columns parallel to the plane of a Perspective drawing, the outer columns should appear wider even though they are farther away.
see also Perspective, Vanishing Point, Zeeman's Paradox

## References

Dixon, R. Mathographics. New York: Dover, p. 82, 1991.

## Leptokurtic

A distribution with a high peak so that the Kurtosis satisfies $\gamma_{2}>0$.
see also Kurtosis

## Lerch's Theorem

If there are two functions $F_{1}(t)$ and $F_{2}(t)$ with the same integral transform

$$
\begin{equation*}
\mathcal{T}\left[F_{1}(t)\right]=\mathcal{T}\left[F_{2}(t)\right] \equiv f(s) \tag{1}
\end{equation*}
$$

then a Null Function can be defined by

$$
\begin{equation*}
\delta_{0}(t) \equiv F_{1}(t)-F_{2}(t) \tag{2}
\end{equation*}
$$

so that the integral

$$
\begin{equation*}
\int_{0}^{a} \delta_{0}(t) d t=0 \tag{3}
\end{equation*}
$$

vanishes for all $a>0$.
see also Null Function

## Lerch Transcendent

A generalization of the Hurwitz Zeta Function and Polylogarithm function. Many sums of reciprocal Powers can be expressed in terms of it. It is defined by

$$
\begin{equation*}
\Phi(z, s, a) \equiv \sum_{k=0}^{\infty} \frac{z^{k}}{(a+k)^{s}}, \tag{1}
\end{equation*}
$$

where any term with $a+k=0$ is excluded.
The Lerch transcendent can be used to express the Dirichlet Beta Function

$$
\begin{equation*}
\beta(s) \equiv \sum_{k=0}^{\infty}(-1)^{k}(2 k+1)^{-s} 2^{-s} \Phi\left(-1, s, \frac{1}{2}\right), \tag{2}
\end{equation*}
$$

the integral of the Fermi-Dirac Distribution

$$
\begin{equation*}
\int_{0}^{\infty} \frac{k^{s}}{e^{k-\mu}+1} d k=e^{\mu} \Gamma(s+1) \Phi\left(-e^{\mu}, s+1,1\right) \tag{3}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function, and to evaluate the Dirichlet $L$-Series.
see also Dirichlet Beta Function, Dirichlet $L$ Series, Fermi-Dirac Distribution, Hurwitz Zeta Function, Polylogarithm

## Less

A quantity $a$ is said to be less than $b$ if $a$ is smaller than $b$, written $a<b$. If $a$ is less than or Equal to $b$, the relationship is written $a \leq b$. If $a$ is MUCH LeSS than $b$, this is written $a \ll b$. Statements involving Greater than and less than symbols are called Inequalities.
see also Equal, Greater, Inequality, Much Greater, Much Less

## Letter-Value Display

A method of displaying simple statistical parameters including Hinges, Median, and upper and lower values.

## References

Tukey, J. W. Explanatory Data Analysis. Reading, MA: Addison-Wesley, p. 33, 1977.

## Leudesdorf Theorem

Let $t(m)$ denote the set of the $\phi(m)$ numbers less than and Relatively Prime to $m$, where $\phi(n)$ is the Totient Function. Then if

$$
S_{m} \equiv \sum_{t(m)} \frac{1}{t}
$$

then

$$
\begin{cases}S_{m} \equiv 0\left(\bmod m^{2}\right) & \text { if } 2 \nmid m, 3 \nmid m \\ S_{m} \equiv 0\left(\bmod \frac{1}{3} m^{2}\right) & \text { if } 2 \nmid m, 3 \mid m \\ S_{m} \equiv 0\left(\bmod \frac{1}{2} m^{2}\right) & 2 \mid m, \nmid m, m \text { not a power of } 2 \\ S_{m} \equiv 0\left(\bmod \frac{1}{6} m^{2}\right) & \text { if } 2|m, 3| m \\ S_{m} \equiv 0\left(\bmod \frac{1}{4} m^{2}\right) & \text { if } m=2^{a} .\end{cases}
$$

see also Bauer's Identical Congruence, Totient FUNCTION

## References

Hardy, G. H. and Wright, E. M. "A Theorem of Leudesdorf." $\S 8.7$ in An Introduction to the Theory of Numbers, 5th ed. Oxford, England: Clarendon Press, pp. 100-102, 1979.

## Level Curve

A Level Set in 2-D.

## Level Set

The level set of $c$ is the SET of points

$$
\left\{\left(x_{1}, \ldots, x_{n}\right) \in U: f\left(x_{1}, \ldots, x_{n}\right)=c\right\} \in \mathbb{R}^{n}
$$

and is in the Domain of the function. If $n=2$, the level set is a plane curve (a level curve). If $n=3$, the level set is a surface (a level surface).

## References

Gray, A. "Level Surfaces in $\mathbb{R}^{3}$." $\S 10.7$ in Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 204-207, 1993.

## Level Surface

A Level Set in 3-D.

## Levi-Civita Density

see Permutation Symbol

## Levi-Civita Symbol

see Permutation Symbol

## Levi-Civita Tensor

see Permutation Tensor

## Leviathan Number

The number $\left(10^{666}\right)$ !, where 666 is the BEAST NUMBER and $n$ ! denotes a Factorial. The number of trailing zeros in the Leviathan number is $25 \times 10^{664}-143$ (Pickover 1995).
see also 666, Apocalypse Number, Apocalyptic Number, Beast Number

## References

Pickover, C. A. Keys to Infinity. New York: Wiley, pp. 97102, 1995.

## Levine-O'Sullivan Greedy Algorithm

For a sequence $\left\{\chi_{i}\right\}$, the Levine-O'Sullivan greedy algorithm is given by

$$
\begin{aligned}
\chi_{1} & =1 \\
\chi_{i} & =\max _{1 \leq j \leq i-1}(j+1)\left(i-\chi_{j}\right)
\end{aligned}
$$

for $i>1$.
see also Greedy Algorithm, Levine-O'Sullivan SeQUENCE

## References

Levine, E. and O'Sullivan, J. "An Upper Estimate for the Reciprocal Sum of a Sum-Free Sequence." Acta Arith. 34, 9-24, 1977.

## Levine-O'Sullivan Sequence

The sequence generated by the Levine-O'Sullivan Greedy Algorithm: $1,2,4,6,9,12,15,18,21,24$, $28,32,36,40,45,50,55,60,65, \ldots$ (Sloane's A014011). The reciprocal sum of this sequence is conjectured to bound the reciprocal sum of all $A$-SEQUENCES.

References
Finch, S. "Favorite Mathematical Constants." http://www. mathsoft.com/asolve/constant/erdos/erdos.html.
Levine, E. and O'Sullivan, J. "An Upper Estimate for the Reciprocal Sum of a Sum-Free Sequence." Acta Arith. 34, 9-24, 1977.
Sloane, N. J. A. Sequence A014011 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Lévy Constant

Let $p_{n} / q_{n}$ be the $n$th Convergent of a Real Number $x$. Then almost all Real Numbers satisfy

$$
L \equiv \lim _{n \rightarrow \infty}\left(q_{n}\right)^{1 / n}=e^{\pi^{2} /(12 \ln 2)}=3.27582291872 \ldots
$$

see also Khintchine’s Constant, Khintchine-Lévy Constant

References
Le Lionnais, F. Les nombres remarquables. Paris: Hermann, p. 51, 1983.

## Lévy Distribution

$$
\mathcal{F}\left[P_{N}(k)\right]=\exp \left(-N|k|^{\beta}\right)
$$

where $\mathcal{F}$ is the Fourier Transform of the probability $P_{N}(k)$ for $N$-step addition of random variables. Lévy showed that $\beta \in(0,2)$ for $P(x)$ to be Nonnegative. The Lévy distribution has infinite variance and sometimes infinite mean. The case $\beta=1$ gives a CaUCHy Distribution, while $\beta=2$ gives a Gaussian Distribution.
see also Cauchy Distribution, Gaussian DistribuTION

## Lévy Flight

Random Walk trajectories which are composed of selfsimilar jumps. They are described by the Lévy DistriBUTION.

## see also LÉvy Distribution

## References

Shlesinger, M.; Zaslavsky, G. M.; and Frisch, U. (Eds.). Lévy Flights and Related Topics in Physics. Now York: Springer-Verlag, 1995.

## Lévy Fractal



A Fractal curve, also called the C-Curve (Beeler et al. 1972, Item 135). The base curve and motif are illustrated below.

see also Lévy Tapestry

## References

Beeler, M.; Gosper, R. W.; and Schroeppel, R. HAKMEM. Cambridge, MA: MIT Artificial Intelligence Laboratory, Memo AIM-239, Feb. 1972.
Dixon, R. Mathographics. New York: Dover, pp. 182-183, 1991.

Lauwerier, H. Fractals: Endlessly Repeated Geometric Figures. Princeton, NJ: Princeton University Press, pp. 4548, 1991.
Weisstein, E. W. "Fractals." http://www.astro.virginia. edu/~eww6n/math/notebooks/Fractal.m.

## Lévy Function

 see Brown Function
## Lévy Tapestry



The Fractal curve illustrated above, with base curve and motif illustrated below.

see also LÉVy Fractal

## References

Lauwerier, H. Fractals: Endlessly Repeated Geometric Figures. Princeton, NJ: Princeton University Press, pp. 4548, 1991.
楽 Weisstein, E. W. "Fractals." http://www.astro.virginia. edu/~eww6n/math/notebooks/Fractal.m.

## Lew $k$-gram

Diagrams invented by Lewis Carroll which can be used to determine the number of minimal Minimal Covers of $n$ numbers with $k$ members.

## References

Macula, A. J. "Lewis Carroll and the Enumeration of Minimal Covers." Math. Mag. 68, 269-274, 1995.

## Lexicographic Order

An ordering of Permutations in which they are listed in increasing numerical order. For example, the PerMUTATIONS of $\{1,2,3\}$ in lexicographic order are 123 , $132,213,231,312$, and 321.
see also Transposition Order

## References

Ruskey, F. "Information on Combinations of a Set." http://sue.csc.uvic.ca/~cos/inf/comb/Combinations Info.html.

## Lexis Ratio

$$
L \equiv \frac{\sigma}{\sigma_{B}},
$$

where $\sigma$ is the Variance in a set of $s$ Lexis Trials and $\sigma_{B}$ is the Variance assuming Bernoulli Trials.

If $L<1$, the trials are said to be Subnormal, and if $L>1$, the trials are said to be Supernormal. see also Bernoulli Trial, Lexis Trials, Subnormal, Supernormal

## Lexis Trials

$n$ sets of $s$ trials each, with the probability of success $p$ constant in each set.

$$
\operatorname{var}\left(\frac{x}{n}\right)=s p q+s(s-1){\sigma_{p}}^{2}
$$

where $\sigma_{p}{ }^{2}$ is the Variance of $p_{i}$.
see also Bernoulli Trial, Lexis Ratio

## $\mathbf{L g}$

The Logarithm to Base 2 is denoted $\lg$, i.e.,

$$
\lg x \equiv \log _{2} x
$$

see also Base (Logarithm), E, LN, Logarithm, Napierian Logarithm, Natural Logarithm

## Liar's Paradox

see Epimenides Paradox

## Lichnerowicz Conditions

Second and higher derivatives of the Metric Tensor $g_{a b}$ need not be continuous across a surface of discontinuity, but $g_{a b}$ and $g_{a b, c}$ must be continuous across it.

## Lichnerowicz Formula

$$
D^{*} D \psi=\nabla^{*} \nabla \psi+\frac{1}{4} R \psi-\frac{1}{2} F_{L}^{+}(\psi)
$$

where $D$ is the Dirac operator $D: \Gamma\left(W^{+}\right) \rightarrow \Gamma\left(W^{-}\right)$, $\nabla$ is the Covariant Derivative on Spinors, $R$ is the Curvature Scalar, and $F_{L}^{+}$is the self-dual part of the curvature of $L$.
see also Lichnerowicz-Weitzenbock Formula

## References

Donaldson, S. K. "The Seiberg-Witten Equations and 4Manifold Topology." Bull. Amer. Math. Soc. 33, 45-70, 1906.

## Lichnerowicz-Weitzenbock Formula

$$
D^{*} D \psi=\nabla^{*} \nabla \psi+\frac{1}{4} R \psi
$$

where $D$ is the Dirac operator $D: \Gamma\left(S^{+}\right) \rightarrow \Gamma\left(S^{-}\right), \nabla$ is the Covariant Derivative on Spinors, and $R$ is the Curvature Scalar.
see also Lichnerowicz Formula

## References

Donaldson, S. K. "The Seiberg-Witten Equations and 4Manifold Topology." Bull. Amer. Math. Soc. 33, 45-70, 1996.

## Lichtenfels Surface

A Minimal Surface given by the parametric equation

$$
\begin{aligned}
& x=\Re\left[\sqrt{2} \cos \left(\frac{1}{3} \zeta\right) \sqrt{\cos \left(\frac{2}{3} \zeta\right)}\right] \\
& y=\Re\left[-\sqrt{2} \cos \left(\frac{1}{3} \zeta\right) \sqrt{\cos \left(\frac{2}{3} \zeta\right)}\right] \\
& z=\Re\left[-\frac{1}{3} \sqrt{2} i \int_{0}^{t} \frac{d \zeta}{\sqrt{\cos \left(\frac{2}{3} \zeta\right)}}\right] .
\end{aligned}
$$

References
do Carmo, M. P. "The Helicoid." §3.5F in Mathematical Models from the Collections of Universities and Museums (Ed. G. Fischer). Braunschweig, Germany: Vieweg, p. 47, 1986.

Lichtenfels, O. von. "Notiz über eine transcendente Minimalfäche." Sitzungsber. Kaiserl. Akad. Wiss. Wien 94, 41-54, 1889.

## Lie Algebra

A Nonassociative Algebra obeyed by objects such as the Lie Bracket and Poisson Bracket. Elements $f, g$, and $h$ of a Lie algebra satisfy

$$
\begin{align*}
{[f, g] } & =-[g, f]  \tag{1}\\
{[f+g, h] } & =[f, h]+[g, h] \tag{2}
\end{align*}
$$

and

$$
\begin{equation*}
[f,[g, h]]+[g,[h, f]]+[h,[f, g]]=0 \tag{3}
\end{equation*}
$$

(the Jacobi Identity), and are not Associative. The binary operation of a Lie algebra is the bracket

$$
\begin{equation*}
[f g, h]=f[g, h]+g[f, h] \tag{4}
\end{equation*}
$$

see also Jacobi Identities, Lie Algebroid, Lie Bracket, Iwasawa's Theorem, Poisson Bracket
References
Jacobson, N. Lie Algebras. New York: Dover, 1979.

## Lie Algebroid

The infinitesimal algebraic object associated with a LIE Groupoid. A Lie algebroid over a Manifold $B$ is a Vector Bundle $A$ over $B$ with a Lie Algebra structure [, ] (Lie Bracket) on its Space of smooth sections together with its Anchor $\rho$.
see also Lie Algebra

## References

Weinstein, A. "Groupoids: Unifying Internal and External Symmetry." Not. Amer. Math. Soc. 43, 744-752, 1996.

## Lie Bracket

The commutation operation

$$
[a, b]=a b-b a
$$

corresponding to the Lie Product.
see also Lagrange Bracket, Poisson Bracket

## Lie Commutator

see Lie Product

## Lie Derivative

$$
\mathcal{L}_{x} T^{a b} \equiv \lim _{\delta u \rightarrow 0} \frac{T^{a b}\left(x^{\prime}\right)-T^{\prime a b}(x)}{\delta u} .
$$

## Lie Group

A continuous Group with an infinite number of elements such that the parameters of a product element are Analytic Functions. Lie groups are also $C^{\infty}$ MANIFOLDS with the restriction that the group operation maps a $C^{\infty}$ map of the Manifold into itself. Examples include $O_{3}, S U(n)$, and the Lorentz Group. see also Compact Group, Lie Algebra, Lie Groupoid, Lie-Type Group, Nil Geometry, Sol Geometry

## References

Arfken, G. "Infinite Groups, Lie Groups." Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, p. 251-252, 1985.
Chevalley, C. Theory of Lie Groups. Princeton, NJ: Princeton University Press, 1946.
Knapp, A. W. Lie Groups Beyond an Introduction. Boston, MA: Birkhäuser, 1996.
Lipkin, H. J. Lie Groups for Pedestrians, 2nd ed. Amsterdam, Netherlands: North-Holland, 1966.

## Lie Groupoid

A Groupoid $G$ over $B$ for which $G$ and $B$ are differentiable manifolds and $\alpha, \beta$, and multiplication are differentiable maps. Furthermore, the derivatives of $\alpha$ and $\beta$ are required to have maximal Rank everywhere. Here, $\alpha$ and $\beta$ are maps from $G$ onto $\mathbb{R}^{2}$ with $\alpha:(x, \gamma, y) \mapsto x$ and $\beta:(x, \gamma, y) \mapsto y$.
see also Lie Algebroid, Nilpotent Lie Group, Semisimple Lie Group, Solvable Lie Group

## References

Weinstein, A. "Groupoids: Unifying Internal and External Symmetry." Not. Amer. Math. Soc. 43, 744-752, 1996.

## Lie Product

The multiplication operation corresponding to the LIE Bracket.

## Lie-Type Group

A finite analog of Lie Groups. The Lie-type groups include the Chevalley Groups $[P S L(n, q), P S U(n, q)$, $\left.P S p(2 n, q), P \Omega^{\epsilon}(n, q)\right]$, Twisten Chevalitey Groups, and the Tits Group.
see also Chevalley Groups, Finite Group, Lie Group, Linear Group, Orthogonal Group, Simple Group, Symplectic Group, Tits Group, Twisted Chevalley Groups, Unitary Group

## References

Wilson, R. A. "ATLAS of Finite Group Representation." http://for.mat.bham.ac.uk/atlas\#lie.

## Liebmann's Theorem

A Sphere is Rigid.
see also Rigid

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 377, 1993.
O'Neill, B. Elementary Differential Geometry, 2nd ed. New York: Academic Press, p. 262, 1997.

## Life

The most well-known Cellular Automaton, invented by John Conway and popularized in Martin Gardner's Scientific American column starting in October 1970. The game was originally played (i.e., successive generations were produced) by hand with counters, but implementation on a computer greatly increased the ease of exploring patterns.

The Life Automaton is run by placing a number of filled cells on a 2-D grid. Each generation then switches cells on or off depending on the state of the cells that surround it. The rules are defined as follows. All eight of the cells surrounding the current one are checked to see if they are on or not. Any cells that are on are counted, and this count is then used to determine what will happen to the current cell.

1. Death: if the count is less than 2 or greater than 3 , the current cell is switched off.
2. Survival: if (a) the count is exactly 2 , or (b) the count is exactly 3 and the current cell is on, the current cell is left unchanged.
3. Birth: if the current cell is off and the count is exactly 3 , the current cell is switched on.
Hensel gives a Java applet (http://www.mindspring. com/~alanh/life/) implementing the Game of Life on his web page.
A pattern which does not change from one generation to the next is known as a Still Life, and is said to have period 1. Conway originally believed that no pattern could produce an infinite number of cells, and offered a $\$ 50$ prize to anyone who could find a counterexample before the end of 1970 (Gardner 1983, p. 216). Many counterexamples were subsequently found, including Guns and Puffer Trains.

A Life pattern which has no Father Pattern is known as a Garden of Eden (for obvious biblical reasons). The first such pattern was not found until 1971, and at least 3 are now known. It is not, however, known if a pattern exists which has a Father Pattern, but no Grandfather Pattern (Gardner 1983, p. 249).

Rather surprisingly, Gosper and J. H. Conway independently showed that Life can be used to generate a Universal Turing Machine (Berlekamp et al. 1982, Gardner 1983, pp. 250-253).

Similar Cellular Automaton games with different rules are HashLife, HexLife, and HighLife.
see also Cellular Automaton, HashLife, HexLife, HighLife
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## Life Expectancy

An $l_{x}$ table is a tabulation of numbers which is used to calculate life expectancies.

| $x$ | $n_{x}$ | $d_{x}$ | $l_{x}$ | $q_{x}$ | $L_{x}$ | $T_{x}$ | $e_{x}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 1000 | 200 | 1.00 | 0.20 | 0.90 | 2.70 | 2.70 |
| 1 | 800 | 100 | 0.80 | 0.12 | 0.75 | 1.80 | 2.25 |
| 2 | 700 | 200 | 0.70 | 0.29 | 0.60 | 1.05 | 1.50 |
| 3 | 500 | 300 | 0.50 | 0.60 | 0.35 | 0.45 | 0.90 |
| 4 | 200 | 200 | 0.20 | 1.00 | 0.10 | 0.10 | 0.50 |
| 5 | 0 | 0 | 0.00 | - | 0.00 | 0.00 | - |
| $\sum$ |  | 1000 | 2.70 |  |  |  |  |

$x$ : Age category $(x=0,1, \ldots, k)$. These values can be in any convenient units, but must be chosen so that no observed lifespan extends past category $k-1$.
$n_{x}$ : Census size, defined as the number of individuals in the study population who survive to the beginning of age category $x$. Therefore, $n_{0}=N$ (the total population size) and $n_{k}=0$.
$d_{x}:=n_{x}-n_{x+1} ; \sum_{i=0}^{k} d_{i}=n_{0}$. Crude death rate which measures the number of individuals who die within age category $x$.
$l_{x}:=n_{x} / n_{0}$. Survivorship, which measures the proportion of individuals who survive to the beginning of age category $x$.
$q_{x}:=d_{x} / n_{x} ; q_{k-1}=1$. Proportional death rate, or "risk," which measures the proportion of individuals surviving to the beginning of age category $x$ who die within that category.
$L_{x}:=\left(l_{x}+l_{x+1}\right) / 2$. Midpoint survivorship, which measures the proportion of individuals surviving to the midpoint of age category $x$. Note that the simple averaging formula must be replaced by a more complicated expression if survivorship is nonlinear within age categories. The sum $\sum_{i=0}^{k} L_{x}$ gives the total number of age categories lived by the entire study population.
$T_{x}:=T_{x-1}-L_{x-1} ; T_{0}=\sum_{i=0}^{k} L_{x}$. Measures the total number of age categories left to be lived by all individuals who survive to the beginning of age category $x$.
$e_{x}:=T_{x} / l_{x} ; e_{k-1}=1 / 2$. Life expectancy, which is the mean number of age categories remaining until death for individuals surviving to the beginning of age category $x$.

For all $x, e_{x+1}+1>e_{x}$. This means that the total expected lifespan increases monotonically. For instance, in the table above, the one-year-olds have an average age at death of $2.25+1=3.25$, compared to 2.70 for newborns. In effect, the age of death of older individuals is a distribution conditioned on the fact that they have survived to their present age.
It is common to study survivorship as a semilog plot of $l_{x}$ vs. $x$, known as a Survivorship Curve. A so-called $l_{x} m_{x}$ table can be used to calculate the mean generation time of a population. Two $l_{x} m_{x}$ tables are illustrated below.

Population 1

| $x$ | $l_{x}$ | $m_{x}$ | $l_{x} m_{x}$ | $x l_{x} m_{x}$ |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 1.00 | 0.00 | 0.00 | 0.00 |
| 1 | 0.70 | 0.50 | 0.35 | 0.35 |
| 2 | 0.50 | 1.50 | 0.75 | 1.50 |
| 3 | 0.20 | 0.00 | 0.00 | 0.00 |
| 4 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | $R_{0}=1.10$ | $\sum=1.85$ |

$$
\begin{aligned}
T & =\frac{\sum x l_{x} m_{x}}{\sum l_{x} m_{x}}=\frac{1.85}{1.10}=1.68 \\
r & =\frac{\ln R_{0}}{T}=\frac{\ln 1.10}{1.68}=0.057
\end{aligned}
$$

Population 2

| $x$ | $l_{x}$ | $m_{x}$ | $l_{x} m_{x}$ | $x l_{x} m_{x}$ |
| ---: | ---: | ---: | ---: | ---: |
| 0 | 1.00 | 0.00 | 0.00 | 0.00 |
| 1 | 0.70 | 0.00 | 0.00 | 0.00 |
| 2 | 0.50 | 2.00 | 1.00 | 2.00 |
| 3 | 0.20 | 0.50 | 0.10 | 0.30 |
| 4 | 0.00 | 0.00 | 0.00 | 0.00 |
|  |  |  | $R_{0}=1.10$ | $\sum=2.30$ |

$$
\begin{aligned}
T & =\frac{\sum x l_{x} m_{x}}{\sum l_{x} m_{x}}=\frac{2.30}{1.10}=2.09 \\
r & =\frac{\ln R_{0}}{T}=\frac{\ln 1.10}{2.09}=0.046
\end{aligned}
$$

$x$ : Age category $(x=0,1, \ldots, k)$. These values can be in any convenient units, but must be chosen so that no observed lifespan extends past category $k-1$ (as in an $l_{x}$ table).
$l_{x}:=n_{x} / n_{0}$. Survivorship, which measures the proportion of individuals who survive to the beginning of age category $x$ (as in an $l_{x}$ table).
$m_{x}$ : The average number of offspring produced by an individual in age category $x$ while in that age category. $\sum_{i=0}^{k} m_{x}$ therefore represents the average lifetime number of offspring produced by an individual of maximum lifespan.
$l_{x} m_{x}$ : The average number of offspring produced by an individual within age category $x$ weighted by the probability of surviving to the beginning of that age category. $\sum_{i=0}^{k} l_{x} m_{x}$ therefore represents the average lifetime number of offspring produced by a member of the study population. It is called the net reproductive rate per generation and is often denoted $R_{0}$.
$x l_{x} m_{x}$ : A column weighting the offspring counted in the previous column by their parents' age when they were born. Therefore, the ratio $T=\sum\left(x l_{x} m_{x}\right) / \sum\left(l_{x} m_{x}\right)$ is the mean generation time of the population.

The Malthusian Parameter $r$ measures the reproductive rate per unit time and can be calculated as $r=\left(\ln R_{0}\right) / T$. For an exponentially increasing population, the population size $N(t)$ at time $t$ is then given by

$$
N(t)=N_{0} e^{r t}
$$

In the above two tables, the populations have identical reproductive rates of $R_{0}=1.10$. However, the shift toward later reproduction in population 2 increases the generation time, thus slowing the rate of POPULATION Growth. Often, a slight delay of reproduction decreases Population Growth more strongly than does even a fairly large reduction in reproductive rate.
see also Gompertz Curve, Logistic Growth Curve, Makeham Curve, Malthusian Parameter, Population Growth, Survivorship Curve

## Lift

Given a Map $f$ from a Space $X$ to a Space $Y$ and another Map $g$ from a Space $Z$ to a Space $Y$, a lift is a Map $h$ from $X$ to $Z$ such that $g h=f$. In other words, a lift of $f$ is a MAP $h$ such that the diagram (shown below) commutes.


If $f$ is the identity from $Y$ to $Y$, a Manifold, and if $g$ is the bundle projection from the Tangent Bundle to $Y$, the lifts are precisely Vector Fields. If $g$ is a bundle projection from any Fiber Bundle to $Y$, then lifts are precisely sections. If $f$ is the identity from $Y$ to $Y$, a MANIFOLD, and $g$ a projection from the orientation double cover of $Y$, then lifts exist IfF $Y$ is an orientable Manifold.

If $f$ is a Map from a Circle to $Y$, an $n$-Manifold, and $g$ the bundle projection from the Fiber Bundle of alternating $n$-FORMS on $Y$, then lifts always exist Iff $Y$ is orientable. If $f$ is a MaP from a region in the Complex Plane to the Complex Plane (complex analytic), and if $g$ is the exponential MAP, lifts of $f$ are precisely Logarithms of $f$.
see also Lifting Problem

## Lifting Problem

Given a Map $f$ from a Space $X$ to a Space $Y$ and another Map $g$ from a Space $Z$ to a Space $Y$, docs there exist a MAP $h$ from $X$ to $Z$ such that $g h=f$ ? If such a map $h$ exists, then $h$ is called a Lift of $f$.
see also Extension Problem, Lift

## Ligancy

see Kissing Number

## Likelihood

The hypothetical Probability that an event which has already occurred would yield a specific outcome. The concept differs from that of a probability in that a probability refers to the occurrence of future events, while a likelihood refers to past events with known outcomes.
see also Likelihood Ratio, Maximum Likelihood, Negative Likelihood Ratio, Probability

## Likelihood Ratio

A quantity used to test Nested Hypotheses. Let $H^{\prime}$ be a Nested Hypothesis with $n^{\prime}$ Degrees of Freedom within $H$ (which has $n$ Degrees of Freedom), then calculate the Maximum Likelinood of a given outcome, first given $H^{\prime}$, then given $H$. Then

$$
\mathrm{LR}=\frac{\left[\text { likelihood } \mathrm{H}^{\prime}\right]}{[\text { likelihood } \mathrm{H}]} .
$$

Comparison of this ratio to the critical value of the Chi-Squared Distribution with $n-n^{\prime}$ Degrees of Freedom then gives the Significance of the increase in Likelihood.

The term likelihood ratio is also used (especially in medicine) to test nonnested complementary hypotheses as follows,

$$
\mathrm{LR}=\frac{[\text { true positive rate }]}{[\text { false positive rate }]}=\frac{[\text { sensitivity }]}{1-[\text { spccificity }]}
$$

see also Negative Likelihood Ratio, Sensitivity, Specificity

## Limaçon



The limaçon is a polar curve of the form

$$
r=b+a \cos \theta
$$

also called the Limaçon of Pascal. It was first investigated by Dürer, who gave a method for drawing it in Underweysung der Messung (1525). It was rediscovered by Étienne Pascal, father of Blaise Pascal, and named by Gilles-Personne Roberval in 1650 (MacTutor Archive). The word "limaçon" comes from the Latin limax, meaning "snail."
If $b \geq 2 a$, we have a convex limaçon. If $2 a>b>$ $a$, we have a dimpled limaçon. If $b=a$, the limaçon degenerates to a Cardioid. If $b<a$, we have limaçon with an inner loop. If $b=a / 2$, it is a Trisectrix (but not the Maclaurin Trisectrix) with inner loop of Area

$$
A_{\text {inner loop }}=\frac{1}{4} a^{2}\left(\pi-3 \sqrt{\frac{3}{2}}\right)
$$

and Area between the loops of

$$
A_{\mathrm{between} \text { loops }}=\frac{1}{4} a^{2}(\pi+3 \sqrt{3})
$$

(MacTutor Archive). The limaçon is an Anallagmatic Curve, and is also the Catacaustic of a Circle when the Radiant Point is a finite (Nonzero) distance from the Circumference, as shown by Thomas de St. Laurent in 1826 (MacTutor Archive).
see also CARDIOID
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## Limaçon Evolute



The Catacaustic of a Circle for a Radiant Point is the limaçon evolute. It has parametric equations

$$
\begin{aligned}
& x=\frac{a\left[4 a^{2}+4 b^{2}+9 a b \cos t-a b \cos (3 t)\right]}{4\left(2 a^{2}+b^{2}+3 a b \cos t\right)} \\
& y=\frac{a^{2} b \sin ^{3} t}{2 a^{2}+b^{2}+3 a b \cos t}
\end{aligned}
$$

## Limaçon of Pascal

see Limaçon

## Limit

A function $f(z)$ is said to have a $\operatorname{limit}^{\lim _{z \rightarrow a}} f(z)=c$ if, for all $\epsilon>0$, there exists a $\delta>0$ such that $|f(z)-c|<\epsilon$ whenever $0<|z-a|<\delta$.

## A Lower Limit

$$
\text { lower } \lim _{n \rightarrow \infty} S_{n}=\lim _{n \rightarrow \infty} S_{n}=h
$$

is said to exist if, for every $\epsilon>0,\left|S_{n}-h\right|<\epsilon$ for infinitely many values of $n$ and if no number less than $h$ has this property.
An Upper Limit

$$
\text { upper } \lim _{n \rightarrow \infty} S_{n}=\overline{\lim _{n \rightarrow \infty}} S_{n}=k
$$

is said to exist if, for every $\epsilon>0,\left|S_{n}-k\right|<\epsilon$ for infinitely many values of $n$ and if no number larger than $k$ has this property.

Indeterminate limit forms of types $\infty / \infty$ and $0 / 0$ can be computed with L'Hospital's Rule. Types $0 \cdot \infty$ can be converted to the form $0 i / 0$ by writing

$$
f(x) g(x)=\frac{f(x)}{1 / g(x)}
$$

Types $0^{0}, \infty^{0}$, and $1^{\infty}$ are treated by introducing a dependent variable $y=f(x) g(x)$, then calculating $\lim \ln y$. The original limit then equals $e^{\lim \ln y}$.
see also Central Limit Theorem, Continuous, Discontinuity, L'Hospital's Rule, Lower Limit, Upper Limit
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## Limit Comparison Test

Let $\sum a_{k}$ and $\sum b_{k}$ be two Series with Positive terms and suppose

$$
\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=\rho
$$

If $\rho$ is finite and $\rho>0$, then the two Series both Converge or Diverge.
see also Convergence Tests

## Limit Cycle

An attracting set to which orbits or trajectorics converge and upon which trajectories are periodic.
see also Hopf Bifurcation

## Limit Point

A number $x$ such that for all $\epsilon>0$, there exists a member of the SET $y$ different from $x$ such that $|y-x|<\epsilon$. The topological definition of limit point $P$ of $A$ is that $P$ is a point such that every OPEN SET around it intersects A.
see also Closed Set, Open Set
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## Lin's Method

An Algorithm for finding Roots for Quartic Equations with Complex Roots.
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## Lindeberg Condition

A Sufficient condition on the Lindeberg-Feller Central Limit Theorem. Given random variates $X_{1}$, $X_{2}, \ldots$, let $\left\langle X_{i}\right\rangle=0$, the Variance $\sigma_{i}{ }^{2}$ of $X_{i}$ be finite, and Variance of the distribution consisting of a sum of $X_{i} \mathrm{~S}$

$$
\begin{equation*}
S_{n} \equiv X_{1}+X_{2}+\ldots+X_{n} \tag{1}
\end{equation*}
$$

be

$$
\begin{equation*}
s_{n}{ }^{2} \equiv \sum_{i=1}^{n} \sigma_{i}{ }^{2} \tag{2}
\end{equation*}
$$

Let

$$
\begin{equation*}
\Lambda_{n}(\epsilon) \equiv \sum_{k=1}^{n}\left\langle\left(\frac{X_{k}}{s_{n}}\right)^{2} \left\lvert\, \frac{\left|X_{k}\right|}{s_{n}} \geq \epsilon\right.\right\rangle, \tag{3}
\end{equation*}
$$

then the Lindeberg condition is

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Lambda_{n}(\epsilon)=0 \tag{4}
\end{equation*}
$$

for all $\epsilon>0$.
see also Feller-Lévy Condition
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## Lindeberg-Feller Central Limit Theorem

If the random variates $X_{1}, X_{2}, \ldots$ satisfy the LindeBERG CONDITION, then for all $a<b$,

$$
\lim _{n \rightarrow \infty} P\left(a<\frac{S_{n}}{s_{n}}<b\right)=\Phi(b)-\Phi(a),
$$

where $\Phi$ is the Normal Distribution Function.
see also Central Limit Theorem, Feller-Lévy Condition, Normal Distribution Function
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## Lindelof's Theorem

The Surface of Revolution generated by the external Catenary between a fixed point $a$ and its conjugate on the Envelope of the Catenary through the fixed point is equal in AREA to the surface of revolution generated by its two Lindelof TANGENTS, which cross the axis of rotation at the point $a$ and are calculable from the position of the points and Catenary.
see also Catenary, Envelope, Surface of RevoluTION

## Lindemann-Weierstra $ß$ Theorem

If $\alpha_{1}, \ldots, \alpha_{n}$ are linearly independent over $\mathbb{Q}$, then $e^{\alpha_{1}}$, $\ldots, e^{\alpha_{n}}$ are algebraically independent over $\mathbb{Q}$.
see also Hermite-Lindemann Theorem

## Lindenmayer System

A String Rewriting system which can be used to generate Fractals with Dimension between 1 and 2. The term L-SYSTEM is often used as an abbreviation.
see also Arrowhead Curve, Dragon Curve Exterior Snowflake, Fractal, Hilbert Curve, Koch Snowflake, Peano Curve, Peano-Gosper Curve, Sierpiński Curve, String Rewriting
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## Line

Euclid defined a line as a "breadthless length," and a straight line as a line which "lies evenly with the points on itself" (Kline 1956, Dunham 1990). Lines are intrinsically 1-dimensional objects, but may be embedded in higher dimensional Spaces. An infinite line passing through points $A$ and $B$ is denoted $\underset{A B}{\overleftrightarrow{m}}$. A Line SEGMENT terminating at these points is denoted $\overline{A B}$. A line is sometimes called a Straight Line or, more archaically, a Right Line (Casey 1893), to emphasize that it has no curves anywhere along its length.

Consider first lines in a 2-D Plane. The line with $x$ Intercept $a$ and $y$-Intercept $b$ is given by the intercept form

$$
\begin{equation*}
\frac{x}{a}+\frac{y}{b}=1 \tag{1}
\end{equation*}
$$

The line through ( $x_{1}, y_{1}$ ) with Slope $m$ is given by the point-slope form

$$
\begin{equation*}
y-y_{1}=m\left(x-x_{1}\right) \tag{2}
\end{equation*}
$$

The line with $y$-intercept $b$ and slope $m$ is given by the slope-intercept form

$$
\begin{equation*}
y=m x+b \tag{3}
\end{equation*}
$$

The line through $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ is given by the two point form

$$
\begin{equation*}
y-y_{1}=\frac{y_{2}-y_{1}}{\dot{x}_{2}-x_{1}}\left(x-x_{1}\right) \tag{4}
\end{equation*}
$$

Other forms are

$$
\begin{gather*}
a\left(x-x_{1}\right)+b\left(y-y_{1}\right)=0  \tag{5}\\
a x+b y+c=0  \tag{6}\\
\left|\begin{array}{ccc}
x & y & 1 \\
x_{1} & y_{1} & 1 \\
x_{2} & y_{2} & 1
\end{array}\right|=0 . \tag{7}
\end{gather*}
$$

A line in 2-D can also be represented as a Vector. The VECTOR along the line

$$
\begin{equation*}
a x+b y=0 \tag{8}
\end{equation*}
$$

is given by

$$
t\left[\begin{array}{c}
-b  \tag{9}\\
a
\end{array}\right]
$$

where $t \in \mathbb{R}$. Similarly, Vectors of the form

$$
t\left[\begin{array}{l}
a  \tag{10}\\
b
\end{array}\right]
$$

are Perpendicular to the line. Three points lie on a line if

$$
\left|\begin{array}{lll}
x_{1} & y_{1} & 1  \tag{11}\\
x_{2} & y_{2} & 1 \\
x_{3} & y_{3} & 1
\end{array}\right|=0
$$

The Angle between lines

$$
\begin{align*}
& A_{1} x+B_{1} y+C_{1}=0  \tag{12}\\
& A_{2} x+B_{2} y+C_{2}=0 \tag{13}
\end{align*}
$$

is

$$
\begin{equation*}
\tan \theta=\frac{A_{1} B_{2}-A_{2} B_{1}}{A_{1} A_{2}+B_{1} B_{2}} \tag{14}
\end{equation*}
$$

The line joining points with Trilinear Coordinates $\alpha_{1}: \beta_{1}: \gamma_{1}$ and $\alpha_{2}: \beta_{2}: \gamma_{2}$ is the set of point $\alpha: \beta: \gamma$ satisfying

$$
\left|\begin{array}{ccc}
\alpha & \beta & \gamma  \tag{15}\\
\alpha_{1} & \beta_{1} & \gamma_{1} \\
\alpha_{2} & \beta_{2} & \gamma_{2}
\end{array}\right|=0
$$

$\left(\beta_{1} \gamma_{2}-\gamma_{1} \beta_{2}\right) \alpha+\left(\gamma_{1} \alpha_{2}-\alpha_{1} \gamma_{2}\right) \beta+\left(\alpha_{1} \beta_{2}-\beta_{1} \alpha_{2}\right) \gamma=0$.
Three lines Concur if their Trilinear Coordinates satisfy

$$
\begin{align*}
l_{1} \alpha+m_{1} \beta+n_{1} \gamma & =0  \tag{17}\\
l_{2} \alpha+m_{2} \beta+n_{2} \gamma & =0  \tag{18}\\
l_{3} \alpha+m_{3} \beta+n_{3} \gamma & =0 \tag{19}
\end{align*}
$$

in which case the point is

$$
\begin{equation*}
m_{2} n_{3}-n_{2} m_{3}: n_{2} l_{3}-l_{2} n_{3}: l_{2} m_{3}-m_{2} l_{3} \tag{20}
\end{equation*}
$$

or if the Coefficients of the lines

$$
\begin{align*}
& A_{1} x+B_{1} y+C_{1}=0  \tag{21}\\
& A_{2} x+B_{2} y+C_{2}=0  \tag{22}\\
& A_{3} x+B_{3} y+C_{3}=0 \tag{23}
\end{align*}
$$

satisfy

$$
\left|\begin{array}{lll}
A_{1} & B_{1} & C_{1}  \tag{24}\\
A_{2} & B_{2} & C_{2} \\
A_{3} & B_{3} & C_{3}
\end{array}\right|=0
$$

Two lines Concur if their Trilinear Coordinates satisfy

$$
\left|\begin{array}{lll}
l_{1} & m_{1} & n_{1}  \tag{25}\\
l_{2} & m_{2} & n_{2} \\
l_{3} & m_{3} & n_{3}
\end{array}\right|=0
$$

The line through $P_{1}$ is the direction $\left(a_{1}, b_{1}, c_{1}\right)$ and the line through $P_{2}$ in direction ( $a_{2}, b_{2}, c_{2}$ ) intersect IFF

$$
\left|\begin{array}{ccc}
x_{2}-x_{1} & y_{2}-y_{1} & z_{2}-z_{1}  \tag{26}\\
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2}
\end{array}\right|=0 .
$$

The line through a point $\alpha^{\prime}: \beta^{\prime}: \gamma^{\prime}$ Parallel to

$$
\begin{equation*}
l \alpha+m \beta+n \gamma=0 \tag{27}
\end{equation*}
$$

is

$$
\left|\begin{array}{ccc}
\alpha & \beta & \gamma  \tag{28}\\
\alpha^{\prime} & \beta^{\prime} & \gamma^{\prime} \\
b n-c m & c l-a n & a m-b l
\end{array}\right|=0
$$

The lines

$$
\begin{array}{r}
l \alpha+m \beta+n \gamma=0 \\
l^{\prime} \alpha+m^{\prime} \beta+n^{\prime} \gamma=0 \tag{30}
\end{array}
$$

are Parallel if

$$
\begin{equation*}
a\left(m n^{\prime}-n m^{\prime}\right)+b\left(n l^{\prime}-l n^{\prime}\right)+c\left(l m^{\prime}-m l^{\prime}\right)=0 \tag{31}
\end{equation*}
$$

for all $(a, b, c)$, and Perpendicular if

$$
\begin{align*}
& 2 a b c\left(l l^{\prime}+m m^{\prime}+n n^{\prime}\right)-\left(m n^{\prime}+m^{\prime} m\right) \cos A \\
& \quad-\left(n l^{\prime}+n^{\prime} l\right) \cos B-\left(l m^{\prime}+l^{\prime} m\right) \cos C=0 \tag{32}
\end{align*}
$$

for all ( $a, b, c$ ) (Sommerville 1924). The line through a point $\alpha^{\prime}: \beta^{\prime}: \gamma^{\prime}$ Perpendicular to (32) is given by

$$
\left|\begin{array}{ccc}
\alpha & \beta & \gamma  \tag{33}\\
\alpha^{\prime} & \beta^{\prime} & \gamma^{\prime} \\
l-m \cos C & m-n \cos A & n-l \cos B \\
-n \cos B & -l \cos C & -m \cos A
\end{array}\right|=0
$$

In 3-D Space, the line passing through the point ( $x_{0}, y_{0}, z_{0}$ ) and Parallel to the Nonzero Vector

$$
\mathbf{v}=\left[\begin{array}{l}
a  \tag{34}\\
b \\
c
\end{array}\right]
$$

has parametric equations

$$
\left\{\begin{array}{l}
x=x_{0}+a t  \tag{35}\\
y=y_{0}+b t \\
z=z_{0}+c t
\end{array}\right.
$$

see also Asymptote, Brocard Line, Collinear, Concur, Critical Line, Desargues' Theorem, Erdős-Anning Theorem, Line Segment, Ordinary Line, Pencil, Point, Point-Line Distance--2-D, Point-Line Distance-3-D, Plane, Range (Line Segment), Ray, Solomon's Seal Lines, Steiner Set, Steiner's Theorem, Sylvester's Line ProbLEM
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## Line Bisector



The line bisecting a given Line Segment $P_{1} P_{2}$ can be constructed geometrically, as illustrated above.
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## Line of Curvature

A curve on a surface whose tangents are always in the direction of Principal Curvature. The equation of the lines of curvature can be written

$$
\left|\begin{array}{ccc}
g_{11} & g_{12} & g_{22} \\
b_{11} & b_{12} & b_{22} \\
d u^{2} & -d u d v & d v^{2}
\end{array}\right|=0
$$

where $g$ and $b$ are the Coefficients of the first and second Fundamental Forms.
see also Dupin's Theorem, Fundamental Forms, Principal Curvatures

## Line Element

Also known as the first Fundamental Form

$$
d s^{2}=g_{a b} d x^{a} d x^{b}
$$

In the principal axis frame for $3-\mathrm{D}$,

$$
d s^{2}=g_{a a}\left(d x^{a}\right)^{2}+g_{b b}\left(d x^{b}\right)^{2}+g_{c c}\left(d x^{c}\right)^{2}
$$

At Ordinary Points on a surface, the line element is positive definite.
see also Area Element, Fundamental Forms, Volume Element

## Line Graph



A Line Graph $L(G)$ (also called an Interchange Graph) of a graph $G$ is obtained by associating a vertex with each edge of the graph and connecting two vertices with an edge IFF the corresponding edges of $G$ meet at one or both endpoints. In the three examples above, the original graphs are the Complete Graphs $K_{3}, K_{4}$, and $K_{5}$ shown in gray, and their line graphs are shown in black.
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## Line at Infinity

The straight line on which all Points at Infinity lie. The line at infinity is given in terms of Trilinear Coordinates by

$$
a \alpha+b \beta+c \gamma=0
$$

which follows from the fact that a Real Triangle will have Positive Area, and therefore that

$$
2 \Delta=a \alpha+b \beta+c \gamma>0
$$

Instead of the three reflected segments concurring for the Isogonal Conjugate of a point $X$ on the Circumcircle of a Triangle, they become parallel (and can be considered to meet at infinity). As $X$ varies around the Circumcircle, $X^{-1}$ varics through a line called the line at infinity. Every line is Perpendicular to the line at infinity.
see also Point at Infinity

## Line Integral

The line integral on a curve $\boldsymbol{\sigma}$ is defined by

$$
\begin{align*}
\int_{\boldsymbol{\sigma}} \mathbf{F} \cdot d \mathbf{s} & =\int_{a}^{b} \mathbf{F}(\boldsymbol{\sigma}(t)) \cdot \boldsymbol{\sigma}^{\prime}(t) d t  \tag{1}\\
& =\int_{C} F_{1} d x+F_{2} d y+F_{3} d z \tag{2}
\end{align*}
$$

where

$$
\mathbf{F} \equiv\left[\begin{array}{l}
F_{1}  \tag{3}\\
F_{2} \\
F_{3}
\end{array}\right]
$$

If $\nabla \cdot \mathbf{F}=0$ (i.e., it is a Divergenceless Field), then the line integral is path independent and

$$
\begin{align*}
& \int_{(a, b, c)}^{(x, y, z)} F_{1} d x+F_{2} d y+F_{3} d z \\
& =\int_{(a, b, c)}^{(x, b, c)} F_{1} d x+\int_{(x, b, c)}^{(x, y, c)} F_{2} d y+\int_{(x, y, c)}^{(x, y, z)} F_{3} d z . \tag{4}
\end{align*}
$$

For $z$ Complex, $\gamma: z=z(t)$, and $t \in[a, b]$,

$$
\begin{equation*}
\int_{\gamma} f d z=\int_{a}^{b} f(z(t)) z^{\prime}(t) d t \tag{5}
\end{equation*}
$$

see also Contour Integral, Path Integral

## Line Segment



A closed interval corresponding to a Finite portion of an infinite Line. Line segments are generally labelled with two letters corresponding to their endpoints, say $A$ and $B$, and then written $A B$. The length of the line segment is indicated with an overbar, so the length of the line segment $A B$ would be written $\overline{A B}$.

Curiously, the number of points in a line segment (ALEPH-1; $\aleph_{1}$ ) is equal to that in an entire 1-D Space (a Line), and also to the number of points in an $n$-D Space, as first recognized by Georg Cantor.
see also Aleph-1 ( $\aleph_{1}$ ), Collinear, Continuum, Line, RAY

## Line Space

see Liouville Space

## Linear Algebra

The study of linear sets of equations and their transformation properties. Linear algebra allows the analysis of Rotations in space, Least Squares Fitting, solution of coupled differential equations, determination of a circle passing through three given points, as well as many other other problems in mathematics, physics, and engineering.
The Matrix and Determinant are extremely useful tools of linear algebra. One central problem of linear algebra is the solution of the matrix equation

$$
A \mathbf{x}=\mathbf{b}
$$

for $\mathbf{x}$. While this can, in theory, be solved using a MAtrix Inverse

$$
\mathbf{x}=\mathrm{A}^{-1} \mathbf{b}
$$

other techniques such as Gaussian Elimination are numerically more robust.
see also Control Theory, Cramer's Rule, Determinant, Gaussian Elimination, Linear Transformation, Matrix, Vector
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## Linear Approximation

A linear approximation to a function $f(x)$ at a point $x_{0}$ can be computed by taking the first term in the TAYLOR SERIES

$$
f\left(x_{0}+\Delta x\right)=f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right) \Delta x+\ldots
$$

see also Maclaurin Series, Taylor Series

## Linear Code

A linear code over a Finite Field with $q$ elements $F_{q}$ is a linear Subspace $C \subset F_{q}{ }^{n}$. The vectors forming the SUBSPACE are called code words. When code words are chosen such that the distance between them is maximized, the code is called error-correcting since slightly garbled vectors can be recovered by choosing the nearest code word.
see also Code, Coding Theory, Error-Correcting Code, Gray Code, Huffman Coding, ISBN

## Linear Congruence

A linear congruence

$$
a x \equiv b(\bmod m)
$$

is solvable Iff the Congruence

$$
b \equiv 0(\bmod (a, m))
$$

is solvable, where $d \equiv(a, m)$ is the Greatest Common DIVISOR, in which case the solutions are $x_{0}, x_{0}+m / d$, $x_{0}+2 m / d, \ldots, x_{0}+(d-1) m / d$, where $x_{0}<m / d$. If $d=1$, then there is only one solution.
see also Congruence, Quadratic Congruence

## Linear Congruence Method

A Method for generating Random (Pseudorandom) numbers using the linear Recurrence Relation

$$
X_{n+1}=a X_{n}+c(\bmod m)
$$

where $a$ and $c$ must assume certain fixed values and $X_{0}$ is an initial number known as the Seed.
see also Pseudorandom Number, Random Number, SEEd
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## Linear Equation

An algebraic equation of the form

$$
y=a x+b
$$

involving only a constant and a first-order (linear) term. see also Line, Polynomial, Quadratic Equation

## Linear Equation System

When solving a system of $n$ linear equations with $k>n$ unknowns, use Matrix operations to solve the system as far as possible. Then solve for the first $(k-n)$ components in terms of the last $n$ components to find the solution space.

## Linear Extension

A linear extension of a Partially Ordered Set $P$ is a Permutation of the elements $p_{1}, p_{2}, \ldots$ of $P$ such that $i<j$ Implies $p_{i}<p_{j}$. For example, the linear extensions of the Partially Ordered Set ( $(1,2),(3,4))$ are $1234,1324,1342,3124,3142$, and 3412 , all of which have 1 before 2 and 3 before 4 .
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## Linear Fractional Transformation

see Möbius Transformation

## Linear Group

see General Linear Group, Lie-Type Group, Projective General Linear Group, Projective Special Linear Group, Special Linear Group
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## Linear Group Theorem

Any linear system of point-groups on a curve with only ordinary singularities may be cut by Adjoint Curves.
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## Linear Operator

An operator $\vec{L}$ is said to be linear if, for every pair of functions $f$ and $g$ and Scalar $t$,

$$
\tilde{L}(f+g)=\tilde{L} f+\tilde{L} g
$$

and

$$
\tilde{L}(t f)=t \tilde{L} f
$$

see also Linear Transformation, Operator

## Linear Ordinary Differential Equation

see Ordinary Differential Equation-FirstOrder, Ordinary Differential Equation-Sec-ond-ORDER

## Linear Programming

The problem of maximizing a linear function over a convex polyhedron, also known as Operations Research, Optimization Theory, or Convex Optimization Theory. It can be solved using the Simplex Method (Wood and Dantzig 1949, Dantzig 1949) which runs along Edges of the visualization solid to find the best answer.

In 1979, L. G. Khachian found a $\mathcal{O}\left(x^{5}\right)$ Polynomialtime Algorithm. A much more efficient Polynomialtime Algorithm was found by Karmarkar (1984). This method goes through the middle of the solid and then transforms and warps, and offers many advantages over the simplex method.
see also Criss-Cross Method, Ellipsoidal Calculus, Kuhn-Tucker Theorem, Lagrange Multiplier, Vertex Enumeration
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## Linear Recurrence Sequence

see Recurrence Sequence

## Linear Regression

The fitting of a straight LINE through a given set of points according to some specified goodness-of-fit criterion. The most common form of linear regression is Least Squares Fitting.
see also Least Squares Fitting, Multiple Regression, Nonlinear Least Squares Fitting
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## Linear Space

see Vector Space

## Linear Stability

Consider the general system of two first-order Ordinary Differential Equations

$$
\begin{align*}
\dot{x} & =f(x, y)  \tag{1}\\
\dot{y} & =g(x, y) \tag{2}
\end{align*}
$$

Let $x_{0}$ and $y_{0}$ denote Fixed Points with $\dot{x}=\dot{y}=0$, so

$$
\begin{align*}
& f\left(x_{0}, y_{0}\right)=0  \tag{3}\\
& g\left(x_{0}, y_{0}\right)=0 \tag{4}
\end{align*}
$$

Then expand about $\left(x_{0}, y_{0}\right)$ so
$\delta \dot{x}=f_{x}\left(x_{0}, y_{0}\right) \delta x+f_{y}\left(x_{0}, y_{0}\right) \delta y+f_{x y}\left(x_{0}, y_{0}\right) \delta x \delta y+\ldots$
$\delta \dot{y}=g_{x}\left(x_{0}, y_{0}\right) \delta x+g_{y}\left(x_{0}, y_{0}\right) \delta y+g_{x y}\left(x_{0}, y_{0}\right) \delta x \delta y+\ldots$.

To first-order, this gives

$$
\frac{d}{d t}\left[\begin{array}{l}
\delta x  \tag{7}\\
\delta y
\end{array}\right]=\left[\begin{array}{ll}
f_{x}\left(x_{0}, y_{0}\right) & f_{y}\left(x_{0}, y_{0}\right) \\
g_{x}\left(x_{0}, y_{0}\right) & g_{y}\left(x_{0}, y_{0}\right)
\end{array}\right]\left[\begin{array}{l}
\delta x \\
\delta y
\end{array}\right]
$$

where the $2 \times 2$ Matrix is called the Stability Matrix.
In general, given an $n$-D MAP $\mathbf{x}^{\prime}=T(\mathbf{x})$, let $\mathbf{x}_{0}$ be a Fixed Point, so that

$$
\begin{equation*}
T^{\prime}\left(\mathbf{x}_{0}\right)=\mathbf{x}_{0} \tag{8}
\end{equation*}
$$

Expand about the fixed point,

$$
\begin{align*}
T\left(\mathbf{x}_{0}+\delta \mathbf{x}\right) & =T\left(\mathbf{x}_{0}\right)+\frac{\partial T}{\partial \mathbf{x}} \delta \mathbf{x}+\mathcal{O}(\delta \mathbf{x})^{2} \\
& \equiv T\left(\mathbf{x}_{0}\right)+\delta T \tag{9}
\end{align*}
$$

so

$$
\begin{equation*}
\delta T=\frac{\partial T}{\partial \mathbf{x}} \delta \mathbf{x} \equiv \mathrm{~A} \delta \mathbf{x} \tag{10}
\end{equation*}
$$

The map can be transformed into the principal axis frame by finding the Eigenvectors and Eigenvalues of the Matrix A

$$
\begin{equation*}
(\mathrm{A}-\lambda \mathrm{I}) \delta \mathrm{x}=\mathbf{0} \tag{11}
\end{equation*}
$$

so the Determinant

$$
\begin{equation*}
|A-\lambda| \mid=0 . \tag{12}
\end{equation*}
$$

The mapping is

$$
\delta \mathbf{x}_{\text {princ }}^{\prime}=\left[\begin{array}{ccc}
\lambda_{1} & \cdots & 0  \tag{13}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \lambda_{n}
\end{array}\right]
$$

When iterated a large number of times,

$$
\begin{equation*}
\delta T_{\mathrm{princ}}^{\prime} \rightarrow 0 \tag{14}
\end{equation*}
$$

only if $\left|\Re\left(\lambda_{i}\right)\right|<1$ for $i=1, \ldots, n$ but $\rightarrow \infty$ if any $\left|\lambda_{i}\right|>$

1. Analysis of the Eigenvalues (and Eigenvectors) of A therefore characterizes the type of Fixed Point. The condition for stability is $\left|\Re\left(\lambda_{i}\right)\right|<1$ for $i=1, \ldots$, $n$.
see also Fixed Point, Stability Matrix
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## Linear Transformation

An $n \times n$ Matrix A is a linear transformation (linear Map) Iff, for every pair of $n$-VECTORS $\mathbf{X}$ and $\mathbf{Y}$ and every Scalar $t$,

$$
\begin{equation*}
\mathrm{A}(\mathbf{X}+\mathbf{Y})=\mathrm{A}(\mathbf{X})+\mathrm{A}(\mathbf{Y}) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{A}(t \mathbf{X})=t \mathbf{A}(\mathbf{X}) \tag{2}
\end{equation*}
$$

Consider the 2-D transformation

$$
\begin{align*}
& \rho x_{1}^{\prime}=a_{11} x_{1}+a_{12} x_{2}  \tag{3}\\
& \rho x_{2}^{\prime}=a_{21} x_{2}+a_{22} x_{2} . \tag{4}
\end{align*}
$$

Rescale by defining $\lambda \equiv x_{1} / x_{2}$ and $\lambda^{\prime} \equiv x_{1}^{\prime} / x_{2}^{\prime}$, then the above equations become

$$
\begin{equation*}
\lambda^{\prime}=\frac{\alpha \lambda+\beta}{\gamma \lambda+\delta} \tag{5}
\end{equation*}
$$

where $\alpha \delta-\beta \gamma \neq 0$ and $\alpha, \beta, \gamma$ and $\delta$ are defined in terms of the old constants. Solving for $\lambda$ gives

$$
\begin{equation*}
\lambda=\frac{\delta \lambda^{\prime}-\beta}{-\gamma \lambda^{\prime}+\alpha} \tag{6}
\end{equation*}
$$

so the transformation is OnE-TO-One. To find the Fixed Points of the transformation, set $\lambda=\lambda^{\prime}$ to obtain

$$
\begin{equation*}
\gamma \lambda^{2}+(\delta-\alpha) \lambda-\beta=0 \tag{7}
\end{equation*}
$$

This gives two fixed points which may be distinct or coincident. The fixed points are classified as follows.

| variables | type |
| :--- | :--- |
| $(\delta-\alpha)^{2}+4 \beta \gamma>0$ | hyperbolic fixed point |
| $(\delta-\alpha)^{2}+4 \beta \gamma<0$ | elliptic fixed point |
| $(\delta-\alpha)^{2}+4 \beta \gamma=0$ | parabolic fixed point |

see also Elliptic Fixed Point (Map), Hyperbolic Fixed Point (Map), Involuntary, Linear Operator, Parabolic Fixed Point
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## Linearly Dependent Curves

Two curves $\phi$ and $\psi$ satisfying

$$
\phi+\psi=0
$$

are said to be linearly dependent. Similarly, $n$ curves $\phi_{i}, i=1, \ldots, n$ are said to be linearly dependent if

$$
\sum_{i=1}^{n} \phi_{i}=0 .
$$

see also Bertini's Theorem, Study's Theorem
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## Linearly Dependent Functions

The $n$ functions $f_{1}(x), f_{2}(x), \ldots, f_{n}(x)$ are linearly dependent if, for some $c_{1}, c_{2}, \ldots, c_{n} \in \mathbb{R}$ not all zero,

$$
\begin{equation*}
c_{i} f_{i}(x)=0 \tag{1}
\end{equation*}
$$

(where Einstein Summation is used) for all $x$ in some interval $I$. If the functions are not linearly dependent, they are said to be linearly independent. Now, if the functions $\in \mathbb{R}^{n-1}$, we can differentiate (1) up to $n-1$ times. Therefore, linear dependence also requires

$$
\begin{gather*}
c_{i} f_{i}^{\prime}=0  \tag{2}\\
c_{i} f_{i}^{\prime \prime}=0  \tag{3}\\
c_{i} f_{i}^{(n-1)}=0 \tag{4}
\end{gather*}
$$

where the sums are over $i=1, \ldots, n$. These equations have a nontrivial solution Iff the Determinant

$$
\left|\begin{array}{cccc}
f_{1} & f_{2} & \cdots & f_{n}  \tag{5}\\
f_{1}^{\prime} & f_{2}^{\prime} & \cdots & f_{n}^{\prime} \\
\vdots & \vdots & \ddots & \vdots \\
f_{1}^{(n-1)} & f_{2}^{(n-1)} & \cdots & f_{n}^{(n-1)}
\end{array}\right|=0
$$

where the Determinant is conventionally called the Wronskian and is denoted $W\left(f_{1}, f_{2}, \ldots, f_{n}\right)$. If the Wronskian $\neq 0$ for any value $c$ in the interval $I$, then the only solution possible for (2) is $c_{i}=0(i=1, \ldots$, $n$ ), and the functions are linearly independent. If, on the other hand, $W=0$ for a range, the functions are linearly dependent in the range. This is equivalent to stating that if the vectors $\mathbf{V}\left[f_{1}(c)\right], \ldots, \mathbf{V}\left[f_{n}(c)\right]$ defined by

$$
\mathbf{V}\left[f_{i}(x)\right]=\left[\begin{array}{c}
f_{i}(x)  \tag{6}\\
f_{i}^{\prime}(x) \\
f_{i}^{\prime \prime}(n) \\
\vdots \\
f_{i}^{(n-1)}(x)
\end{array}\right]
$$

are linearly independent for at least one $c \in I$, then the functions $f_{i}$ are linearly independent in $I$.
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## Linearly Dependent Vectors

$n$ Vectors $\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots, \mathbf{X}_{n}$ are linearly dependent IfF there exist Scalars $c_{1}, c_{2}, \ldots, c_{n}$ such that

$$
\begin{equation*}
c_{i} \mathbf{X}_{i}=0 \tag{1}
\end{equation*}
$$

where Einstein Summation is used and $i=1, \ldots, n$. If no such Scalars exist, then the vectors are said to be
linearly independent. In order to satisfy the Criterion for linear dependence,

$$
\begin{gather*}
{\left[\begin{array}{c}
x_{11} \\
x_{21} \\
\vdots \\
x_{n 1}
\end{array}\right]+c_{2}\left[\begin{array}{c}
x_{12} \\
x_{22} \\
\vdots \\
x_{n 2}
\end{array}\right]+\cdots+c_{n}\left[\begin{array}{c}
x_{1 n} \\
x_{2 n} \\
\vdots \\
x_{n n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]}  \tag{2}\\
{\left[\begin{array}{cccc}
x_{11} & x_{12} & \cdots & x_{1 n} \\
x_{21} & x_{22} & \cdots & x_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n 1} & x_{n 2} & \cdots & x_{n n}
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right] .} \tag{3}
\end{gather*}
$$

In order for this Matrix equation to have a nontrivial solution, the Determinant must be 0 , so the Vectors are linearly dependent if

$$
\left|\begin{array}{cccc}
x_{11} & x_{12} & \cdots & x_{1 n}  \tag{4}\\
x_{21} & x_{22} & \cdots & x_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n 1} & x_{n 2} & \cdots & x_{n n}
\end{array}\right|=0
$$

and linearly independent otherwise.
Let $\mathbf{p}$ and $\mathbf{q}$ be $n$-D Vectors. Then the following three conditions are equivalent (Gray 1993).

1. $\mathbf{p}$ and $\mathbf{q}$ are linearly dependent.
2. $\left|\begin{array}{ll}\mathbf{p} \cdot \mathbf{p} & \mathbf{p} \cdot \mathbf{q} \\ \mathbf{q} \cdot \mathbf{p} & \mathbf{q} \cdot \mathbf{q}\end{array}\right|=0$.
3. The $2 \times n$ Matrix $\left[\begin{array}{l}\mathbf{p} \\ \mathbf{q}\end{array}\right]$ has rank less than two.

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 186-187, 1993.

## Linearly Independent

Two or more functions, equations, or vectors which are not linearly dependent are said to be linearly independent.
see also Linearly Dependent Curves, Linearly Dependent Functions, Linearly Dependent Vectors, Maximally Linear Independent

## Link

Formally, a link is one or more disjointly embedded CIRCLES in 3-space. More informally, a link is an assembly of KNOTS with mutual entanglements. Kuperberg (1994) has shown that a nontrivial Knot or link in $\mathbb{R}^{3}$ has four Collinear points (Eppstein). Doll and Hoste (1991) list Polynomials for oriented links of nine or fewer crossings. A listing of the first few simple links follows, arranged by Crossing Number.



see also Andrews-Curtis Link, Borromean Rings, Brunnian Link, Hopf Link, Knot, Whitehead Link

## References

Doll, H. and Hoste, J. "A Tabulation of Oriented Links." Math. Comput. 57, 747-761, 1991.
Eppstein, D. "Colinear Points on Knots." http://www.ics. uci.edu/~eppstein/junkyard/knot-colinear.html.
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* Weisstein, E. W. "Knots." http://www.astro.virginia. edu/~eww6n/math/notebooks/Knots.m.


## Link Diagram




A planar diagram depicting a Link (or Knot) as a sequence of segments with gaps representing undercrossings and solid lines overcrossings. In such a diagram, only two segments should ever cross at a single point. Link diagrams for the Trefoil Knot and Figure-ofEight Knot are illustrated above.

## Linkage

Sylvester, Kempe and Cayley developed the geometry associated with the theory of linkages in the 1870s. Kempe proved that every finite segment of an algebraic curve can be generated by a linkage in the manner of Watt's Curve.
see also Hart's Inversor, Kempe Linkage, Pantograph, Peaucellier Inversor, Sarrus Linkage, Watt's Parallelogram
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Cundy, H. and Rollett, A. Mathematical Models, 3rd ed. Stradbroke, England: Tarquin Pub., 1989.

## Linking Number

A Link invariant. Given a two-component oriented Link, take the sum of +1 crossings and -1 crossing over all crossings between the two links and divide by 2 . For components $\alpha$ and $\beta$,

$$
L(\alpha, \beta) \equiv \frac{1}{2} \sum_{p \in \alpha \sqcap \beta} \epsilon(p)
$$

where $\alpha \sqcap \beta$ is the set of crossings of $\alpha$ with $\beta$ and $\epsilon(p)$ is the sign of the crossing. The linking number of a splittable two-component link is always 0 .
see also Jones Polynomial, Link

## References

Rolfsen, D. Knots and Links. Wilmington, DE: Publish or Perish Press, pp. 132-133, 1976.

## Links Curve



The curve given by the Cartesian equation

$$
\left(x^{2}+y^{2}-3 x\right)^{2}=4 x^{2}(2-x)
$$

The origin of the curve is a TACNODE.

## References
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## Linnik's Constant

The constant $L$ in Linnik's Theorem. Heath-Brown (1992) has shown that $L \leq 5.5$, and Schinzel, Sierpiński, and Kanold (Ribenboim 1989) have conjectured that $L=2$.

## References

Finch, S. "Favorite Mathematical Constants." http://www. mathsoft.com/asolve/constant/linnik/linnik.html.
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## Linnik's Theorem

Let $p(d, a)$ be the smallest Prime in the arithmetic progression $\{a+k d\}$ for $k$ an INTEGER $>0$. Let

$$
p(d) \equiv \max p(d, a)
$$

such that $1 \leq a<d$ and $(a, d)=1$. Then there exists a $d_{0} \geq 2$ and an $L>1$ such that $p(d)<d^{L}$ for all $d>d_{0}$. $L$ is known as Linnik's Constant.

## References
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## Liouville's Boundedness Theorem

A bounded Entire Function in the Complex Plane $\mathbb{C}$ is constant. The Fundamental Theorem of AlGEBRA follows as a simple corollary.
see also Complex Plane, Entire Function, Fundamental Theorem of Algebra

## References
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## Liouville's Conformality Theorem

In Space, the only Conformal Transformations are inversions, Similarity Transformations, and Congruence Transformations. Or, restated, every Angle-preserving transformation is a Spherepreserving transformation.
see also CONFORMAL MAP

## Liouville's Conic Theorem

The lengths of the TANGEnts from a point $P$ to a Conic $C$ are proportional to the Cube Roots of the Radil of Curvature of $C$ at the corresponding points of contact. see also Conic SEction

## Liouville's Constant

$$
L \equiv \sum_{n=1}^{\infty} 10^{-n!}=0.110001000000000000000001 \ldots
$$

(Sloane's A012245). Liouville's constant is a decimal fraction with a 1 in each decimal place corresponding to a Factorial $n$ !, and Zeros everywhere else. This number was among the first to be proven to be TransCENDENTAL. It nearly satisfies

$$
10 x^{6}-75 x^{3}-190 x+21=0
$$

but with $x=L$, this equation gives $-0.0000000059 \ldots$.. see also Liouville Number

## References

Conway, J. H. and Guy, R. K. "Liouville's Number." In The Book of Numbers. New York: Springer-Verlag, pp. 239-241, 1996.
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Sloane, N. J. A. Sequence A012245 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Liouville's Elliptic Function Theorem

An Elliptic Function with no Poles in a fundamental cell is a constant.

## Liouville Function



The function

$$
\begin{equation*}
\lambda(n)=(-1)^{r(n)} \tag{1}
\end{equation*}
$$

where $r(n)$ is the number of not necessarily distinct Prime Factors of $n$, with $r(1)=0$. The first few values of $\lambda(n)$ are $1,-1,-1,1,-1,1,-1,-1,1,1,-1$, $-1, \ldots$ The Liouville function is connected with the Riemann Zeta Function by the equation

$$
\begin{equation*}
\frac{\zeta(2 s)}{\zeta(s)}=\sum_{n=1}^{\infty} \frac{\lambda(n)}{n^{s}} \tag{2}
\end{equation*}
$$

(Lehman 1960).


The Conjecture that the Summatory Function

$$
\begin{equation*}
L(n) \equiv \sum_{k=1}^{n} \lambda(n) \tag{3}
\end{equation*}
$$

satisfies $L(n) \leq 0$ for $n \geq 2$ is called the Pólya ConJECTURE and has been proved to be false. The first $n$ for which $L(n)=0$ are for $n=2,4,6,10,16,26$, $40,96,586,906150256, \ldots$ (Sloane's A028488), and $n=906150257$ is, in fact, the first counterexample to the Pólya Conjecture (Tanaka 1980). However, it is unknown if $L(x)$ changes sign infinitely often (Tanaka 1980). The first few values of $L(n)$ are $1,0,-1,0,-1$, $0,-1,-2,-1,0,-1,-2,-3,-2,-1,0,-1,-2,-3$, $-4, \ldots$ (Sloane's A002819). $L(n)$ also satisfies

$$
\begin{equation*}
\sum_{n=1}^{x} L\left(\frac{x}{n}\right)=\lfloor\sqrt{x}\rfloor \tag{4}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the Floor Function (Lehman 1960). Lehman (1960) also gives the formulas

$$
\begin{align*}
& L(x)=\sum_{m=1}^{x / w} \mu(m)\left\{\left\lfloor\sqrt{\frac{x}{m}}\right\rfloor\right. \\
&\left.-\sum_{k=1}^{v-1} \lambda(k)\left(\left\lfloor\frac{x}{k m}\right\rfloor-\left\lfloor\frac{x}{m v}\right\rfloor\right)\right\} \\
&-\sum_{l=x / w-1}^{x / v} L\left(\frac{x}{l}\right) \sum_{\substack{m \mid l \\
m=1}}^{x / w} \mu(m) \tag{5}
\end{align*}
$$

and

$$
\begin{align*}
L(x)=\sum_{k=1}^{g} M\left(\frac{x}{k^{2}}\right)+\sum_{l=1}^{x / g^{2}} \mu(l) & \left\lfloor\sqrt{\frac{x}{l}}\right\rfloor \\
& -M\left(\frac{x}{g^{2}}\right)\left\lfloor\sqrt{\frac{x}{g^{2}}}\right\rfloor \tag{6}
\end{align*}
$$

where $k, l$, and $m$ are variables ranging over the Positive integers, $\mu(n)$ is the Möbius Function, $M(x)$ is Mertens Function, and $v, w$, and $x$ are Positive real numbers with $v<w<x$.
see also Pólya Conjecture, Prime Factors, Riemann Zeta Function
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## Liouville Measure

$$
\prod_{i} d p_{i} d q_{i}
$$

where $p_{i}$ and $q_{i}$ are momenta and positions of particles. see also Liouville's Phase Space Theorem, Phase Space

## Liouville Number

A Liouville number is a Transcendental Number which is very close to a Rational Number. An Irrational Number $\beta$ is a Liouville number if, for any $n$, there exist an infinite number of pairs of Integers $p$ and $q$ such that

$$
0<\left|\beta-\frac{p}{q}\right|<\frac{1}{q^{n}}
$$

Mahler (1953) proved that $\pi$ is not a Liouville number. see also Liouville's Constant, Liouville's Rational Approximation Theorem, Roth's Theorem, Transcendental Number
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Mahler, K. "On the Approximation of $\pi$." Nederl. Akad. Wetensch. Proc. Ser. A. 56/Indagationes Math. 15, 3042, 1953.

## Liouville's Phase Space Theorem

States that for a nondissipative Hamiltonian System, phase space density (the Area between phase space contours) is constant. This requires that, given a small time increment $d t$,

$$
\begin{align*}
& q_{1} \equiv q\left(t_{0}+d t\right)=q_{0}+\frac{\partial H\left(q_{0}, p_{0}, t\right)}{\partial p_{0}} d t+\mathcal{O}\left(d t^{2}\right)  \tag{1}\\
& p_{1} \equiv p\left(t_{0}+d t\right)=p_{0}-\frac{\partial H\left(q_{0}, p_{0}, t\right)}{\partial q_{0}} d t+\mathcal{O}\left(d t^{2}\right) \tag{2}
\end{align*}
$$

the Jacobian be equal to one:

$$
\begin{align*}
\frac{\partial\left(q_{1}, p_{1}\right)}{\partial\left(q_{0}, p_{0}\right)} & =\left|\begin{array}{cc}
\frac{\partial q_{1}}{\partial q_{0}} & \frac{\partial p_{1}}{\partial q_{0}} \\
\frac{\partial q_{1}}{\partial p_{0}} & \frac{\partial p_{1}}{\partial p_{0}}
\end{array}\right| \\
& =\left|\begin{array}{cc}
1+\frac{\partial^{2} H}{\partial q_{0} \partial p_{0}} d t & -\frac{\partial^{2} H}{\partial q_{0}{ }^{2}} d t \\
\frac{\partial^{2} H}{\partial p_{0}{ }^{2}} d t & 1-\frac{\partial^{2} H}{\partial q_{0} \partial p_{0}} d t
\end{array}\right|+\mathcal{O}\left(d t^{2}\right) \\
& =1+\mathcal{O}\left(d t^{2}\right) \tag{3}
\end{align*}
$$

Expressed in another form, the integral of the Liouville Measure,

$$
\begin{equation*}
\prod_{i=1}^{N} \int d p_{i} d q_{i} \tag{4}
\end{equation*}
$$

is a constant of motion. Symplectic Maps of Hamiltonian Systems must therefore be Area preserving (and have Determinants equal to 1 ).
see also Liouville Measure, Phase Space
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## Liouville Polynomial Identity

$$
\begin{aligned}
& 6\left(x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}\right)=\left(x_{1}+x_{2}\right)^{4}+\left(x_{1}+x_{3}\right)^{4} \\
& +\left(x_{2}+x_{3}\right)^{4}+\left(x_{1}+x_{4}\right)^{4}+\left(x_{2}+x_{4}\right)^{4}+\left(x_{3}+x_{4}\right)^{4}+\left(x_{1}-x_{2}\right)^{4} \\
& \quad+\left(x_{1}-x_{3}\right)^{4}+\left(x_{2}-x_{3}\right)^{4}+\left(x_{1}-x_{4}\right)^{4}+\left(x_{2}-x_{4}\right)^{4} \\
& \quad+\left(x_{3}-x_{4}\right)^{4} .
\end{aligned}
$$

This is proven in Rademacher and Toeplitz (1957). see also Waring's Problem
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## Liouville's Rational Approximation Theorem

 For any Algebraic Number $x$ of degree $n>1$, a RATIONAL approximation $x=p / q$ must satisfy$$
\left|x-\frac{p}{q}\right|>\frac{1}{q^{n+1}}
$$

for sufficiently large $q$. Writing $r \equiv n+1$ leads to the definition of the Liouville-Roth Constant of a given number.
see also Lagrange Number (Rational Approximation), Liouville's Constant, Liouville Number, Liouville-Roth Constant, Markov Number, Roth's Theorem, Thue-Siegel-Roth Theorem

## References

Courant, R. and Robbins, H. "Liouville's Theorem and the Construction of Transcendental Numbers." §2.6.2 in What is Mathematics?: An Elementary Approach to Ideas and Methods, 2nd ed. Oxford, England: Oxford University Press, pp. 104-107, 1996.

## Liouville-Roth Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Let $x$ be a Real Number, and let $R$ be the Set of Positive Real Numbers for which

$$
\begin{equation*}
\left|x-\frac{p}{q}\right|<\frac{1}{q^{r}} \tag{1}
\end{equation*}
$$

has (at most) finitely many solutions $p / q$ for $p$ and $q$ Integers. Then the Liouville-Roth constant (or Irrationality Measure) is defined as the threshold at which Liouville's Rational Approximation TheoREM kicks in and $x$ is no longer approximable by RAtional Numbers,

$$
\begin{equation*}
r(x) \equiv \inf _{r \in R} r \tag{2}
\end{equation*}
$$

There are three regimes:

$$
\begin{cases}r(x)=1 & x \text { is rational }  \tag{3}\\ r(x)=2 & x \text { is algebraic irrational } \\ r(x) \geq 2 & x \text { is transcendental }\end{cases}
$$

The best known upper bounds for common constants are

$$
\begin{align*}
r(L) & =\infty  \tag{4}\\
r(e) & =2  \tag{5}\\
r(\pi) & <8.0161  \tag{6}\\
r(\ln 2) & <4.13  \tag{7}\\
r\left(\pi^{2}\right) & <6.3489  \tag{8}\\
r(\zeta(3)) & <13.42 \tag{9}
\end{align*}
$$

where $L$ is Liouville's Constant, $\zeta(3)$ is Apéry's Constant, and the lower bounds are 2 for the inequalities.
see also Liouville's Rational Approximation Theorem, Roth's Theorem, Thue-Siegel-Roth TheoREM
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## Liouville Space

Also known as Line Space or "extended" Hilbert Space, it is the Direct Product of two Hilbert Spaces.
see also Direct Product (Set), Hilbert Space

## Liouville's Sphere-Preserving Theorem see Liouville's Conformality Theorem

## Lipschitz Condition

A function $f(x)$ satisfies the Lipschitz condition of order $\alpha$ at $x=0$ if

$$
|f(h)-f(0)| \leq B|h|^{\beta}
$$

for all $|h|<\epsilon$, where $B$ and $\beta$ are independent of $h$, $\beta>0$, and $\alpha$ is an UPPER BOUND for all $\beta$ for which a finite $B$ exists.
see also Hillam's Theorem, Lipschitz Function

## Lipschitz Function

A function $f$ such that

$$
|f(x)-f(y)| \leq C|x-y|
$$

is called a Lipschitz function.
see also Lipschitz Condition
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## Lipschitz's Integral

$$
\int_{0}^{\infty} e^{-a x} J_{0}(b x) d x=\frac{1}{\sqrt{a^{2}+b^{2}}}
$$

where $J_{0}(z)$ is the zeroth order Bessel Function of the First Kind.
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## Lissajous Curve





Lissajous curves are the family of curves described by the parametric equations

$$
\begin{align*}
& x(t)=A \cos \left(\omega_{x} t-\delta_{x}\right)  \tag{1}\\
& y(t)=B \cos \left(\omega_{y} t-\delta_{y}\right) \tag{2}
\end{align*}
$$

sometimes also written in the form

$$
\begin{align*}
& x(t)=a \sin (n t+c)  \tag{3}\\
& y(t)=b \sin t \tag{4}
\end{align*}
$$

They are sometimes known as Bowditch Curves after Nathaniel Bowditch, who studied them in 1815. They were studied in more detail (independently) by JulesAntoine Lissajous in 1857 (MacTutor Archive). Lissajous curves have applications in physics, astronomy, and other sciences. The curves close IFF $\omega_{x} / \omega_{y}$ is RATIONAL.
References
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MacTutor History of Mathematics Archive. "Lissajous Curves." http: //www-groups . dcs. st -and . ac . uk / ~history/Curves/Lissajous.html.

## Lissajous Figure

see Lissajous Curve

## List

A Data Structure consisting of an order Set of elements, each of which may be a number, another list, etc. A list is usually denoted $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ or $\left\{a_{1}\right.$, $\left.a_{2}, \ldots, a_{n}\right\}$.
see also Queue, Stack

## Lituus



An Archimedean Spiral with $m=-2$, having polar equation

$$
r^{2} \theta=a^{2}
$$

Lituus means a "crook," in the sense of a bishop's crosier. The lituus curve originated with Cotes in 1722. Maclaurin used the term lituus in his book Harmonia Mensurarum in 1722 (MacTutor Archive). The lituus is the locus of the point $P$ moving such that the Area of a circular SECTOR remains constant.
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## Lituus Inverse Curve

The Inverse Curve of the Lituus is an Archimedean Spiral with $m=2$, which is Fermat's Spiral.
see also Archimedean Spiral, Fermat's Spiral, Lituus

## LLL Algorithm

An Integer Relation algorithm.
see also Ferguson-Forcade Algorithm, HJLS Algorithm, Integer Relation, PSLQ Algorithm, PSOS Algorithm
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## Ln

The Logarithm to Base $e$, also called the Natural Logarithm, is denoted $\ln$, i.e.,

$$
\ln x \equiv \log _{e} x
$$

see also Base (Logarithm), e, Lg, Logarithm, Napierian Logarithm, Natural Logarithm

## Lo Shu

| 8 | 1 | 6 |
| :--- | :--- | :--- |
| 3 | 5 | 7 |
| 4 | 9 | 2 |

The unique Magic Square of order three. The Lo Shu is an Associative Magic Square, but not a Panmagic Square.
see also Associative Magic Square, Magic Square, Panmagic Square
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## Lobachevsky-Bolyai-Gauss Geometry

 see Hyperbolic Geometry
## Lobachevsky's Formula



Given a point $P$ and a Line $A B$, draw the PerpendicULAR through $P$ and call it $P C$. Let $P D$ be any other line from $P$ which meets $C B$ in $D$. In a Hyperbolic Geometry, as $D$ moves off to infinity along $C B$, then the line $P D$ approaches the limiting line $P E$, which is said to be parallel to $C B$ at $P$. The angle $\angle C P E$ which $P E$ makes with $P C$ is then called the Angle of ParALLELISM for perpendicular distance $x$, and is given by

$$
\Pi(x)=2 \tan ^{-1}\left(e^{-x}\right)
$$

which is called Lobachevsky's formula.
see also Angle of Parallelism, Hyperbolic GeomETRY
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## Lobatto Quadrature

Also called Radau Quadrature (Chandrasekhar 1960). A Gaussian Quadrature with Weighting Function $W(x)=1$ in which the endpoints of the interval $[-1,1]$ are included in a total of $n$ ABSCISSAS, giving $r=n-2$ free abscissas. AbScISSAS are symmetrical about the origin, and the general Formula is

$$
\begin{equation*}
\int_{-1}^{1} f(x) d x=w_{1} f(-1)+w_{n} f(1)+\sum_{i=2}^{n-1} w_{i} f\left(x_{i}\right) \tag{1}
\end{equation*}
$$

The free Abscissas $x_{i}$ for $i=2, \ldots, n-1$ are the roots of the Polynomial $P_{n-1}^{\prime}(x)$, where $P(x)$ is a Legendre Polynomial. The weights of the free abscissas are

$$
\begin{align*}
w_{i} & =-\frac{2 n}{\left(1-x_{i}^{2}\right) P_{n-1}^{\prime \prime}\left(x_{i}\right) P_{m}^{\prime}\left(x_{i}\right)}  \tag{2}\\
& =\frac{2}{n(n-1)\left[P_{n-1}\left(x_{i}\right)\right]^{2}} \tag{3}
\end{align*}
$$

and of the endpoints are

$$
\begin{equation*}
w_{1, n}=\frac{2}{n(n-1)} \tag{4}
\end{equation*}
$$

The error term is given by

$$
\begin{equation*}
E=-\frac{n(n-1)^{3} 2^{2 n-1}[(n-2)!]^{4}}{(2 n-1)[(2 n-2)!]^{3}} f^{(2 n-2)}(\xi) \tag{5}
\end{equation*}
$$

for $\xi \in(-1,1)$. Beyer (1987) gives a table of parameters up to $n=11$ and Chandrasekhar (1960) up to $n=9$ (although Chandrasekhar's $\mu_{3,4}$ for $m=5$ is incorrect).

| $n$ | $x_{i}$ | $w_{i}$ |
| :--- | :--- | :--- |
| 3 | 0 | 1.33333 |
|  | $\pm 1$ | 0.333333 |
| 4 | $\pm 0.447214$ | 0.833333 |
|  | $\pm 1$ | 0.166667 |
| 5 | 0 | 0.711111 |
|  | $\pm 0.654654$ | 0.544444 |
|  | $\pm 1$ | 0.100000 |
| 6 | $\pm 0.285232$ | 0.554858 |
|  | $\pm 0.765055$ | 0.378475 |
|  | $\pm 1$ | 0.0666667 |

The Abscissas and weights can be computed analytically for small $n$.

| $n$ | $x_{i}$ | $w_{i}$ |
| :--- | :--- | :--- |
| 3 | 0 | $\frac{4}{3}$ |
|  | $\pm 1$ | $\frac{1}{3}$ |
| 4 | $\pm \frac{1}{5} \sqrt{5}$ | $\frac{1}{6}$ |
|  | $\pm 1$ | $\frac{5}{6}$ |
| 5 | 0 | $\frac{32}{45}$ |
|  | $\pm \frac{1}{7} \sqrt{21}$ | $\frac{49}{90}$ |
|  | $\pm 1$ | $\frac{1}{10}$ |

see also Chebyshev Quadrature, Radau QuadraTURE
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## Lobster



A 6-Polyiamond.

## References

Golomb, S. W. Polyominoes: Puzzles, Patterns, Problems, and Packings, 2nd ed. Princeton, NJ: Princeton University Press, p. 92, 1994.

## Local Cell

The Polyhedron resulting from letting each Sphere in a Sphere Packing expand uniformly until it touches its neighbors on flat faces.
see also Local Density

## Local Degree

The degree of a VERTEX of a Graph is the number of Edges which touch the Vertex, also called the Local Degree. The Vertex degree of a point $A$ in a Graph, denoted $\rho(A)$, satisfies

$$
\sum_{i=1}^{n} \rho\left(A_{i}\right)=2 E
$$

where $E$ is the total number of Edges. Directed graphs have two types of degrees, known as the Indegree and Outdegree.
see also Indegree, Outdegree

## Local Density

Let each Sphere in a Sphere Packing expand uniformly until it touches its neighbors on flat faces. Call the resulting Polyhedron the Local Cell. Then the local density is given by

$$
\rho=\frac{V_{\text {sphere }}}{V_{\text {local cell }}}
$$

When the Local Cell is a regular Dodecahedron, then

$$
\rho_{\text {dodecahedron }}=\frac{\pi \sqrt{5+\sqrt{5}}}{5 \sqrt{10}(\sqrt{5}-2)}=0.7547 \ldots
$$

## Local Density Conjecture

The Conjecture that the maximum Local Density is given by $\rho_{\text {dodecahedron }}$.
see also Local Density

## Local Extremum

A Local Minimum or Local Maximum.
see also Extremum, Global Extremum

## Local Field

A Field which is complete with respect to a discrete Valuation is called a local field if its Field of Residue Classes is Finite. The Hasse Principle is one of the chief applications of local field theory.
see also Hasse Principle, Valuation
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## Local-Global Principle

see Hasse Principle

## Local Group Theory

The study of a Finite Group $G$ using the Local SubGROUPS of $G$. Local group theory plays a critical role in the Classification Theorem.
see also Sylow Theorems

## Local Maximum

The largest value of a set, function, etc., within some local neighborhood.
see also Global Maximum, Local Minimum, Maximum, Peano Surface

## Local Minimum

The smallest value of a set, function, etc., within some local neighborhood.
see also Global Minimum, Local Maximum, MiniMUM

## Local Ring

A Noetherian Ring $R$ with a Jacobson radical which has only a single maximal ideal.

## References

Iyanaga, S. and Kawada, Y. (Eds.). "Local Rings." §281D in Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, pp. 890-891, 1980.

## Local Subgroup

A normalizer of a nontrivial Sylow $p$-SUBGROUP of a Group $G$.
see also Local Group Theory

## Local Surface

see Patch

Locally Convex Space<br>see Locally Pathwise-Connected Space

## Locally Finite Space

A locally finite SPACE is one for which every point of a given space has a Neighborhood that meets only finitely many elements of the Cover.

## Locally Pathwise-Connected Space

A Space $X$ is locally pathwise-connected if for every Neighborhood around every point in $X$, there is a smaller, Pathwise-Connected Neighborhood.

## Loculus of Archimedes

see Stomachion

## Locus

The set of all points (usually forming a curve or surface) satisfying some condition. For example, the locus of points in the plane equidistant from a given point is a Circle, and the set of points in 3 -space equidistant from a given point is a Sphere.

## Log

The symbol $\log x$ is used by physicists, engineers, and calculator keypads to denote the Base 10 Logarithm. However, mathematicians generally use the same symbol to mean the Natural Logarithm Ln, $\ln x$. In this work, $\log x=\log _{10} x$, and $\ln x=\log _{e} x$ is used for the Natural Logarithm.
see also Lg, Ln, Logarithm, Natural Logarithm

## Log Likelihood Procedure

A method for testing Nested Hypotheses. To apply the procedure, given a specific model, calculate the Likelinood of observing the actual data. Then compare this likelihood to a nested model (i.e., one in which fewer parameters are allowed to vary independently).

## Log Normal Distribution



A Continuous Distribution in which the Logarithm of a variable has a Normal Distribution. It is a general case of Gilbrat's Distribution, to which the $\log$ normal distribution reduces with $S=1$ and
$M=0$. The probability density and cumulative distribution functions are log normal distribution

$$
\begin{align*}
& P(x)=\frac{1}{S x \sqrt{2 \pi}} e^{-(\ln x-M)^{2} /\left(2 S^{2}\right)}  \tag{1}\\
& D(x)=\frac{1}{2}\left[1+\operatorname{erf}\left(\frac{\ln x-M}{S \sqrt{2}}\right)\right] \tag{2}
\end{align*}
$$

where $\operatorname{erf}(x)$ is the ERF function. This distribution is normalized, since letting $y \equiv \ln x$ gives $d y=d x / x$ and $x=e^{y}$, so

$$
\begin{equation*}
\int_{0}^{\infty} P(x) d x=\frac{1}{S \sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-(y-M)^{2} / 2 S^{2}} d y=1 \tag{3}
\end{equation*}
$$

The Mean, Variance, Skewness, and Kurtosis are given by

$$
\begin{align*}
\mu & =e^{M+S^{2} / 2}  \tag{4}\\
\sigma^{2} & =e^{S^{2}+2 M}\left(e^{S^{2}}-1\right)  \tag{5}\\
\gamma_{1} & =\sqrt{e^{S}-1}\left(2+e^{S^{2}}\right)  \tag{6}\\
\gamma_{2} & =e^{2 S^{2}}\left(3+2 e^{S^{2}}+e^{2 s^{2}}\right)-3 \tag{7}
\end{align*}
$$

These can be found by direct integration

$$
\begin{align*}
\mu & =\frac{1}{S \sqrt{2 \pi}} \int_{0}^{\infty} e^{-(\ln x-M)^{2} / 2 S^{2}} d x \\
& =\frac{1}{S \sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{(y-M)^{2} / 2 S^{2}} e^{y} d y \\
& =\frac{1}{S \sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left[-y+(y-M)^{2} / 2 S^{2}\right]} d y \\
& =\frac{1}{S \sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left(-2 S^{2} y+y^{2}-2 y M+M^{2}\right) / 2 S^{2}} d y \\
& =\frac{1}{S \sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-\left\{\left[y-\left(S^{2}+M\right)\right]^{2}+S^{2}\left(S^{2}+2 M\right)\right\} / 2 S^{2}} d y \\
& =\frac{1}{S \sqrt{2 \pi}} e^{M+S^{2} / 2} \int_{-\infty}^{\infty} e^{-\left[y-\left(S^{2}+M\right)^{2}\right] / 2 S^{2}} d y \\
& =e^{M+S^{2} / 2} \tag{8}
\end{align*}
$$

and similarly for $\sigma^{2}$. Examples of variates which have approximately $\log$ normal distributions include the size of silver particles in a photographic emulsion, the survival time of bacteria in disinfectants, the weight and blood pressure of humans, and the number of words written in sentences by George Bernard Shaw.
see also Gilbrat's Distribution, Weibull Distribution
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## Log-Series Distribution

The terms in the series expansion of $\ln (1-\theta)$ about $\theta=0$ are proportional to this distribution.

$$
\begin{align*}
& P(n)=-\frac{\theta^{n}}{n \ln (1-\theta)}  \tag{1}\\
& D(n) \equiv \sum_{i=1}^{n} P(i)=\frac{\theta^{1+n} \Phi(\theta, 1,1+n)+\ln (1-\theta)}{\ln (1-\theta)}, \tag{2}
\end{align*}
$$

where $\Phi$ is the Lerch Transcendent. The Mean, Variance, Skewness, and Kurtosis
$\mu=\frac{\theta}{(\theta-1) \ln (1-\theta)}$
$\sigma^{2}=-\frac{\theta[\theta+\ln (1-\theta)]}{(\theta-1)^{2}[\ln (1-\theta)]^{2}}$
$\gamma_{1}=\frac{2 \theta^{2}+3 \theta \ln (1-\theta)+(1+\theta) \ln ^{2}(1-\theta)}{\ln (1-\theta)[\theta+\ln (1-\theta)] \sqrt{-\theta[\theta+\ln (1-\theta)]}} \ln (1-\theta)$
$\gamma_{2}=\frac{6 \theta^{3}+12 \theta^{2} \ln (1-\theta)+\theta(7+4 \theta) \ln ^{2}(1-\theta)}{\theta[\theta+\ln (1-\theta)]^{2}}$

$$
\begin{equation*}
+\frac{\left(1+4 \theta+\theta^{2}\right) \ln ^{3}(1-\theta)}{\theta[\theta+\ln (1-\theta)]^{2}} \tag{6}
\end{equation*}
$$

## Log-Weibull Distribution

 see Fisher-Tippett Distribution
## Logarithm



The logarithm is defined to be the Inverse Function of taking a number to a given Power. Therefore, for any $x$ and $b$,

$$
\begin{equation*}
x=b^{\log _{b} x} \tag{1}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
x=\log _{b}\left(b^{x}\right) \tag{2}
\end{equation*}
$$

Here, the Power $b$ is known as the Base of the logarithm. For any BASE, the logarithm function has a Singularity at $x=0$. In the above plot, the solid curve is the logarithm to Base e (the Natural LogaRITHM), and the dotted curve is the logarithm to Base 10 (LOG).

Logarithms are used in many areas of science and engineering in which quantities vary over a large range. For example, the decibel scale for the loudness of sound, the Richter scalc of carthquake magnitudes, and the astronomical scale of stellar brightnesses are all logarithmic scales.


The logarithm can also be defined for Complex arguments, as shown above. If the logarithm is taken as the forward function, the function taking the BASE to a given Power is then called the Antilogarithm.

For $x=\log N,\lfloor x\rfloor$ is called the Characteristic and $x-\lfloor x\rfloor$ is called the Mantissa. Division and multiplication identities follow from these

$$
\begin{equation*}
x y=b^{\log _{b} x} b^{\log _{b} y}=b^{\log _{b} x+\log _{b} y} \tag{3}
\end{equation*}
$$

from which it follows that

$$
\begin{gather*}
\log _{b}(x y)=\log _{b} x+\log _{b} y  \tag{4}\\
\log _{b}\left(\frac{x}{y}\right)=\log _{b} x-\log _{b} y  \tag{5}\\
\log _{b} x^{n}=n \log _{b} x \tag{6}
\end{gather*}
$$

There are a number of properties which can be used to change from one BASE to another

$$
\begin{gather*}
a=a^{\log _{a} b / \log _{a} b}=\left(a^{\log _{a} b}\right)^{1 / \log _{a} b}=b^{1 / \log _{a} b}  \tag{7}\\
\log _{b} a=\frac{1}{\log _{a} b}  \tag{8}\\
\log _{x} z=\log _{x}\left(y^{\log _{y} z}\right)=\log _{y} z \log _{x} y  \tag{9}\\
\log _{y} z=\frac{\log _{x} z}{\log _{x} y}  \tag{10}\\
a^{x}=b^{x / \log _{a} b}=b^{x \log _{b} a} . \tag{11}
\end{gather*}
$$

The logarithm Base $e$ is called the Natural Logarithm and is denoted $\ln x$ (Ln). The logarithm Base 10 is denoted $\log x$ (LOG), (although mathematics texts often use $\log x$ to mean $\ln x$ ). The logarithm Base 2 is denoted $\lg x(\mathrm{Lg})$.

An interesting property of logarithms follows from looking for a number $y$ such that

$$
\begin{gather*}
\log _{b}(x+y)=-\log _{b}(x-y)  \tag{12}\\
x+y=\frac{1}{x-y} \tag{13}
\end{gather*}
$$

$$
\begin{gather*}
x^{2}-y^{2}=1  \tag{14}\\
y=\sqrt{x^{2}-1} \tag{15}
\end{gather*}
$$

so

$$
\begin{equation*}
\log _{b}\left(x+\sqrt{x^{2}-1}\right)=-\log _{b}\left(x-\sqrt{x^{2}-1}\right) \tag{16}
\end{equation*}
$$

Numbers of the form $\log _{a} b$ are Irrational if $a$ and $b$ are Integers, one of which has a Prime factor which the other lacks. A. Baker made a major step forward in Transcendental Number theory by proving the transcendence of sums of numbers of the form $\alpha \ln \beta$ for $\alpha$ and $\beta$ Algebraic Numbers.
see also Antilogarithm, Cologarithm, e, Exponential Function, Harmonic Logarithm, Lg, Ln, Log, Logarithmic Number, Napierian Logarithm, Natural Logarithm, Power
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## Logarithmic Binomial Formula

see Logarithmic Binomial Theorem

## Logarithmic Binomial Theorem

For all integers $n$ and $|x|<a$,

$$
\lambda_{n}^{(t)}(x+a)=\sum_{k=0}^{\infty}\left[\begin{array}{l}
n \\
k
\end{array}\right] \lambda_{n-k}^{(t)}(a) x^{k}
$$

where $\lambda_{n}^{(t)}$ is the Harmonic Logarithm and $\left[\begin{array}{l}n \\ k\end{array}\right]$ is a Roman Coefficient. For $t=0$, the logarithmic binomial theorem reduces to the classical Binomial TheoREM for Positive $n$, since $\lambda_{n-k}^{(0)}(a)=a^{n-k}$ for $n \geq k$, $\lambda_{n-k}^{(0)}(a)=0$ for $n<k$, and $\left[\begin{array}{l}n \\ k\end{array}\right]=\binom{n}{k}$ when $n \geq k \geq 0$. Similarly, taking $t=1$ and $n<0$ gives the Negative Binomial Series. Roman (1992) gives expressions obtained for the case $t=1$ and $n \geq 0$ which are not obtainable from the Binomial Theorem.
see also Harmonic Logarithm, Roman Coefficient
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## Logarithmic Distribution

A Continuous Distribution for a variate with probability function

$$
P(x)=\frac{\log x}{b(\log b-1)-a(\log a-1)}
$$

and distribution function

$$
D(x)=\frac{a(1-\log a)-x(1-\log x)}{a(1-\log a)-b(1-\log b)}
$$

The Mean is

$$
\mu=\frac{a^{2}(1-2 \log a)-b^{2}(1-2 \log b)}{4[a(1-\log a)-b(1-\log b)]}
$$

but higher order moments are rather messy.

## Logarithmic Integral



The logarithmic integral is defined by

$$
\begin{equation*}
\operatorname{li}(x)=\int_{0}^{x} \frac{d u}{\ln u} \tag{1}
\end{equation*}
$$

The offset form appearing in the Prime Number TheOREM is defined so that $\operatorname{Li}(2)=0$ :

$$
\begin{align*}
\operatorname{Li}(x) & \equiv \int_{2}^{x} \frac{d u}{\ln u}  \tag{2}\\
& =\operatorname{li}(x)-\operatorname{li}(2) \approx \operatorname{li}(x)-1.04516  \tag{3}\\
& =\operatorname{ei}(\ln x) \tag{4}
\end{align*}
$$

where ei $(x)$ is the Exponential Integral. (Note that the Notation $\mathrm{Li}_{n}(z)$ is also used for the PolylogaRithm.) Nielsen (1965, pp. 3 and 11) showed and Ramanujan independently discovered (Berndt 1994) that

$$
\begin{equation*}
\int_{\mu}^{x} \frac{d t}{\ln t}=\gamma+\ln \ln x+\sum_{k=1}^{\infty} \frac{(\ln x)^{k}}{k!k} \tag{5}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni Constant and $\mu$ is Soldner's Constant. Another Formula due to Ramanujan which converges more rapidly is

$$
\begin{align*}
\int_{\mu}^{x} \frac{d t}{\ln t}= & \gamma+\ln \ln x \\
& +\sqrt{x} \sum_{n=0}^{\infty} \frac{(-1)^{n-1}(\ln x)^{n}}{n!2^{n-1}} \sum_{k=0}^{[(n-1) / 2]} \frac{1}{2 k+1} \tag{6}
\end{align*}
$$

(Berndt 1994).
see also Polylogarithm, Prime Constellation, Prime Number Theorem, Skewes Number
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## Logarithmic Number

A Coefficient of the Maclaurin Series of

$$
\frac{1}{\ln (1+x)}=\frac{1}{x}+\frac{1}{2}+\frac{1}{12} x^{2}-\frac{19}{720} x^{3}+\frac{3}{160} x^{4}+\ldots
$$

(Sloane's A002206 and A002207), the multiplicative inverse of the Mercator Series function $\ln (1+x)$.
see also Mercator Series
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## Logarithmic Spiral



A curve whose equation in Polar Coordinates is given by

$$
\begin{equation*}
r=a e^{b \theta} \tag{1}
\end{equation*}
$$

where $r$ is the distance from the Origin, $\theta$ is the angle from the $x$-axis, and $a$ and $b$ are arbitrary constants. The logarithmic spiral is also known as the Growth Spiral, Equiangular. Spiral, and Spira Mirabilis. It can be expressed parametrically using

$$
\begin{equation*}
\cos \theta=\frac{1}{\sqrt{1-\tan ^{2} \theta}}=\frac{1}{\sqrt{1+\frac{y^{2}}{x^{2}}}}=\frac{x}{\sqrt{x^{2}+y^{2}}}=\frac{x}{r} \tag{2}
\end{equation*}
$$

which gives

$$
\begin{align*}
& x=r \cos \theta=a \cos \theta e^{b \theta}  \tag{3}\\
& y=x \tan \theta=r \sin \theta=a \sin \theta e^{b \theta} \tag{4}
\end{align*}
$$

The logarithmic spiral was first studied by Descartes in 1638 and Jakob Bernoulli. Bernoulli was so fascinated
by the spiral that he had one engraved on his tombstone (although the engraver did not draw it true to form). Torricelli worked on it independently and found the length of the curve (MacTutor Archive).
The rate of change of Radius is

$$
\begin{equation*}
\frac{d r}{d \theta}=a b e^{b \theta}=b r \tag{5}
\end{equation*}
$$

and the Angle between the tangent and radial line at the point $(r, \theta)$ is

$$
\begin{equation*}
\psi=\tan ^{-1}\left(\frac{r}{\frac{d r}{d \theta}}\right)=\tan ^{-1}\left(\frac{1}{b}\right)=\cot ^{-1} b . \tag{6}
\end{equation*}
$$

So, as $b \rightarrow 0, \psi \rightarrow \pi / 2$ and the spiral approaches a Circle.

If $P$ is any point on the spiral, then the length of the spiral from $P$ to the origin is finite. In fact, from the point $P$ which is at distance $r$ from the origin measured along a Radius vector, the distance from $P$ to the Pole along the spiral is just the Arc Length. In addition, any RAdiUs from the origin meets the spiral at distances which are in Geometric Progression (MacTutor Archive).




The Arc Length, Curvature, and Tangential AnGLE of the logarithmic spiral are

$$
\begin{align*}
s & =\int d s=\int \sqrt{x^{\prime 2}+y^{\prime 2}} d t=\frac{a \sqrt{1+b^{2}}}{b} e^{b \theta} \\
& =\frac{r \sqrt{1+b^{2}}}{b}  \tag{7}\\
\kappa & =\frac{x^{\prime} y^{\prime \prime}-y^{\prime} x^{\prime \prime}}{\left(x^{\prime 2}+y^{\prime 2}\right)^{3 / 2}}=\left(a \sqrt{1+b^{2}} e^{b \theta}\right)^{-1}  \tag{8}\\
\phi & =\int \kappa(s) d s=\theta . \tag{9}
\end{align*}
$$

The Cesàro Equation is

$$
\begin{equation*}
\kappa=\frac{1}{b s} . \tag{10}
\end{equation*}
$$

On the surface of a Sphere, the analog is a Loxodrome. This Spiral is related to Fibonacci Numbers and the Golden Mean.
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## Logarithmic Spiral Caustic Curve

The Caustic of a Logarithmic Spiral, where the pole is taken as the Radiant Point, is an equal Logarithmic Spiral.

## Logarithmic Spiral Evolute

$$
\begin{equation*}
R=\frac{\left(r^{2}+r_{\theta}^{2}\right)^{3 / 2}}{r^{2}+2 r^{2} r_{\theta}^{2}-r r_{\theta \theta}} \tag{1}
\end{equation*}
$$

Using

$$
\begin{equation*}
r=a e^{b \theta} \quad r_{\theta}=a b e^{b \theta} \quad r_{\theta \theta}=a b^{2} e^{b \theta} \tag{2}
\end{equation*}
$$

gives

$$
\begin{align*}
R & =\frac{\left(a^{2} e^{2 b \theta}+a^{2} b^{2} e^{2 b \theta}\right)^{3 / 2}}{\left(a e^{b \theta}\right)^{2}+2\left(a b e^{b \theta}\right)^{2}-\left(a b^{b \theta}\right)\left(a b^{2} e^{b \theta}\right)} \\
& =\frac{\left(1+b^{2}\right)^{3 / 2} a^{3} e^{3 b \theta}}{2 a^{2} b^{2} e^{2 b \theta}+a^{2} e^{2 b \theta}-a^{2} b^{2} e^{2 b \theta}} \\
& =\frac{\left(1+b^{2}\right)^{3 / 2} a^{3} e^{3 b \theta}}{a^{2} b^{2} e^{2 b \theta}+a^{2} e^{2 b \theta}}=\frac{\left(1+b^{2}\right)^{3 / 2} a^{3} e^{3 b \theta}}{a^{2}\left(1+b^{2}\right) e^{2 b \theta}} \\
& =a \sqrt{1+b^{2}} e^{b \theta} \tag{3}
\end{align*}
$$

and

$$
\begin{align*}
{\left[\begin{array}{l}
x \\
y
\end{array}\right] } & =\left[\begin{array}{l}
a e^{b \theta} \cos \theta \\
a e^{b \theta} \sin \theta
\end{array}\right] \\
{\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right] } & =\left[\begin{array}{l}
a b e^{b \theta} \cos \theta-a e^{b \theta} \sin \theta \\
a b e^{b \theta} \sin \theta+a e^{b \theta} \cos \theta
\end{array}\right] \\
& =a e^{b \theta}\left[\begin{array}{l}
b \cos \theta-\sin \theta \\
b \sin \theta+\cos \theta
\end{array}\right] \tag{4}
\end{align*}
$$

so

$$
\begin{align*}
\left|\mathbf{r}^{\prime}\right| & =a e^{b \theta} \sqrt{(b \cos \theta-\sin \theta)^{2}+(b \sin \theta+\cos \theta)^{2}} \\
& =a e^{b \theta} \sqrt{1+b^{2}} \tag{5}
\end{align*}
$$

and the Tangent Vector is given by

$$
\begin{align*}
\hat{\mathbf{T}} & =\frac{\mathbf{r}^{\prime}}{\left|\mathbf{r}^{\prime}\right|}=\frac{1}{a e^{b \theta} \sqrt{1+b^{2}}}\left[\begin{array}{c}
a e^{b \theta} \cos \theta \\
a e^{b \theta} \sin \theta
\end{array}\right] \\
& =\frac{1}{\sqrt{1+b^{2}}}\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right] . \tag{6}
\end{align*}
$$

The coordinates of the Evolute are therefore

$$
\begin{align*}
\xi & =-a b e^{b \theta} \sin \theta  \tag{7}\\
\eta & =a b e^{b \theta} \cos \theta \tag{8}
\end{align*}
$$

So the Evolute is another logarithmic spiral with $a^{\prime} \equiv$ $a b$, as first shown by Johann Bernoulli. However, in some cases, the Evolute is identical to the original, as can be demonstrated by making the substitution to the new variable

$$
\begin{equation*}
\theta \equiv \phi-\frac{1}{2} \pi \pm 2 n \pi \tag{9}
\end{equation*}
$$

Then the above equations become

$$
\begin{align*}
\xi & =-a b e^{b(\phi-\pi / 2 \pm 2 n \pi)} \sin (\phi-\pi / 2 \pm 2 n \pi) \\
& =a b e^{b \phi} e^{b(-\pi / 2 \pm 2 n \pi)} \cos \phi  \tag{10}\\
\eta & =a b e^{b(\phi-\pi / 2 \pm 2 n \pi)} \cos (\phi-\pi / 2 \pm 2 n \pi) \\
& =a b e^{b \phi} e^{b(-\pi / 2 \pm 2 n \pi)} \sin \phi, \tag{11}
\end{align*}
$$

which are equivalent to the form of the original equation if

$$
\begin{gather*}
b e^{b\left(-\frac{1}{2} \pi \pm 2 n \pi\right)}=1  \tag{12}\\
\ln b+b\left(-\frac{1}{2} \pi \pm 2 n \pi\right)=0  \tag{13}\\
\frac{\ln b}{b}=\frac{1}{2} \pi \mp 2 n \pi=-\left(2 n-\frac{1}{2}\right) \pi \tag{14}
\end{gather*}
$$

where only solutions with the minus sign in $\mp$ exist. Solving gives the values summarized in the following table.

| $n$ | $b_{n}$ | $\psi=\cot ^{-1} b_{n}$ |
| ---: | :---: | :--- |
| 1 | $0.2744106319 \ldots$ | $74^{\circ} 39^{\prime} 18.53^{\prime \prime}$ |
| 2 | $0.1642700512 \ldots$ | $80^{\circ} 40^{\prime} 16.80^{\prime \prime}$ |
| 3 | $0.1218322508 \ldots$ | $83^{\circ} 03^{\prime} 13.53^{\prime \prime}$ |
| 4 | $0.0984064967 \ldots$ | $84^{\circ} 22^{\prime} 47.53^{\prime \prime}$ |
| 5 | $0.0832810611 \ldots$ | $85^{\circ} 14^{\prime} 21.60^{\prime \prime}$ |
| 6 | $0.0725974881 \ldots$ | $85^{\circ} 50^{\prime} 51.92^{\prime \prime}$ |
| 7 | $0.0645958183 \ldots$ | $86^{\circ} 18^{\prime} 14.64^{\prime \prime}$ |
| 8 | $0.0583494073 \ldots$ | $86^{\circ} 39^{\prime} 38.20^{\prime \prime}$ |
| 9 | $0.0533203211 \ldots$ | $86^{\circ} 56^{\prime} 52.30^{\prime \prime}$ |
| 10 | $0.0491732529 \ldots$ | $87^{\circ} 11^{\prime} 05.45^{\prime \prime}$ |
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## Logarithmic Spiral Inverse Curve

The Inverse Curve of the Logarithmic Spiral

$$
r=e^{a \theta}
$$

with Inversion Center at the origin and inversion radius $k$ is the Logarithimic Spiral

$$
r=k e^{-a \theta}
$$

## Logarithmic Spiral Pedal Curve



The Pedal Curve of a Logarithmic Spiral with parametric equation

$$
\begin{align*}
& f=e^{a t} \cos t  \tag{1}\\
& g=e^{a t} \sin t \tag{2}
\end{align*}
$$

for a Pedal Point at the pole is an identical LogaRithmic Spiral

$$
\begin{align*}
& x=\frac{(a \sin t+\cos t) e^{a t}}{1+a^{2}}  \tag{3}\\
& y=\frac{(\sin t-a \cos t) e^{a t}}{1+a^{2}} \tag{4}
\end{align*}
$$

so

$$
\begin{equation*}
r=\sqrt{x^{2}+y^{2}}=\frac{e^{a t}}{\sqrt{1+a^{2}}} \tag{5}
\end{equation*}
$$

## Logarithmic Spiral Radial Curve



The Radial Curve of the Logarithmic Spiral is another Logarithmic Spiral.

## Logarithmically Convex Function

A function $f(x)$ is logarithmically convex on the interval [ $a, b]$ if $f>0$ and $\ln f(x)$ is Concave on [ $a, b$ ]. If $f(x)$ and $g(x)$ are logarithmically convex on the interval $[a, b]$, then the functions $f(x)+g(x)$ and $f(x) g(x)$ are also logarithmically convex on $[a, b]$.
see also Convex Function
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## Logic

The formal mathematical study of the methods, structure, and validity of mathematical deduction and proof. Formal logic seeks to devise a complete, consistent formulation of mathematics such that propositions can be formally stated and proved using a small number of symbols with well-defined meanings. While this sounds like an admirable pursuit in principle, in practice the study of mathematical logic can rapidly become bogged down in pages of dense and unilluminating mathematical symbols, of which Whitehead and Russell's Principia Mathematica (1925) is perhaps the best (or worst) example.
A very simple form of logic is the study of "Truth TaBLES" and digital logic circuits in which one or more outputs depend on a combination of circuit elements (AND, NAND, OR, XOR, etc.; "gates") and the input
values. In such a circuit, values at each point can take on values of only True (1) or False (0). de Morgan's Duality Law is a useful principle for the analysis and simplification of such circuits.

A generalization of this simple type of logic in which possible values are True, False, and "undecided" is called Three-Valued Logic. A further generalization called FUZZY LOGIC treats "truth" as a continuous quantity ranging from 0 to 1 .
see also Absorption Law, Alethic, Boolean Algebra, Boolean Connective, Bound, Caliban Puzzle, Contradiction Law, de Morgan's Duality Law, de Morgan's Laws, Deducible, Excluded Middle Law, Free, Fuzzy Logic, Gödel's Incompleteness Theorem, Khovanski's Theorem, Logical Paradox, Logos, Löwenheimer-Skolem Theorem, Metamathematics, Model Theory, Quantifier, Sentence, Tarski's Theorem, Tautology, Three-Valued Logic, Topos, Truth Table, Turing Machine, Universal Statement, Universal Turing Machine, Venn Diagram, Wilkie's TheoREM
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## Logical Paradox

see Paradox

## Logistic Distribution




$$
\begin{align*}
P(x) & =\frac{e^{(x-m) / b}}{|b|\left[1+e^{(x-m) / b}\right]^{2}}  \tag{1}\\
D(x) & =\frac{1}{1+e^{(m-x) /|b|}} \tag{2}
\end{align*}
$$

and the Mean, Variance, Skewness, and Kurtosis are

$$
\begin{align*}
\mu & =m  \tag{3}\\
\sigma^{2} & =\frac{1}{3} \pi^{2} \beta^{2}  \tag{4}\\
\gamma_{1} & =0  \tag{5}\\
\gamma_{2} & =\frac{6}{5} . \tag{6}
\end{align*}
$$

see also Logistic Equation, Logistic Growth Curve
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## Logistic Equation

The logistic equation (sometimes called the Verhulst Model since it was first published in 1845 by the Belgian P.-F. Verhulst) is defined by

$$
\begin{equation*}
x_{n+1}=r x_{n}\left(1-x_{n}\right) \tag{1}
\end{equation*}
$$

where $r$ (sometimes also denoted $\mu$ ) is a Positive constant (the "biotic potential"). We will start $x_{0}$ in the interval $[0,1]$. In order to keep points in the interval, we must find appropriate conditions on $r$. The maximum value $x_{n+1}$ can take is found from

$$
\begin{equation*}
\frac{d x_{n+1}}{d x_{n}}=r\left(1-2 x_{n}\right)=0 \tag{2}
\end{equation*}
$$

so the largest value of $x_{n+1}$ occurs for $x_{n}=1 / 2$. Plugging this in, $\max \left(x_{n+1}\right)=r / 4$. Therefore, to keep the Map in the desired region, we must have $r \in(0,4]$. The Jacobian is

$$
\begin{equation*}
J=\left|\frac{d x_{n+1}}{d x_{n}}\right|=\left|r\left(1-2 x_{n}\right)\right| \tag{3}
\end{equation*}
$$

and the MAP is stable at a point $x_{0}$ if $J\left(x_{0}\right)<1$. Now we wish to find the Fixed Points of the Map, which occur when $x_{n+1}=x_{n}$. Drop the $n$ subscript on $x_{n}$

$$
\begin{equation*}
f(x)=r x(1-x)=x \tag{4}
\end{equation*}
$$

$x[1-r(1-x)]=x(1-r+r x)=r x\left[x-\left(1-r^{-1}\right)\right]=0$,
so the Fixed Points are $x_{1}^{(1)}=0$ and $x_{2}^{(1)}=1-r^{-1}$. An interesting thing happens if a value of $r$ greater than 3 is chosen. The map becomes unstable and we get a Pitchfork Bifurcation with two stable orbits of period two corresponding to the two stable Fixed Points of $f^{2}(x)$. The fixed points of order two must satisfy $x_{n+2}=x_{n}$, so

$$
\begin{align*}
x_{n+2} & =r x_{n+1}\left(1-x_{n+1}\right) \\
& =r\left[r x_{n}\left(1-x_{n}\right)\right]\left[1-r x_{n}\left(1-x_{n}\right)\right] \\
& =r^{2} x_{n}\left(1-x_{n}\right)\left(1-r x_{n}+r x_{n}{ }^{2}\right)=x_{n} \tag{6}
\end{align*}
$$

Now, drop the $n$ subscripts and rewrite

$$
\begin{gather*}
x\left\{r^{2}\left[1-x(1+r)+2 r x^{2}-r x^{3}\right]-1\right\}=0  \tag{7}\\
x\left[-r^{3} x^{3}+2 r^{3} x^{2}-r^{2}(1+r) x+\left(r^{2}-1\right)\right]=0  \tag{8}\\
-r^{3} x\left[x-\left(1-r^{-1}\right)\right]\left[x^{2}-\left(1+r^{-1}\right) x+r^{-1}\left(1+r^{-1}\right)\right]
\end{gather*}
$$

$$
\begin{equation*}
=0 \tag{9}
\end{equation*}
$$

Notice that we have found the first-order Fixed Points as well, since two iterations of a first-order Fixed Point produce a trivial second-order Fixed Point. The true 2-CyCles are given by solutions to the quadratic part

$$
\begin{align*}
x_{ \pm}^{(2)} & =\frac{1}{2}\left[\left(1+r^{-1}\right) \pm \sqrt{\left(1+r^{-1}\right)^{2}-4 r^{-1}\left(1+r^{-1}\right)}\right] \\
& =\frac{1}{2}\left[\left(1+r^{-1}\right) \pm \sqrt{1+2 r^{-1}+r^{-2}-4 r^{-1}-4 r^{-2}}\right] \\
& =\frac{1}{2}\left[\left(1+r^{-1}\right) \pm \sqrt{1-2 r^{-1}-3 r^{-2}}\right] \\
& =\frac{1}{2}\left[\left(1+r^{-1}\right) \pm r^{-1} \sqrt{(r-3)(r+1)}\right] \tag{10}
\end{align*}
$$

These solutions are only REAL for $r \geq 3$, so this is where the 2 -Cycle begins. Now look for the onset of the 4 Cycle. To eliminate the 2 - and 1-Cycles, consider

$$
\begin{equation*}
\frac{f^{4}(x)-x}{f^{2}(x)-x}=0 . \tag{11}
\end{equation*}
$$

This gives

$$
\begin{align*}
1+ & r^{2}+\left(-r^{2}-r^{3}-r^{4}-r^{5}\right) x \\
& +\left(2 r^{3}+r^{4}+4 r^{5}+r^{6}+2 r^{7}\right) x^{2} \\
& +\left(-r^{3}-5 r^{5}-4 r^{6}-5 r^{7}-4 r^{8}-r^{9}\right) x^{3} \\
& +\left(2 r^{5}+6 r^{6}+4 r^{7}+14 r^{8}+5 r^{9}+3 r^{10}\right) x^{4} \\
& +\left(-4 r^{6}-r^{7}-18 r^{8}-12 r^{9}-12 r^{10}-3 r^{11}\right) x^{5} \\
& +\left(r^{6}+10 r^{8}+17 r^{9}+18 r^{10}+15 r^{11}+r^{12}\right) x^{6} \\
& +\left(-2 r^{8}-14 r^{9}-12 r^{10}-30 r^{11}-6 r^{12}\right) x^{7} \\
& +\left(6 r^{9}+3 r^{10}+30 r^{11}+15 r^{12}\right) x^{8} \\
& +\left(-r^{9}-15 r^{11}-20 r^{12}\right) x^{9}+\left(3 r^{11}+15 r^{12}\right) x^{10} \\
& -6 r^{12} x^{11}+r^{12} x^{12} \tag{12}
\end{align*}
$$

The Roots of this equation are all Imaginary for $r<1+\sqrt{6}$, but two of them convert to REAL roots at this value (although this is difficult to show except by plugging in). The 4 -Cycle therefore starts at $1+\sqrt{6}=3.449490 \ldots$ The Bifurcations come faster and faster ( $8,16,32, \ldots$ ), then suddenly break off. Beyond a certain point known as the Accumulation PoInt, periodicity gives way to Chaos.


A table of the CyCLE type and value of $r_{n}$ at which the cycle $2^{n}$ appears is given below.

| $n$ | cycle $\left(2^{n}\right)$ | $r_{n}$ |
| ---: | ---: | :--- |
| 1 | 2 | 3 |
| 2 | 4 | 3.449490 |
| 3 | 8 | 3.544090 |
| 4 | 16 | 3.564407 |
| 5 | 32 | 3.568750 |
| 6 | 64 | 3.56969 |
| 7 | 128 | 3.56989 |
| 8 | 256 | 3.569934 |
| 9 | 512 | 3.569943 |
| 10 | 1024 | 3.5699451 |
| 11 | 2048 | 3.569945557 |
| $\infty$ | acc. pt. | 3.569945672 |

For additional values, see Rasband (1990, p. 23). Note that the table in Tabor (1989, p. 222) is incorrect, as is the $n=2$ entry in Lauweirer 1991. In the middle of the complexity, a window suddenly appears with a regular period like 3 or 7 as a result of Mode Locking. The period 3 Bifurcation occurs at $r=1+2 \sqrt{2}=$ $3.828427 \ldots$, as is derived below. Following the 3Cycle, the Period Doublings then begin again with CyCles of $6,12, \ldots$ and $7,14,28, \ldots$, and then once again break off to Chaos.
A set of $n+1$ equations which can be solved to give the onset of an arbitrary $n$-cycle (Saha and Strogatz 1995) is

$$
\left\{\begin{array}{l}
x_{2}=r x_{1}\left(1-x_{1}\right)  \tag{13}\\
x_{3}=r x_{2}\left(1-x_{2}\right) \\
\vdots \\
x_{n}=r x_{n-1}\left(1-x_{n-1}\right) \\
x_{1}=r x_{n}\left(1-x_{n}\right) \\
r^{n} \prod_{k=1}^{n}\left(1-2 x_{k}\right)=1
\end{array}\right.
$$

The first $n$ of these give $f(x), f^{2}(x), \ldots, f^{n}(x)$, and the last uses the fact that the onset of period $n$ occurs by a Tangent Bifurcation, so the $n$th Derivative is 1 .

For $n=2$, the solutions $\left(x_{1}, \ldots, x_{n}, r\right)$ are $(0,0, \pm 1)$ and $(2 / 3,2 / 3,3)$, so the desired Bifurcation occurs at $r_{2}=3$. Taking $n=3$ gives

$$
\begin{align*}
\frac{d\left[f^{3}(x)\right]}{d x} & =\frac{d\left[f^{3}(x)\right]}{d\left[f^{2}(x)\right]} \frac{d\left[f^{2}(x)\right]}{d[f(x)]} \frac{d[f(x)]}{d x} \\
& =\frac{d[f(z)]}{d z} \frac{d[f(y)]}{d y} \frac{d[f(x)]}{d x} \\
& =r^{3}(1-2 z)(1-2 y)(1-2 x) \tag{14}
\end{align*}
$$

Solving the resulting Cubic Equation using computer algebra gives

$$
\begin{align*}
x_{1}= & -\left(\frac{2^{5^{6}}}{63 \cdot 7^{1 / 3}}+\frac{1}{63 \cdot 28^{1 / 3}}\right) c^{2} \\
& -\frac{1}{9 \cdot 98^{1 / 3}} c+\frac{10+\sqrt{2}}{21}+\left(\frac{4 \cdot 2^{5 / 6}}{9 \cdot 7^{1 / 3}}-\frac{2^{1 / 3}}{7^{1 / 3}}\right) c^{-1} \\
& +\frac{25 \cdot 28^{1 / 3}-44 \cdot 2^{1 / 6} 7^{1 / 3}}{9} c^{-2}  \tag{15}\\
x_{2}= & \left(\frac{1}{63 \cdot 28^{1 / 3}}+\frac{2^{5 / 6}}{63 \cdot 7^{1 / 3}}\right) c^{2}-\frac{2^{2 / 3}}{9 \cdot 7^{2 / 3}} c+\frac{10+\sqrt{2}}{21} \\
& +\left(\frac{8 \cdot 2^{5 / 6}}{9 \cdot 7^{1 / 3}}-\frac{2 \cdot 2^{1 / 3}}{7^{1 / 3}}\right) c^{-1} \\
& +\frac{44 \cdot 2^{1 / 6} 7^{1 / 3}-25 \cdot 28^{1 / 3}}{9} c^{-2}  \tag{16}\\
x_{3}= & \frac{1}{3 \cdot 98^{1 / 3}} c+\frac{10+\sqrt{2}}{21}+\frac{2^{1 / 3}(9-4 \sqrt{2})}{3 \cdot 7^{1 / 3}} c^{-1}  \tag{17}\\
r= & 1+2 \sqrt{2}, \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
c \equiv(-25+22 \sqrt{2}+3 \sqrt{3} \sqrt{1100 \sqrt{2}-1593})^{1 / 3} \tag{19}
\end{equation*}
$$

Numerically,

$$
\begin{align*}
x_{1} & =0.514355 \ldots  \tag{20}\\
x_{2} & =0.956318 \ldots  \tag{21}\\
x_{3} & =0.159929 \ldots  \tag{22}\\
r & =3.828427 \ldots \tag{23}
\end{align*}
$$

Saha and Strogatz (1995) give a simplified algebraic treatment which involves solving

$$
\begin{equation*}
r^{3}(1-2 \alpha+4 \beta-8 \gamma)=1 \tag{24}
\end{equation*}
$$

together with three other simultaneous equations, where

$$
\begin{align*}
& \alpha \equiv x_{1}+x_{2}+x_{3}  \tag{25}\\
& \beta \equiv x_{1} x_{2}+x_{1} x_{3}+x_{2} x_{3}  \tag{26}\\
& \gamma \equiv x_{1} x_{2} x_{3} . \tag{27}
\end{align*}
$$

Further simplifications still are provided in Bechhoeffer (1996) and Gordon (1996), but neither of these techniques generalizes easily to higher CYCLES. Bechhoeffer (1996) expresses the three additional equations as

$$
\begin{align*}
& 2 \alpha=3+r^{-1}  \tag{28}\\
& 4 \beta=\frac{3}{2}+5 r^{-1}+\frac{3}{2} r^{-2}  \tag{29}\\
& 8 \gamma=-\frac{1}{2}+\frac{7}{2} r^{-1}+\frac{5}{2} r^{-2}+\frac{5}{2} r^{-3} \tag{30}
\end{align*}
$$

giving

$$
\begin{equation*}
r^{2}-2 r-7=0 \tag{31}
\end{equation*}
$$

Gordon (1996) derives not only the value for the onset of the 3-Cycle, but also an upper bound for the $r$-values supporting stable period 3 orbits. This value is obtained by solving the Cubic Equation

$$
\begin{equation*}
s^{3}-11 s^{2}+37 s-108=0 \tag{32}
\end{equation*}
$$

for $s$, then
$r^{\prime}=1+\sqrt{s}$
$=1+\sqrt{\frac{11}{3}+\left(\frac{1915}{54}+\frac{5}{2} \sqrt{201}\right)^{1 / 3}+\left(\frac{1915}{54}-\frac{5}{2} \sqrt{201}\right)^{1 / 3}}$
$=3.841499007543 \ldots$.

The logistic equation has Correlation Exponent $0.500 \pm 0.005$ (Grassberger and Procaccia 1983), CAPACity Dimension 0.538 (Grassberger 1981), and Information Dimension 0.5170976 (Grassberger and Procaccia 1983).
see also Bifurcation, Feigenbaum Constant, Logistic Distribution, Logistic Equation-r $=4$, Logistic Growth Curve, Period Three Theorem, Quadratic Map
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Logistic Equation-r $r=4$
With $r=4$, the Logistic Equation becomes

$$
\begin{equation*}
x_{n+1}=4 x_{n}\left(1-x_{n}\right) \tag{1}
\end{equation*}
$$

Now let

$$
\begin{gather*}
x \equiv \sin ^{2}\left(\frac{1}{2} \pi y\right)=\frac{1}{2}[1-\cos (\pi y)]  \tag{2}\\
\sqrt{x}=\sin \left(\frac{1}{2} \pi y\right)  \tag{3}\\
y=\frac{2}{\pi} \sin ^{-1}(\sqrt{x})  \tag{4}\\
\frac{d y}{d x}=\frac{2}{\pi} \frac{1}{\sqrt{1-x}} \frac{1}{2} x^{-1 / 2}=\frac{1}{\pi \sqrt{x(1-x)}} \tag{5}
\end{gather*}
$$

Manipulating (2) gives

$$
\begin{align*}
& \sin ^{2}\left(\frac{1}{2} \pi y_{n+1}\right) \\
& \quad=4 \frac{1}{2}\left[1-\cos \left(\pi y_{n}\right)\right]\left\{1-\frac{1}{2}\left[1-\frac{1}{2}\left(1-\cos \left(\pi y_{n}\right)\right]\right\}\right. \\
& \quad=2\left[1-\cos \left(\pi y=1-\cos ^{2}\left(\pi y_{n}\right) \sin ^{2}\left(\pi y_{n}\right)\right.\right. \tag{6}
\end{align*}
$$

so

$$
\begin{align*}
& \frac{1}{2} \pi y_{n+1}= \pm y_{n}+s \pi  \tag{7}\\
& y_{n+1}= \pm 2 y_{n}+\frac{1}{2} s \tag{8}
\end{align*}
$$

But $y \in[0,1]$. Taking $y_{n} \in[0,1 / 2]$, then $s=0$ and

$$
\begin{equation*}
y_{n+1}=2 y_{n} \tag{9}
\end{equation*}
$$

For $y \in[1 / 2,1], s=1$ and

$$
\begin{equation*}
y_{n+1}=2-2 y_{n} \tag{10}
\end{equation*}
$$

Combining

$$
y_{n}= \begin{cases}2 y_{n} & \text { for } y_{n} \in\left[0, \frac{1}{2}\right]  \tag{11}\\ 2-2 y_{n} & \text { for } y_{n} \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

which can be written

$$
\begin{equation*}
y_{n}=1-2\left|x_{n}-h\right| \tag{12}
\end{equation*}
$$

the Tent Map with $\mu=1$, so the Natural Invariant in $y$ is

$$
\begin{equation*}
\rho(y)=1 \tag{13}
\end{equation*}
$$

Transforming back to $x$ gives

$$
\begin{align*}
\rho(x) & =\left|\frac{d y}{d x}\right| \rho(y(x))=\frac{2}{\pi} \frac{1}{\sqrt{1-x}} \frac{1}{2} x^{-1 / 2} \\
& =\frac{1}{\pi \sqrt{x(1-x)}} . \tag{14}
\end{align*}
$$

This can also be derived from

$$
\begin{equation*}
\rho(x) \equiv \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} \delta\left(x_{i}-x\right)=\frac{1}{\pi \sqrt{x(1-x)}}, \tag{15}
\end{equation*}
$$

where $\delta(x)$ is the Delta Function.
see also Logistic Equation

## Logistic Growth Curve

The Population Growth law which arises frequently in biology and is given by the differential equation

$$
\begin{equation*}
\frac{d N}{d t}=\frac{r(K-N)}{K} \tag{1}
\end{equation*}
$$

where $r$ is the Malthusian Parameter and $K$ is the so-called Carrying Capacity (i.e., the maximum sustainable population). Rearranging and integrating both sides gives

$$
\begin{gather*}
\int_{N_{0}}^{N} \frac{d N}{K-N}=\frac{r}{K} \int_{0}^{t} d t  \tag{2}\\
\ln \left(\frac{N_{0}-K}{N-K}\right)=\frac{r}{K} t  \tag{3}\\
N(t)=K+\left(N_{0}-K\right) e^{-r t / K} . \tag{4}
\end{gather*}
$$

The curve

$$
\begin{equation*}
y=\frac{a}{1+b q^{x}} \tag{5}
\end{equation*}
$$

is sometimes also known as the logical curve.
see also Gompertz Curve, Life Expectancy, Logistic Equation, Makeham Curve, Malthusian Parameter, Population Growth

## Logistic Map

see Logistic Equation

## Logit Transformation



The function

$$
z=f(x)=\ln \left(\frac{x}{1-x}\right)
$$

This function has an inflection point at $x=1 / 2$, where

$$
f^{\prime \prime}(x)=\frac{2 x-1}{x^{2}(x-1)^{2}}=0
$$

Applying the logit transformation to values obtained by iterating the LOgISTIC EQUATION generates a sequence of Random Numbers having distribution

$$
P_{z}=\frac{1}{\pi\left(e^{x / 2}+e^{-x / 2}\right)}
$$

which is very close to a Gaussian Distribution.

## References

Collins, J.; Mancilulli, M.; Hohlfeld, R.; Finch, D.; Sandri, G.; and Shtatland, E. "A Random Number Generator Based on the Logit Transform of the Logistic Variable." Computers in Physics 6, 630-632, 1992.
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## Logos

A generalization of a Heyting Algebra which replaces Boolean Algebra in "intuitionistic" Logic.
see also Topos

## Lommel Differential Equation

A generalization of the Bessel Differential EquaTION (Watson 1966, p. 345),

$$
z^{2} \frac{d^{2} y}{d z^{2}}+z \frac{d y}{d z}-\left(z^{2}+\nu^{2}\right) y=k z^{\mu+1}
$$

A further generalization gives

$$
z^{2} \frac{d^{2} y}{d z^{2}}+z \frac{d y}{d z}-\left(z^{2}+\nu^{2}\right) y= \pm k z^{\mu+1}
$$

The solutions are Lommel Functions.
see also Lommel Function

## References
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## Lommel Function

There are several functions called "Lommel functions." One type of Lommel function is the solution to the LOMmel Differential Equation with a Plus Sign,

$$
\begin{equation*}
y=k s_{\mu, \nu}(z) \tag{1}
\end{equation*}
$$

where

$$
\begin{align*}
& s_{\mu, \nu}^{(+)}(z) \equiv \frac{1}{2} \pi\left[Y_{\nu}(z) \int_{0}^{z} z^{\mu} J_{\nu}(z) d z\right. \\
&\left.\quad-J_{\nu}(z) \int_{0}^{z} z^{\mu} Y_{\nu}(z) d z\right] \tag{2}
\end{align*}
$$

Here, $J_{\nu}(z)$ and $Y_{\nu}(z)$ are Bessel Functions of the First and SEcond Kinds (Watson 1966, p. 346). If a minus sign precedes $k$, then the solution is

$$
\begin{equation*}
s_{\mu, \nu}^{(-)} \equiv I_{\nu}(z) \int_{z}^{c_{1}} z^{\mu} K_{\nu}(z) d z-J_{\nu}(z) \int_{c_{2}}^{z} z^{\mu} I_{\nu}(z) d z \tag{3}
\end{equation*}
$$

where $K_{\nu}(z)$ and $I_{\nu}(z)$ are Modified Bessel Functions of the First and Second Kinds.

Lommel functions of two variables are related to the Bessel Function of the First Kind and arise in the theory of diffraction and, in particular, Mie scattering (Watson 1966, p. 537),

$$
\begin{align*}
& U_{n}(w, z)=\sum_{m=0}^{\infty}(-1)^{m}\left(\frac{w}{z}\right)^{n+2 m} J_{n+2 m}(z)  \tag{4}\\
& V_{n}(w, z)=\sum_{m=0}^{\infty}(-1)^{m}\left(\frac{w}{z}\right)^{-n-2 m} J_{-n-2 m}(z) \tag{5}
\end{align*}
$$

see also LOMMEL Differential EqUATION, LOMMEL Polynomial

## References

Chandrasekhar, S. Radiative Transfer. New York: Dover, p. 369, 1960.
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## Lommel's Integrals

$$
\begin{aligned}
& \left(\beta^{2}-\alpha^{2}\right) \int x J_{n}(\alpha x) J_{n}(\beta x) d x \\
& \quad=x\left[\alpha J_{n}^{\prime}(\alpha x) J_{n}(\beta x)-\beta J_{n}^{\prime}(\beta x) J_{n}(\alpha x)\right]
\end{aligned}
$$

$\int x J_{n}{ }^{2}(\alpha x) d x=\frac{1}{2} x^{2}\left[J_{n}{ }^{2}(\alpha x)+J_{n-1}(\alpha x) J_{n+1}(\alpha x)\right]$,
where $J_{n}(x)$ is a Bessel Function of the First Kind.

## References

Bowman, F. Introduction to Bessel Functions. New York: Dover, p. 101, 1958.

## Lommel Polynomial

$$
\begin{aligned}
& R_{m, \nu}(z) \\
& =\frac{\Gamma(\nu+m)}{\Gamma(\nu)(z / 2)^{m}}{ }_{2} F_{3}\left(\frac{1}{2}(1-m),-\frac{1}{2} m ; \nu,-m, 1-\nu-m ; z^{2}\right) \\
& \times \frac{\pi z}{2 \sin (\nu \pi)}\left[J_{\nu+m}(z) J_{-\nu+1}(z)\right. \\
& \\
& \left.\quad+(-1)^{m} J_{-\nu-m}(z) J_{\nu-1}(z)\right]
\end{aligned}
$$

where $\Gamma(z)$ is a Gamma Function, $J_{n}(x)$ is a Bessel Function of the First Kind, and ${ }_{2} F_{3}(a, b ; c, d, e ; z)$ is a Generalized Hypergeometric Function. see also Lommel Function

## References
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## Long Division




Long division is an algorithm for dividing two numbers, obtaining the Quotient one Digit at a time. The above example shows how the division of $123456 / 17$ is performed to obtain the result $7262.11 \ldots$.
see also Division

## Long Exact Sequence of a Pair Axiom

One of the Eilenberg-Steenrod Axioms. It states that, for every pair $(X, A)$, there is a natural long exact sequence

$$
\begin{aligned}
\ldots \rightarrow H_{n}(A) \rightarrow H_{n}(X) \rightarrow & \\
& H_{n}(X, A) \rightarrow H_{n-1}(A) \rightarrow \ldots,
\end{aligned}
$$

where the Map $H_{n}(A) \rightarrow H_{n}(X)$ is induced by the InCLUSION MAP $A \rightarrow X, H_{n}(X) \rightarrow H_{n}(X, A)$ is induced by the Inclusion Map $(X, \phi)^{-} \rightarrow(X, A)$. The Map $H_{n}(X, A) \rightarrow H_{n-1}(A)$ is called the Boundary Map.
see also Eilenberg-Steenrod Axioms

## Long Prime

see Decimal Expansion

## Longitude

The azimuthal coordinate on the surface of a Sphere ( $\theta$ in Spherical Coordinates) or on a Spheroid (in Prolate or Oblate Spheroidal Coordinates). Longitude is defined such that $0^{\circ}=360^{\circ}$. Lines of constant longitude are generally called Meridians. The other angular coordinate on the surface of a Sphere is called the Latitude.

The shortest distance between any two points on a Sphere is the so-called Great Circle distance, which can be directly computed from the Latitude and longitudes of two points.
see also Great Circle, Latitude, Meridian, Oblate Spheroidal Coordinates, Prolate Spheroidal Coordinates

## Look and Say Sequence

The Integer Sequence beginning with a single digit in which the next term is obtained by describing the previous term. Starting with 1 , the sequence would be defined by "one 1 , two 1 s , one 2 two 1 s ," etc., and the result is $1,11,21,1211,111221,312211,13112221,1113213211$, ... (Sloane's A005150).

Starting the sequence instead with the digit $d$ for $2 \leq$ $d \leq 9$ gives $d, 1 d, 111 d, 311 d, 13211 d, 111312211 d$, $31131122211 d, 1321132132211 d, \ldots$ The sequences for $d=2$ and 3 are Sloane's A006715 and A006751. The number of Digits in the $n$th term of both the sequences for $1 \leq n \leq 9$ is asymptotic to $C \lambda^{n}$, where $C$ is a constant and

$$
\lambda=1.303577269034296 \ldots
$$

(Sloane's A014715) is Conway's Constant. $\lambda$ is given by the largest Root of the Polynomial

$$
\begin{aligned}
& 0=x^{71} \\
& -x^{69}-2 x^{68}+2 x^{66}+2 x^{65}+x^{64}-x^{63}-x^{62}-x^{61} \\
& -x^{60}-x^{59}+2 x^{58}+5 x^{57}+3 x^{56}-2 x^{55}-10 x^{54} \\
& -3 x^{53}-2 x^{52}+6 x^{51}+6 x^{50}+x^{49}+9 x^{48}-3 x^{47} \\
& -7 x^{46}-8 x^{45}-8 x^{44}+10 x^{43}+6 x^{42}+8 x^{41}-4 x^{40} \\
& -12 x^{39}+7 x^{38}-7 x^{37}+7 x^{36}-3 x^{34}+x^{35}+10 x^{33} \\
& +x^{32}-6 x^{31}-2 x^{30}-10 x^{29}-3 x^{28}+2 x^{27}+9 x^{26} \\
& -3 x^{25}+14 x^{24}-8 x^{23}-7 x^{21}+9 x^{20}-3 x^{19}-4 x^{18} \\
& -10 x^{17}-7 x^{16}+12 x^{15}+7 x^{14}+2 x^{13}-12 x^{12} \\
& -4 x^{11}-2 x^{10}-5 x^{9}+x^{7}-7 x^{6} \\
& +7 x^{5}-4 x^{4}+12 x^{3}-6 x^{2}+3 x-6 .
\end{aligned}
$$

In fact, the constant is even more general than this, applying to all starting sequences (i.e., even those starting with arbitrary starting digits), with the exception of 22 , a result which follows from the Cosmological Theorem. Conway discovered that strings sometimes factor as a concatenation of two strings whose descendants
never interfere with one another. A string with no nontrivial splittings is called an "element," and other strings are called "compounds." Every string of $1 \mathrm{~s}, 2 \mathrm{~s}$, and 3 s eventually "decays" into a compound of 92 special elements, named after the chemical elements.
see also Conway's Constant, Cosmological TheoREM
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## Loop (Algebra)

A nonassociative Algebra (and Quasigroup) which has a single binary operation.

## Loop Gain

The loop gain is usually assigned a value between 0.1 and 0.5. The CLEAN Algorithm performs better for extended structures if $\mu$ is set to the lower part of this range. However, the time required for the CLEAN ALgorithm increases rapidly for small $\mu$. From Thompson et al. (1986), the number of cycles needed for one point source is

$$
[\text { cycles }]=-\frac{\ln (\mathrm{SNR})}{\ln (1-\gamma)}
$$

## see also CLEAN Algorithm

## References
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## Loop (Graph)

A degenerate edge of a graph which joins a vertex to itself.

## Loop (Knot)

A KnOt or Hitch which holds its form rigidly.

## References

Owen, P. Knots. Philadelphia, PA: Courage, p. 35, 1993.

## Loop Space

Let $Y^{X}$ be the set of continuous mappings $f: X \rightarrow Y$. Then the Topological Space for $Y^{X}$ supplied with a compact-open topology is called a Mapping Space, and if $Y=I$ is taken as the interval $(0,1)$, then $Y^{I}=\Omega(Y)$ is called a loop space (or Space of Closed Paths).
see also Machine, Mapping Space, May-Thomason Uniqueness Theorem
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## Lorentz Group

The Lorentz group is the Group $L$ of time-preserving linear Isometries of Minkowski Space $\mathbb{R}^{4}$ with the pseudo-Riemannian metric

$$
d \tau^{2}=-d t^{2}+d x^{2}+d y^{2}+d z^{2}
$$

It is also the Group of Isometries of 3-D Hyperbolic Space. It is time-preserving in the sense that the unit time VECTOR $(1,0,0,0)$ is sent to another VECTOR $(t, x, y, z)$ such that $t>0$.
A consequence of the definition of the Lorentz group is that the full Group of time-preserving isometries of Minkowski $\mathbb{R}^{4}$ is the Direct Product of the group of translations of $\mathbb{R}^{4}$ (i.e., $\mathbb{R}^{4}$ itself, with addition as the group operation), with the Lorentz group, and that the full isometry group of the Minkowski $\mathbb{R}^{4}$ is a group extension of $\mathbb{Z}_{2}$ by the product $L \otimes \mathbb{R}^{4}$.

The Lorentz group is invariant under space rotations and Lorentz Transformations.
see also Lorentz Tensor, Lorentz TransformaTION
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## Lorentz Tensor

The Tensor in the Lorentz Transformation given by

$$
\mathrm{L} \equiv\left[\begin{array}{cccc}
\gamma & -\gamma \beta & 0 & 0  \tag{1}\\
-\gamma \beta & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where beta and gamma are defined by

$$
\begin{align*}
\beta & \equiv \frac{v}{c}  \tag{2}\\
\gamma & \equiv \frac{1}{\sqrt{1-\beta^{2}}} \tag{3}
\end{align*}
$$

## Lorentz Transformation

A 4-D transformation satisfied by all Four-VECTORS $a^{\nu}$,

$$
\begin{equation*}
a^{\prime \mu}=\Lambda_{\nu}^{\mu} a^{\nu} \tag{1}
\end{equation*}
$$

In the theory of special relativity, the Lorentz transformation replaces the Galilean Transformation as the valid transformation law between reference frames moving with respect to one another at constant VElocity. Let $x^{\nu}$ be the Position Four-Vector with $x^{0}=c t$, and let the relative motion be along the $x^{1}$ axis with Velocity $v$. Then (1) becomes

$$
\begin{equation*}
x^{\prime \mu}=\Lambda_{\nu}^{\mu} x^{\nu} \tag{2}
\end{equation*}
$$

where the Lorentz Tensor is given by

$$
\mathrm{L}=\left[\begin{array}{cccc}
\Lambda_{0}^{0} & \Lambda_{1}^{0} & \Lambda_{2}^{0} & \Lambda_{3}^{0}  \tag{3}\\
\Lambda_{0}^{1} & \Lambda_{1}^{1} & \Lambda_{2}^{1} & \Lambda_{3}^{1} \\
\Lambda_{0}^{2} & \Lambda_{1}^{2} & \Lambda_{2}^{2} & \Lambda_{3}^{2} \\
\Lambda_{0}^{3} & \Lambda_{1}^{3} & \Lambda_{2}^{3} & \Lambda_{3}^{3}
\end{array}\right] \equiv\left[\begin{array}{cccc}
\gamma & -\gamma \beta & 0 & 0 \\
-\gamma \beta & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Here,

$$
\begin{align*}
\beta & \equiv \frac{v}{c}  \tag{4}\\
\gamma & \equiv \frac{1}{\sqrt{1-\beta^{2}}} \tag{5}
\end{align*}
$$

Written explicitly, the transformation between $x^{\nu}$ and $x^{\nu \prime}$ coordinate is

$$
\begin{align*}
x^{0^{\prime}} & =\gamma\left(x^{0}-\beta x^{1}\right)  \tag{6}\\
x^{1^{\prime}} & =\gamma\left(x^{1}-\beta x^{0}\right)  \tag{7}\\
x^{2 \prime} & =x^{2}  \tag{8}\\
x^{3^{\prime}} & =x^{3} . \tag{9}
\end{align*}
$$

The Determinant of the upper left $2 \times 2$ Matrix in (3) is

$$
\begin{equation*}
D=(\gamma)^{2}-(-\gamma \beta)^{2}=\gamma^{2}\left(1-\beta^{2}\right)=\frac{\gamma^{2}}{\gamma^{2}}=1 \tag{10}
\end{equation*}
$$

so

$$
\begin{align*}
L^{-1} & =\left[\begin{array}{llll}
\left(\Lambda^{-1}\right)_{0}^{0} & \left(\Lambda^{-1}\right)_{1}^{0} & \left(\Lambda^{-1}\right)_{2}^{0} & \left(\Lambda^{-1}\right)_{3}^{0} \\
\left(\Lambda^{-1}\right)_{0}^{1} & \left(\Lambda^{-1}\right)_{1}^{1} & \left(\Lambda^{-1}\right)_{2}^{1} & \left(\Lambda^{-1}\right)_{3}^{1} \\
\left(\Lambda^{-1}\right)_{0}^{2} & \left(\Lambda^{-1}\right)_{1}^{2} & \left(\Lambda^{-1}\right)_{2}^{2} & \left(\Lambda^{-1}\right)_{3}^{2} \\
\left(\Lambda^{-1}\right)_{0}^{3} & \left(\Lambda^{-1}\right)_{1}^{3} & \left(\Lambda^{-1}\right)_{2}^{3} & \left(\Lambda^{-1}\right)_{3}^{3}
\end{array}\right] \\
& \equiv\left[\begin{array}{cccc}
\gamma & \gamma \beta & 0 & 0 \\
\gamma \beta & \gamma & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] . \tag{11}
\end{align*}
$$

A Lorentz transformation along the $x_{1}$-axis can also be written

$$
\left[\begin{array}{l}
x_{1}{ }^{\prime}  \tag{12}\\
x_{2}^{\prime} \\
x_{3}^{\prime} \\
x_{4}^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
\cosh \theta & i \sinh \theta & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-i \sinh \theta & \cosh \theta & 0 & 0
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right],
$$

where $\theta$ is called the rapidity,

$$
\begin{equation*}
x_{4} \equiv i c t \tag{13}
\end{equation*}
$$

and

$$
\begin{align*}
& \tanh \theta \equiv \beta \equiv \frac{v}{c}  \tag{14}\\
& \cosh \theta \equiv \gamma \equiv \frac{1}{\sqrt{1-\frac{v^{2}}{c^{2}}}}  \tag{15}\\
& \sinh \theta=\beta \gamma . \tag{16}
\end{align*}
$$

see also Hyperbolic Rotation, Lorentz Group, Lorentz Tensor
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## Lorentzian Distribution

see Cauchy Distribution

## Lorentzian Function

The Lorentzian function is given by

$$
L(x)=\frac{1}{\pi} \frac{\frac{1}{2} \Gamma}{\left(x-x_{0}\right)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}}
$$

Its Full Width at Half Maximum is $\Gamma$. This function gives the shape of certain types of spectral lines and is the distribution function in the Cauchy Distribution. The Lorentzian function has Fourier Transform

$$
\mathcal{F}\left[\frac{1}{\pi} \frac{\frac{1}{2} \Gamma}{\left(x-x_{0}\right)^{2}+\left(\frac{1}{2} \Gamma\right)^{2}}\right]=e^{-2 \pi i k x_{0}-\Gamma \pi|k|}
$$

see also Damped Exponential Cosine Integral, Fourier Transform-Lorentzian Function

## Lorenz System

A simplified system of equations describing the 2-D flow of fluid of uniform depth $H$, with an imposed temperature difference $\Delta T$, under gravity $g$, with buoyancy $\alpha$, thermal diffusivity $\kappa$, and kinematic viscosity $\nu$. The full equations are

$$
\begin{align*}
\frac{\partial}{\partial t}\left(\nabla^{2} \phi\right)= & \frac{\partial \psi}{\partial z} \frac{\partial}{\partial x}\left(\nabla^{2} \psi\right) \\
& -\frac{\partial \psi}{\partial x} \frac{\partial}{\partial z}\left(\nabla^{2} \psi\right)+\nu \nabla^{2}\left(\nabla^{2} \psi\right)+g \alpha \frac{d T}{d x}  \tag{1}\\
\frac{\partial T}{\partial t}= & \frac{\partial T}{\partial z} \frac{\partial \psi}{\partial x}-\frac{\partial \theta}{\partial x} \frac{\partial \psi}{\partial z}+\kappa \nabla^{2} T+\frac{\Delta T}{H} \frac{\partial \psi}{\partial x} \tag{2}
\end{align*}
$$

Here, $\psi$ is the "stream function," as usual defined such that

$$
\begin{equation*}
u=\frac{\partial \psi}{\partial x}, \quad v=\frac{\partial \psi}{\partial x} . \tag{3}
\end{equation*}
$$

In the early 1960 s, Lorenz accidentally discovered the chaotic behavior of this system when he found that, for a simplified system, periodic solutions of the form

$$
\begin{align*}
\psi & =\psi_{0} \sin \left(\frac{\pi a x}{H}\right) \sin \left(\frac{\pi z}{H}\right)  \tag{4}\\
\theta & =\theta_{0} \cos \left(\frac{\pi a x}{H}\right) \sin \left(\frac{\pi z}{H}\right) \tag{5}
\end{align*}
$$

grew for Rayleigh numbers larger than the critical value, $R a>R a_{c}$. Furthermore, vastly different results were obtained for very small changes in the initial values, representing one of the earliest discoveries of the so-called Butterfly Effect.

Lorenz included the following terms in his system of equations,

$$
\begin{align*}
& X \equiv \psi_{11} \propto \text { convective intensity }  \tag{6}\\
& Y \equiv T_{11} \propto \Delta T \text { between descending and } \\
& \text { ascending currents } \tag{7}
\end{align*}
$$

$$
\begin{align*}
Z \equiv & T_{02} \propto \Delta \text { vertical temperature profile from } \\
& \text { linearity } \tag{8}
\end{align*}
$$

and obtained the simplified equations

$$
\begin{align*}
\dot{X} & =\sigma(Y-X)  \tag{9}\\
\dot{Y} & =-X Z+r X-Y  \tag{10}\\
\dot{Z} & =X Y-b Z \tag{11}
\end{align*}
$$

where

$$
\begin{align*}
\sigma & \equiv \frac{\nu}{\kappa}=\text { Prandtl number }  \tag{12}\\
r & \equiv \frac{R a}{R a_{c}}=\text { normalized Rayleigh number }  \tag{13}\\
b & \equiv \frac{4}{1+a^{2}}=\text { geometric factor. } \tag{14}
\end{align*}
$$

Lorenz took $b \equiv 8 / 3$ and $\sigma \equiv 10$.


The Critical Points at $(0,0,0)$ correspond to no convection, and the Critical Points at

$$
\begin{equation*}
(\sqrt{b(r-1)}, \sqrt{b(r-1)}, r-1) \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
(-\sqrt{b(r-1)},-\sqrt{b(r-1)}, r-1) \tag{16}
\end{equation*}
$$

correspond to steady convection. This pair is stable only if

$$
\begin{equation*}
r=\frac{\sigma(\sigma+b+3)}{\sigma-b-1} \tag{17}
\end{equation*}
$$

which can hold only for Positive $r$ if $\sigma>b+1$. The Lorenz attractor has a Correlation Exponent of $2.05 \pm 0.01$ and Capacity Dimension $2.06 \pm 0.01$ (Grassberger and Procaccia 1983). For more details, see Lichtenberg and Lieberman (1983, p. 65) and Tabor (1989, p. 204).
see also Butterfly Effect, Rössler Model
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## Lorraine Cross

see Gaullist Cross

## Lotka-Volterra Equations

An ecological model which assumes that a population $x$ increases at a rate $d x=A x d t$, but is destroyed at a rate $d x=-B x y d t$. Population $y$ decreases at a rate $d y=-C y d t$, but increases at $d y=D x y d t$, giving the coupled differential equations

$$
\frac{d x}{d t}=A x-B x y
$$

$$
\frac{d y}{d t}=-C y+D x y
$$

Critical points occur when $d x / d t=d y / d t=0$, so

$$
\begin{gathered}
A-B y=0 \\
-C+D x=0
\end{gathered}
$$

The sole Stationary Point is therefore located at $(x, y)=(C / D, A / B)$.

## Low-Dimensional Topology

Low-dimensional topology usually deals with objects that are 2 -, 3 -, or 4 -dimensional in nature. Properly speaking, low-dimensional topology should be part of Differential Topology, but the general machinery of Algebraic and Differential Topology gives only limited information. This fact is particularly noticeable in dimensions three and four, and so alternative specialized methods have evolved.
see also Algebraic Topology, Differential Topology, Topology

## Löwenheimer-Skolem Theorem

A fundamental result in Model Theory which states that if a countable theory has a model, then it has a countable model. Furthermore, it has a model of every Cardinality greater than or equal to $\aleph_{0}$ (Aleph-0). This theorem established the existence of "nonstandard" models of arithmetic.
see also Aleph-0 ( $\aleph_{0}$ ), Cardinality, Model Theory
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## Lower Bound

see Greatest Lower Bound

## Lower Denjoy Sum

see Lower Sum

## Lower Integral



The limit of a Lower Sum, when it exists, as the Mesh Size approaches 0 .
see also Lower Sum, Riemann Integral, Upper Integral

## Lower Limit

Let the least term $h$ of a Sequence be a term which is smaller than all but a finite number of the terms which are equal to $h$. Then $h$ is called the lower limit of the Sequence.
A lower limit of a Series
is said to exist if, for every $\epsilon>0,\left|S_{n}-h\right|<\epsilon$ for infinitely many values of $n$ and if no number less than $h$ has this property.
see also Limit, Upper Limit

## References

Bromwich, T. J. I'a and MacRobert, T. M. "Upper and Lower Limits of a Sequence." $\S 5.1$ in An Introduction to the Theory of Infinite Series, 3rd ed. New York: Chelsea, p. 40 1991.

## Lower Sum



For a given function $f(x)$ over a partition of a given interval, the lower sum is the sum of box areas $f\left(x_{k}^{*}\right) \Delta x_{k}$ using the smallest value of the function $f\left(x_{k}^{*}\right)$ in each subinterval $\Delta x_{k}$.
see also Lower Integral, Riemann Integral, Upper Sum

## Lower-Trimmed Subsequence

The lower-trimmed subsequence of $x=\left\{x_{n}\right\}$ is the sequence $V(x)$ obtained by subtracting 1 from each $x_{n}$ and then removing all 0 s. If $x$ is a Fractal Sequence, then $V(x)$ is a Fractal Sequence. If $x$ is a Signature Sequence, then $V(x)=x$.
see also Signature Sequence, Upper-Trimmed SubSEqUENCE

## References
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## Lowest Terms Fraction

A Fraction $p / q$ for which $(p, q)=1$, where $(p, q)$ denotes the Greatest Common Divisor.

## Loxodrome

A path, also known as a Rhumb Line, which cuts a Meridian on a given surface (usually a Sphere, in which case the loxodrome is also called a Spherical Helix) at any constant Angle but a Right Angle. The loxodrome is the path taken when a compass is kept pointing in a constant direction. It is not the shortest distance between two points.
see also Great Circle

$$
\text { lower } \lim _{n \rightarrow \infty} S_{n}=\lim _{n \rightarrow \infty} S_{n}=h
$$

## Lozenge



A Parallelogram whose Acute Angles are $45^{\circ}$. see also Diamond, Parallelogram, Quadrllateral, Rhombus

## Lozenge Method

A method for constructing Magic Squares of OdD order.
see also Magic Square

## Lozi Map

A 2-D map similar to the HÉnon Map which is given by the equations

$$
\begin{aligned}
x_{n+1} & =1-\alpha\left|x_{n}\right|+y_{n} \\
y_{n+1} & =\beta x_{n} .
\end{aligned}
$$

## see also HÉnon Map

## References
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Peitgen, H.-O.; Jürgens, H.; and Saupe, D. $\S 12.1$ in Chaos and Fractals: New Frontiers of Science. New York: Springer-Verlag, p. 672, 1992.

## LU Decomposition

A procedure for decomposing an $N \times N$ matrix A into a product of a lower Triangular Matrix $L$ and an upper Triangular Matrix $U$,

$$
\begin{equation*}
\mathrm{LU}=\mathrm{A} . \tag{1}
\end{equation*}
$$

Written explicitly for a $3 \times 3$ MATRIX, the decomposition is

$$
\left[\begin{array}{ccc}
l_{11} & 0 & 0  \tag{2}\\
l_{21} & l_{22} & 0 \\
l_{31} & l_{32} & l_{33}
\end{array}\right]\left[\begin{array}{ccc}
u_{11} & u_{12} & u_{13} \\
0 & u_{22} & u_{23} \\
0 & 0 & u_{33}
\end{array}\right]=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]
$$

$\left[\begin{array}{ccc}l_{11} u_{11} & l_{11} u_{12} & l_{11} u_{13} \\ l_{21} u_{11} & l_{21} u_{22}+l_{22} u_{22} & l_{21} u_{13}+l_{22} u_{23} \\ l_{31} u_{11} & l_{31} u_{12}+l_{32} u_{22} & l_{31} u_{13}+l_{32} u_{23}+l_{33} u_{23}\end{array}\right]$

$$
=\left[\begin{array}{ccc}
a_{11} & a_{12} & a_{13}  \tag{3}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right] .
$$

This gives three types of equations

$$
\begin{array}{rlrl}
i<j & l_{i 1} u_{i j}+l_{i 2} u_{2 j}+\ldots+l_{i i} u_{i j} & =a_{i j} \\
i=j & l_{i 1} u_{i j}+l_{i 2} u_{2 j}+\ldots+l_{i i} u_{j j}=a_{i j} \\
i>j & l_{i 1} u_{1 j}+l_{i 2} u_{2 j}+\ldots+l_{i j} u_{j j}=a_{i j} . \tag{6}
\end{array}
$$

This gives $N^{2}$ equations for $N^{2}+N$ unknowns (the decomposition is not unique), and can be solved using Crout's Method. To solve the Matrix equation

$$
\begin{equation*}
A x=(L U) \mathbf{x}=L(U \mathbf{x})=\mathbf{b}, \tag{7}
\end{equation*}
$$

first solve $\mathbf{L y}=\mathbf{b}$ for $\mathbf{y}$. This can be done by forward substitution

$$
\begin{align*}
& y_{1}=\frac{b_{1}}{l_{11}}  \tag{8}\\
& y_{i}=\frac{1}{l_{i i}}\left(b_{i}-\sum_{j=1}^{i-1} l_{i j} y_{j}\right) \tag{9}
\end{align*}
$$

for $i=2, \ldots, N$. Then solve $\mathrm{U} \mathbf{x}=\mathbf{y}$ for $\mathbf{x}$. This can be done by back substitution

$$
\begin{align*}
x_{N} & =\frac{y_{N}}{u_{N N}}  \tag{10}\\
x_{i} & =\frac{1}{u_{i i}}\left(y_{i}-\sum_{j=i+1}^{N} u_{i j} x_{j}\right) \tag{11}
\end{align*}
$$

for $i=N-1, \ldots, 1$.
see also Cholesky Decomposition, QR Decomposition, Triangular Matrix
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## Lucas Correspondence

The correspondence which relates the Hanoi Graph to the Isomorphic Graph of the Odd Binomial Coefficients in Pascal's Triangle, where the adjacencies are determined by adjacency (either horizontal or diagonal) in Pascal's Triangle. The proof that the correspondence is given by the Lucas Correspondence Theorem.
see also Binomial Coefficient, Hanoi Graph, Pascal's Triangle
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## Lucas Correspondence Theorem

Let $p$ be Prime and

$$
\begin{align*}
& r=r_{m} p^{m}+\ldots+r_{1} p+r_{0}  \tag{1}\\
& k=k_{m} p^{m}+\ldots+k_{1} p+k_{0}  \tag{2}\\
&\left.k=k_{i}<p\right),
\end{align*}
$$

then

$$
\begin{equation*}
\binom{r}{k}=\prod_{i=0}^{m}\binom{r_{i}}{k_{i}}(\bmod p) . \tag{3}
\end{equation*}
$$

This is proved in Fine (1947).

## References
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## Lucas-Lehmer Residue

see Lucas-Lehmer Test

## Lucas-Lehmer Test

A Mersenne Number $M_{p}$ is prime Iff $M_{p}$ divides $s_{p-2}$, where $s_{0} \equiv 4$ and

$$
\begin{equation*}
s_{i} \equiv s_{i-1}{ }^{2}-2\left(\bmod 2^{p}-1\right) \tag{1}
\end{equation*}
$$

for $i \geq 1$. The first few terms of this series are 4,14 , 194, 37634, 1416317954, ... (Sloane's A003010). The remainder when $s_{p-2}$ is divided by $M_{p}$ is called the Lucas-Lehmer Residue for $p$. The Lucas-Lehmer Residue is 0 Iff $M_{p}$ is Prime. This test can also be extended to arbitrary Integers.

A generalized version of the Lucas-Lehmer test lets

$$
\begin{equation*}
N+1=\prod_{j=1}^{n} q_{j}^{\beta_{j}}, \tag{2}
\end{equation*}
$$

with $q_{j}$ the distinct Prime factors, and $\beta_{j}$ their respective Powers. If there exists a Lucas Sequence $U_{\nu}$ such that

$$
\begin{equation*}
\operatorname{GCD}\left(U_{(N+1) / q_{j}}, N\right)=1 \tag{3}
\end{equation*}
$$

for $j=1, \ldots, n$ and

$$
\begin{equation*}
U_{N+1} \equiv 0(\bmod N), \tag{4}
\end{equation*}
$$

then $N$ is a Prime. The test is particularly simple for Mersenne Numbers, yielding the conventional LucasLehmer test.
see also Lucas Sequence, Mersenne Number, Rabin-Miller Strong Pseudoprime Test
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## Lucas' Married Couples Problem

 see Married Couples Problem
## Lucas Number

The numbers produced by the $V$ recurrence in the Lucas Sequence with $(P, Q)=(1,-1)$ are called Lucas numbers. They are the companions to the Fibonacci Numbers $F_{n}$ and satisfy the same recurrence

$$
\begin{equation*}
L_{n}=L_{n-1}+L_{n-2}, \tag{1}
\end{equation*}
$$

where $L_{1}=1, L_{2}=3$. The first few are $1,3,4,7,11$, $18,29,47,76,123, \ldots$ (Sloane's A000204).

In terms of the Fibonacci Numbers,

$$
\begin{equation*}
L_{n}=F_{n-1}+F_{n+1} . \tag{2}
\end{equation*}
$$

The analog of Binet's Formula for Lucas numbers is

$$
\begin{equation*}
L_{n}=\left(\frac{1+\sqrt{5}}{2}\right)^{n}+\left(\frac{1-\sqrt{5}}{2}\right)^{n} \tag{3}
\end{equation*}
$$

Another formula is

$$
\begin{equation*}
L_{n}=\left[\phi^{n}\right], \tag{4}
\end{equation*}
$$

where $\phi$ is the Golden Ratio and $[x]$ denotes the Nint function. Given $L_{n}$,

$$
\begin{equation*}
L_{n+1}=\left\lfloor\frac{L_{n}(1+\sqrt{5})+1}{2}\right\rfloor, \tag{5}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the Floor Function,

$$
\begin{equation*}
L_{n}{ }^{2}-L_{n-1} L_{n+1}=5(-1)^{n} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=0}^{n} L_{k}^{2}=L_{n} L_{n+1}-2 \tag{7}
\end{equation*}
$$

Let $p$ be a Prime $>3$ and $k$ be a Positive InteGER. Then $L_{2 p^{k}}$ ends in a 3 (Honsberger 1985, p. 113). Analogs of the Cesàro identities for Fibonacci Numbers are

$$
\begin{gather*}
\sum_{k=0}^{n}\binom{n}{k} L_{k}=L_{2 n}  \tag{8}\\
\sum_{k=0}^{n}\binom{n}{k} 2^{k} L_{k}=L_{3 n} \tag{9}
\end{gather*}
$$

where $\binom{n}{k}$ is a Binomial Coefficient.
$L_{n} \mid F_{m}\left(L_{n}\right.$ Divides $\left.F_{m}\right)$ Iff $n$ Divides into $m$ an Even number of times. $L_{n} \mid L_{m}$ IFF $n$ divides into $m$ an OdD number of times. $2^{n} L_{n}$ always ends in 2 (Honsberger 1985, p. 137).

Defining

$$
D_{n} \equiv\left|\begin{array}{ccccccc}
3 & i & 0 & 0 & \cdots & 0 & 0  \tag{10}\\
i & 1 & i & 0 & \cdots & 0 & 0 \\
0 & i & 1 & i & \cdots & 0 & 0 \\
0 & 0 & i & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & i \\
0 & 0 & 0 & 0 & \cdots & i & 1
\end{array}\right|=L_{n+1}
$$

gives

$$
\begin{equation*}
D_{n}=D_{n-1}+D_{n-2} \tag{11}
\end{equation*}
$$

(Honsberger 1985, pp. 113-114).
The number of ways of picking a set (including the Empty Set) from the numbers $1,2, \ldots, n$ without picking two consecutive numbers (where 1 and $n$ are now consecutive) is $L_{n}$ (Honsberger 1985, p. 122).

The only Square Numbers in the Lucas sequence are 1 and 4, as proved by John H. E. Cohn (Alfred 1964). The only Triangular Lucas numbers are 1,3, and 5778 (Ming 1991). The only Lucas Cubic Number is 1 . The first few Lucas Primes $L_{n}$ occur for $n=2,4,5,7,8$, $11,13,16,17,19,31,37,41,47,53,61,71,79,113,313$, 353, ... (Dubner and Keller 1998, Sloane's A001606).

## see also Fibonacci Number
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## Lucas Polynomial

The $w$ Polynomials obtained by setting $p(x)=x$ and $q(x)=1$ in the Lucas Polynomial Sequence. The first few are

$$
\begin{aligned}
& F_{1}(x)=x \\
& F_{2}(x)=x^{2}+2 \\
& F_{3}(x)=3 x^{3}+3 x \\
& F_{4}(x)=x^{4}+4 x^{2}+2 \\
& F_{5}(x)=x^{5}+5 x^{3}+5 x
\end{aligned}
$$

The corresponding $W$ Polynomials are called Fibonacci Polynomials. The Lucas polynomials satisfy

$$
L_{n}(1)=L_{n}
$$

where the $L_{n} \mathrm{~s}$ are Lucas Numbers.
see also Fibonacci Polynomial, Lucas Number, Lucas Polynomial Sequence

## Lucas Polynomial Sequence

A pair of generalized Polynomials which generalize the Lucas Sequence to Polynomials is given by

$$
\begin{align*}
W_{n}^{k}(x) & =\frac{\Delta^{k}(x)\left[a^{n}(x)-(-1)^{k} b^{n}(x)\right]}{\Delta(x)}  \tag{1}\\
w_{n}^{k}(x) & =\Delta^{k}(x)\left[a^{n}(x)+(-1)^{k} b^{n}(x)\right] \tag{2}
\end{align*}
$$

where

$$
\begin{gather*}
a(x)+b(x)=p(x)  \tag{3}\\
a(x) b(x)=-q(x)  \tag{4}\\
a(x)-b(x)=\sqrt{p^{2}(x)+4 q(x)} \equiv \Delta(x) \tag{5}
\end{gather*}
$$

(Horadam 1996). Setting $n=0$ gives

$$
\begin{align*}
W_{0}^{k}(x) & =\Delta^{k}(x) \frac{1-(-1)^{k}}{\Delta(x)}  \tag{6}\\
w_{0}^{k}(x) & =\Delta^{k}(x)\left[1+(-1)^{k}\right] \tag{7}
\end{align*}
$$

giving

$$
\begin{align*}
W_{0}^{0}(x) & =0  \tag{8}\\
w_{0}^{0}(x) & =2 \tag{9}
\end{align*}
$$

When $k=1$,

$$
\begin{gather*}
W_{n}^{1}(x)=w_{n}^{0}(x)=w_{n}(x)  \tag{10}\\
W_{n}^{1}(x)=\Delta^{2}(x) W_{n}^{0}(x)=\Delta^{2}(x) W_{n}(x) \tag{11}
\end{gather*}
$$

Special cases are given in the following table.

| $p(x)$ | $q(x)$ | Polynomial 1 | Polynomial 2 |
| :--- | :--- | :--- | :--- |
| $x$ | 1 | Fibonacci $F_{n}(x)$ | Lucas $L_{n}(x)$ |
| $2 x$ | 1 | Pell $P_{n}(x)$ | Pell-Lucas $Q_{n}(x)$ |
| 1 | $2 x$ | Jacobsthal $J_{n}(x)$ | Jacobsthal-Lucas $j_{n}(x)$ |
| $3 x$ | -2 | Fermat $\mathcal{F}_{n}(x)$ | Fermat-Lucas $f_{n}(x)$ |
| $2 x$ | -1 | Chebyshev $U_{n-1}(x)$ | Chebyshev $2 T_{n}(x)$ |

see also Lucas SEQUENCE

## References

Horadam, A. F. "Extension of a Synthesis for a Class of Polynomial Sequences." Fib. Quart. 34, 68-74, 1996.

## Lucas Pseudoprime

When $P$ and $Q$ are Integers such that $D=P^{2}-4 Q \neq$ 0 , define the Lucas Sequence $\left\{U_{k}\right\}$ by

$$
U_{k}=\frac{a^{k}-b^{k}}{a-b}
$$

for $k \geq 0$, with $a$ and $b$ the two Roots of $x^{2}-P x+Q=$ 0 . Then define a Lucas pseudoprime as an Odd CompoSite number $n$ such that $n \nmid Q$, the Jacobi Symbol $(D / n)=-1$, and $n \mid U_{n+1}$.

There are no Even Lucas pseudoprimes (Bruckman 1994). The first few Lucas pseudoprimes are 705, 2465, $2737,3745, \ldots$ (Sloane's A005845).
see also Extra Strong Lucas Pseudoprime, Lucas Sequence, Pseudoprime, Strong Lucas PseudoPRIME
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## Lucas Sequence

Let $P, Q$ be Positive Integers. The Roots of

$$
\begin{equation*}
x^{2}-P x+Q=0 \tag{1}
\end{equation*}
$$

are

$$
\begin{align*}
a & \equiv \frac{1}{2}(P+\sqrt{D})  \tag{2}\\
b & \equiv \frac{1}{2}(P-\sqrt{D}) \tag{3}
\end{align*}
$$

where

$$
\begin{equation*}
D \equiv P^{2}-4 Q \tag{4}
\end{equation*}
$$

so

$$
\begin{align*}
a+b & =P  \tag{5}\\
a b & =\frac{1}{4}\left(P^{2}-D\right)=Q  \tag{6}\\
a-b & =\sqrt{D} . \tag{7}
\end{align*}
$$

Then define

$$
\begin{align*}
& U_{n}(P, Q) \equiv \frac{a^{n}-b^{n}}{a-b}  \tag{8}\\
& V_{n}(P, Q) \equiv a^{n}+b^{n} \tag{9}
\end{align*}
$$

The first few values are therefore

$$
\begin{align*}
& U_{0}(P, Q)=0  \tag{10}\\
& U_{1}(P, Q)=1  \tag{11}\\
& V_{0}(P, Q)=2  \tag{12}\\
& V_{1}(P, Q)=P \tag{13}
\end{align*}
$$

The sequences

$$
\begin{align*}
& U(P, Q)=\left\{U_{n}(P, Q): n \geq 1\right\}  \tag{14}\\
& V(P, Q)=\left\{V_{n}(P, Q): n \geq 1\right\} \tag{15}
\end{align*}
$$

are called Lucas sequences, where the definition is usually extended to include

$$
\begin{equation*}
U_{-1}=\frac{a^{-1}-b^{-1}}{a-b}=\frac{-1}{a b}=-\frac{1}{Q} \tag{16}
\end{equation*}
$$

For $(P, Q)=(1,-1)$, the $U_{n}$ are the Fibonacci Numbers and $V_{n}$ are the Lucas Numbers. For $(P, Q)=$ $(2,-1)$, the Pell Numbers and Pell-Lucas numbers are obtained. $(P, Q)=(1,-2)$ produces the Jacobsthal Numbers and Pell-Jacobsthal Numbers.

The Lucas sequences satisfy the gencral RECURRENCE Relations

$$
\begin{align*}
U_{m+n} & =\frac{a^{m+n}-b^{m+n}}{a-b} \\
& =\frac{\left(a^{m}-b^{m}\right)\left(a^{n}+b^{n}\right)}{a-b}-\frac{a^{n} b^{n}\left(a^{m-n}-b^{m-n}\right)}{a-b} \\
& =U_{m} V_{n}-a^{n} b^{n} U_{m-n}  \tag{17}\\
V_{m+n} & =a^{m+n}+b^{m+n} \\
& =\left(a^{m}+b^{m}\right)\left(a^{n}+b^{n}\right)-a^{n} b^{n}\left(a^{m-n}+b^{m-n}\right) \\
& =V_{m} V_{n}-a^{n} b^{n} V_{m-n} . \tag{18}
\end{align*}
$$

Taking $n=1$ then gives

$$
\begin{align*}
U_{m}(P, Q) & =P U_{m-1}(P, Q)-Q U_{m-2}(P, Q)  \tag{19}\\
V_{m}(P, Q) & =P V_{m-1}(P, Q)-Q V_{m-2}(P, Q) \tag{20}
\end{align*}
$$

Other identities include

$$
\begin{align*}
U_{2 n} & =U_{n} V_{n}  \tag{21}\\
U_{2 n+1} & =U_{n+1} V_{n}-Q^{n}  \tag{22}\\
V_{2 n} & =V_{n}^{2}-2(a b)^{n}=V_{n}^{2}-2 Q^{n}  \tag{23}\\
V_{2 n+1} & =V_{n+1} V_{n}-P Q^{n} . \tag{24}
\end{align*}
$$

These formulas allow calculations for large $n$ to be decomposed into a chain in which only four quantities must be kept track of at a time, and the number of steps needed is $\sim \lg n$. The chain is particularly simple if $n$ has many 2 s in its factorization.
The $U_{\mathrm{s}}$ in a Lucas sequence satisfy the Congruence

$$
\begin{equation*}
U_{p^{n-1}[p-(D / p)]} \equiv 0\left(\bmod p^{n}\right) \tag{25}
\end{equation*}
$$

if

$$
\begin{equation*}
\operatorname{GCD}(2 Q c D, p)=1 \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
P^{2}-4 Q^{2}=c^{2} D \tag{27}
\end{equation*}
$$

This fact is used in the proof of the general LucasLehmer Test.
see also Fibonacci Number, Jacobsthal Number, Lucas-Lehmer Test, Lucas Number, Lucas Polynomial Sequence, Pell Number, Recurrence Sequence, Sylvester Cyclotomic Number
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## Lucas's Theorem

The primitive factors $Q_{n}(x, y)$ of $x^{n}+y^{n}$ can be written in the form

$$
Q_{n}(x, y)=U^{2}(x, y) \pm n x y V^{2}(x, y)
$$

for Squarefree $n$ where $U$ and $V$ are Homogeneous Polynomials with the sign chosen according to

$$
\begin{cases}+ & \text { for } n=4 l+1 \\ - & \text { for } n=4 l+3 \\ \text { either } & \text { for } n=4 l+2\end{cases}
$$

## Lucky Number

Write out all the OdD numbers: $1,3,5,7,9,11,13,15$, $17,19, \ldots$. The first OdD number $>1$ is 3 , so strike out every third number from the list: $1,3,7,9,13,15$, $19, \ldots$. The first ODD number greater than 3 in the list is 7 , so strike out every seventh number: $1,3,7,9,13$, $15,21,25,31, \ldots$.

Numbers remaining after this procedure has been carried out completely are called lucky numbers. The first few are $1,3,7,9,13,15,21,25,31,33,37, \ldots$ (Sloane's A000959). Many asymptotic properties of the Prime Numbers are shared by the lucky numbers. The asymptotic density is $1 / \ln N$, just as the Prime Number Theorem, and the frequency of Twin Primes and twin lucky numbers are similar. A version of the Goldbach Conjecture also seems to hold.

It therefore appears that the Sieving process accounts for many properties of the Primes.
see also Goldbach Conjecture, Lucky Number of Euler, Prime Number, Prime Number Theorem, Sieve
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## Lucky Number of Euler

A number $p$ such that the Prime-Generating PolyNOMIAL

$$
n^{2}-n+p
$$

is Prime for $n=0,1, \ldots, p-2$. Such numbers are related to the Complex Quadratic Field in which the Ring of Integers is factorable. Specifically, the Lucky numbers of Euler (excluding the trivial case $p=$ 3) are those numbers $p$ such that the QUadratic Field $\mathbb{Q}(\sqrt{1-4 p})$ has Class Number 1 (Rabinowitz 1913, Le Lionnais 1983, Conway and Guy 1996).

As established by Stark (1967), there are only nine numbers $-d$ such that $h(-d)=1$ (the Heegner Numbers $-2,-3,-7,-11,-19,-43,-67$, and -163 ), and of these, only $7,11,19,43,67$, and 163 are of the required form. Therefore, the only Lucky numbers of Euler are 2, 3, 5, 11, 17, and 41 (Le Lionnais 1983, Sloane's A014556), and there does not exist a better Prime-Generating Polynomial of Euler's form.
see also Class Number, Heegner Number, PrimeGenerating Polynomial
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## LUCY

A nonlinear Deconvolution technique used in deconvolving images from the Hubble Space Telescope before corrective optics were installed.
see also CLEAN Algorithm, Deconvolution, Maximum Entropy Method

## Ludolph's Constant

see PI

## Ludwig's Inversion Formula

Expresses a function in terms of its Radon TransFORM,

$$
\begin{aligned}
f(x, y) & =\mathcal{R}^{-1}(\mathcal{R} f)(x, y) \\
& =\frac{1}{\pi} \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\frac{\partial}{\partial p}(\mathcal{R} f)(p, \alpha)}{x \cos \alpha+y \sin \alpha-p} d p d \alpha
\end{aligned}
$$

## Lukács Theorem

Let $\rho(x)$ be an $m$ th degree Polynomial which is Nonnegative in $[-1,1]$. Then $\rho(x)$ can be represented in the form

$$
\begin{cases}{[A(x)]^{2}+\left(1-\hat{x}^{2}\right)[B(x)]^{2}} & \text { for } m \text { even } \\ (1+x)[C(x)]^{2}+(1-x)[D(x)]^{2} & \text { for } m \text { odd }\end{cases}
$$

where $A(x), B(x), C(x)$, and $D(x)$ are Real Polynomials whose degrees do not exceed $m$.
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## Lune (Plane)



A figure bounded by two circular ARCS of unequal RadiI. Hippocrates of Chios Squared the above left lune, as well as two others, in the fifth century BC. Two more Squarable lunes were found by T. Clausen in the 19th century (Dunham 1990 attributes these discoveries to Euler in 1771). In the 20th century, N. G. Tschebatorew and A. W. Dorodnow proved that these are the only five squarable lunes (Shenitzer and Steprans 1994). The left lune above is squared as follows,

$$
\begin{aligned}
A_{\text {laalf small circle }} & =\frac{1}{2} \pi\left(\frac{r}{\sqrt{2}}\right)^{2}=\frac{1}{4} \pi r^{2} \\
A_{\text {lens }} & =A_{\text {quarter big circle }}-A_{\text {triangle }} \\
& =\frac{1}{4} \pi r^{2}-\frac{1}{2} r^{2} \\
A_{\text {lune }} & =A_{\text {half small circle }}-A_{\text {lens }}=\frac{1}{2} r^{2} \\
& =A_{\text {triangle }},
\end{aligned}
$$

so the lunc and Triangle have the same Area. In the right figure, $A_{1}+A_{2}=A_{\Delta}$.


For the above lune,

$$
A_{\text {lune }}=2 A_{\triangle O B C} .
$$

see also Annulus, Arc, Circle, Lune (Surface)
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## Lune (Solid)

A geometric figure consisting of two Triangles attached to opposite sides of a Square.
see also Square, Triangle

## Lune (Surface)



A sliver of the surface of a Sphere of RadiUs $r$ cut out by two planes through the azimuthal axis with DiHEdral Angle $\theta$. The Surface Area of the lune is

$$
S=2 r^{2} \theta
$$

which is just the area of the Sphere times $\theta /(2 \pi)$. see also Lune (Plane), Sphere
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## Lunule

see Lune (Plane)

## Lüroth's Theorem

If $x$ and $y$ are nonconstant rational functions of a parameter, the curve so defined has Genus 0 . Furthermore, $x$ and $y$ may be expressed rationally in terms of a parameter which is rational in them.

## References
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## Lusin's Theorem

Let $f(x)$ be a finite and Measurable Function in $(-\infty, \infty)$, and let $\epsilon$ be freely chosen. Then there is a function $g(x)$ such that

1. $g(x)$ is continuous in $(-\infty, \infty)$,
2. The MEASURE of $\{x: f(x) \neq g(x)\}$ is $<\epsilon$,
3. $M\left(|g| ; R_{1}\right) \leq M\left(|f| ; R_{1}\right)$,
where $M(f ; S)$ denotes the upper bound of the aggregate of the values of $f(P)$ as $P$ runs through all values of $S$.

## References
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## LUX Method

A method for constructing Magic Squares of Singly EVEN order $n \geq 6$.
see also Magic Square

## Lyapunov Characteristic Exponent

The Lyapunov characteristic exponent [LCE] gives the rate of exponential divergence from perturbed initial conditions. To examine the behavior of an orbit around a point $\mathrm{X}^{*}(t)$, perturb the system and write

$$
\begin{equation*}
\mathbf{X}(t)=\mathbf{X}^{*}(t)+U(t) \tag{1}
\end{equation*}
$$

where $U(t)$ is the average deviation from the unperturbed trajectory at time $t$. In a Chaotic region, the LCE $\sigma$ is independent of $\mathbf{X}^{*}(0)$. It is given by the OSEDELEC Theorem, which states that

$$
\begin{equation*}
\sigma_{i}=\lim _{t \rightarrow \infty} \ln |\mathbf{U}(t)| \tag{2}
\end{equation*}
$$

For an $n$-dimensional mapping, the Lyapunov characteristic exponents are given by

$$
\begin{equation*}
\sigma_{i}=\lim _{N \rightarrow \infty} \ln \left|\lambda_{i}(N)\right| \tag{3}
\end{equation*}
$$

for $i=1, \ldots, n$, where $\lambda_{i}$ is the Lyapunov CharacTERISTIC NUMBER.

One Lyapunov characteristic exponent is always 0 , since there is never any divergence for a perturbed trajectory in the direction of the unperturbed trajectory. The larger the LCE, the greater the rate of exponential divergence and the wider the corresponding Separatrix of the Chaotic region. For the Standard Map, an analytic estimate of the width of the Chaotic zone by Chirikov (1979) finds

$$
\begin{equation*}
\delta I=B e^{-A K^{-1 / 2}} \tag{4}
\end{equation*}
$$

Since the Lyapunov characteristic exponent increases with increasing $K$, some relationship likely exists connecting the two. Let a trajectory (expressed as a MAP) have initial conditions ( $x_{0}, y_{0}$ ) and a nearby trajectory
have initial conditions $\left(x^{\prime}, y^{\prime}\right)=\left(x_{0}+d x, y_{0}+d y\right)$. The distance between trajectories at iteration $k$ is then

$$
\begin{equation*}
d k=\left\|\left(x^{\prime}-x_{0}, y^{\prime}-y_{0}\right)\right\| \tag{5}
\end{equation*}
$$

and the mean exponential rate of divergence of the trajectories is defined by

$$
\begin{equation*}
\sigma_{1}=\lim _{k \rightarrow \infty} \frac{1}{k} \ln \left(\frac{d_{k}}{d_{0}}\right) \tag{6}
\end{equation*}
$$

For an $n$-dimensional phase space (MAP), there are $n$ Lyapunov characteristic exponents $\sigma_{1} \geq \sigma_{2} \geq \ldots>\sigma_{n}$. However, because the largest exponent $\bar{\sigma}_{1}$ will dominate, this limit is practically useful only for finding the largest exponent. Numerically, since $d_{k}$ increases exponentially with $k$, after a few steps the perturbed trajectory is no longer nearby. It is therefore necessary to renormalize frequently every $t$ steps. Defining

$$
\begin{equation*}
r_{k \tau} \equiv \frac{d_{k \tau}}{d_{0}} \tag{7}
\end{equation*}
$$

one can then compute

$$
\begin{equation*}
\sigma_{1}=\lim _{n \rightarrow \infty} \frac{1}{n \tau} \sum_{k=1}^{n} \ln r_{k \tau} \tag{8}
\end{equation*}
$$

Numerical computation of the second (smaller) Lyapunov exponent may be carried by considering the evolution of a 2-D surface. It will behave as

$$
\begin{equation*}
e^{\left(\sigma_{1}+\sigma_{2}\right) t} \tag{9}
\end{equation*}
$$

so $\sigma_{2}$ can be extracted if $\sigma_{1}$ is known. The process may be repeated to find smaller exponents.

For Hamiltonian Systems, the LCEs exist in additive inverse pairs, so if $\sigma$ is an LCE, then so is $-\sigma$. One LCE is always 0 . For a 1-D oscillator (with a 2-D phase space), the two LCEs therefore must be $\sigma_{1}=\sigma_{2}=0$, so the motion is Quasiperiodic and cannot be Chaotic. For higher order Hamiltonian Systems, there are always at least two 0 LCEs, but other LCEs may enter in plus-and-minus pairs $l$ and $-l$. If they, too, are both zero, the motion is integrable and not Chaotic. If they are Nonzero, the Positive LCE $l$ results in an exponential separation of trajectories, which corresponds to a Chaotic region. Notice that it is not possible to have all LCEs Negative, which explains why convergence of orbits is never observed in Hamiltonian Systems.

Now consider a dissipative system. For an arbitrary $n$ D phase space, there must always be one LCE equal to 0 , since a perturbation along the path results in no divergence. The LCEs satisfy $\sum_{i} \sigma_{i}<0$. Therefore, for a 2-D phase space of a dissipative system, $\sigma_{1}=0, \sigma_{2}<$ 0 . For a 3-D phase space, there are three possibilities:

1. (Integrable): $\sigma_{1}=0, \sigma_{2}=0, \sigma_{3}<0$,
2. (Integrable): $\sigma_{1}=0, \sigma_{2}, \sigma_{3}<0$,
3. (СНАотіс): $\sigma_{1}=0, \sigma_{2}>0, \sigma_{3}<-\sigma_{2}<0$.
see also Chaos, Hamiltonian System, Lyapunov Characteristic Number, Osedelec Theorem
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## Lyapunov Characteristic Number

Given a Lyapunov Characteristic Exponent $\sigma_{i}$, the corresponding Lyapunov characteristic number $\lambda_{i}$ is defined as

$$
\begin{equation*}
\lambda_{i} \equiv e^{\sigma_{i}} \tag{1}
\end{equation*}
$$

For an $n$-dimensional linear MAP,

$$
\begin{equation*}
\mathbf{X}_{n+1}=\mathbf{M} \mathbf{X}_{n} \tag{2}
\end{equation*}
$$

The Lyapunov characteristic numbers $\lambda_{1}, \ldots, \lambda_{n}$ are the Eigenvalues of the Map Matrix. For an arbitrary MAP

$$
\begin{align*}
& x_{n+1}=f_{1}\left(x_{n}, y_{n}\right)  \tag{3}\\
& y_{n+1}=f_{2}\left(x_{n}, y_{n}\right) \tag{4}
\end{align*}
$$

the Lyapunov numbers are the Eigenvalues of the limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left[J\left(x_{n}, y_{n}\right) J\left(x_{n-1}, y_{n-1}\right) \cdots J\left(x_{1}, y_{1}\right)\right]^{1 / n} \tag{5}
\end{equation*}
$$

where $J(x, y)$ is the JACOBIAN

$$
J(x, y) \equiv\left|\begin{array}{ll}
\frac{\partial f_{1}(x, y)}{\partial x} & \frac{\partial f_{1}(x, y)}{\partial y}  \tag{6}\\
\frac{\partial f_{2}(x, y)}{\partial x} & \frac{\partial f_{2}(x, y)}{\partial y}
\end{array}\right| .
$$

If $\lambda_{i}=0$ for all $i$, the system is not Chaotic. If $\lambda \neq$ 0 and the Map is Area-Preserving (Hamiltonian), the product of Eigenvalues is 1.
see also Adiabatic Invariant, Chaos, Lyapunov Characteristic Exponent

## Lyapunov Condition

If the third MOMENT exists for a Distribution of $x_{i}$ and the Lebesgue Integral is given by

$$
r_{n}^{3}=\sum_{i=1}^{n} \int_{-\infty}^{\infty}|x|^{3} d F_{i}(x)
$$

then if

$$
\lim _{n \rightarrow \infty} \frac{r_{n}}{s_{n}}=0
$$

the Central Limit Theorem holds.
see also Central Limit Theorem

## Lyapunov Dimension

For a 2-D MAP with $\sigma_{2}>\sigma_{1}$,

$$
d_{\mathrm{Lya}}=1-\frac{\sigma_{1}}{\sigma_{2}}
$$

where $\sigma_{n}$ are the Lyapunov Characteristic ExpoNENTS.
see also Capacity Dimension, Kaplan-Yorke ConJECTURE
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## Lyapunov's First Theorem

A Necessary and Sufficient condition for all the Eigenvalues of a Real $n \times n$ matrix A to have Negative Real Parts is that the equation

$$
A^{T} V+V A=-I
$$

has as a solution where V is an $n \times n$ matrix and ( $\mathbf{x}, \mathrm{V} \mathbf{x}$ ) is a positive definite quadratic form.
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## Lyapunov Function

A function which is continuous, nonnegative, and has continuous Partial Derivatives. The existence of a Lyapunov function guarantees the Nonlinear Stability of a Fixed Point.
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## Lyapunov's Second Theorem

If all the Eigenvalues of a Real Matrix A have Real Parts, then to an arbitrary negative definite quadratic form ( $\mathbf{x}, \mathrm{W} \mathbf{x}$ ) with $\mathbf{x}=\mathbf{x}(t)$ there corresponds a positive definite quadratic form ( $\mathbf{x}, \mathrm{V} \mathbf{x}$ ) such that if one takes

$$
\frac{d \mathbf{x}}{d t}=\mathrm{A} \mathbf{x}
$$

then $(\mathbf{x}, \mathrm{W} \mathbf{x})$ and $(\mathbf{x}, \mathrm{W} \mathbf{x})$ satisfy

$$
\frac{d}{d t}(\mathbf{x}, \mathrm{~V} \mathbf{x})=(\mathbf{x}, \mathrm{W} \mathbf{x})
$$

[^1]
## Lyndon Word

A Lyndon word is an aperiodic notation for representing a Necklace.
see also de Bruijn Sequence, Necklace
References
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Sloane, N. J. A. Sequence A001037/M0116 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Lyons Group <br> The Sporadic Group Ly.

see also Sporadic Group
References
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M

## $M$-Estimate

A Robust Estimation based on maximum likelihood argument.

see also $L$-Estimate, $R$-Estimate
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## Mac Lane's Theorem

A theorem which treats constructions of Fields of Characteristic $p$.
see also Characteristic (Field), Field

## Machin's Formula

$$
\frac{1}{4} \pi=4 \tan ^{-1}\left(\frac{1}{5}\right)-\tan ^{-1}\left(\frac{1}{239}\right) .
$$

There are a whole class of Machin-Like Formulas with various numbers of terms (although only four such formulas with only two terms). The properties of these formulas are intimately connected with Cotangent identities.
see also 196-Algorithm, Gregory Number, Mach-in-Like Formulas, Pi

## Machin-Like Formulas

Machin-like formulas have the form

$$
\begin{equation*}
m \cot ^{-1} u+n \cot ^{-1} v=\frac{1}{4} k \pi \tag{1}
\end{equation*}
$$

where $u, v$, and $k$ are Positive Integers and $m$ and $n$ are Nonnegative Integers. Some such Formulas can be found by converting the Inverse Tangent decompositions for which $c_{n} \neq 0$ in the table of Todd (1949) to Inverse Cotangents. However, this gives only Machin-like formulas in which the smallest term is $\pm 1$.
Maclaurin-like formulas can be derived by writing

$$
\begin{equation*}
\cot ^{-1} z=\frac{1}{2 i} \ln \left(\frac{z+i}{z-i}\right) \tag{2}
\end{equation*}
$$

and looking for $a_{k}$ and $u_{k}$ such that

$$
\begin{equation*}
\sum_{k} a_{k} \cot ^{-1} u_{k}=\frac{1}{4} \pi \tag{3}
\end{equation*}
$$

so

$$
\begin{equation*}
\prod_{k}\left(\frac{u_{k}+i}{u_{k}-i}\right)^{a_{k}}=e^{2 \pi i / 4}=i . \tag{4}
\end{equation*}
$$

Machin-like formulas exist Iff (4) has a solution in Integers. This is equivalent to finding Integer values such that

$$
\begin{equation*}
(1-i)^{k}(u+i)^{m}(v+i)^{n} \tag{5}
\end{equation*}
$$

is Real (Borwein and Borwein 1987, p. 345). An equivalent formulation is to find all integral solutions to one of

$$
\begin{gather*}
1+x^{2}=2 y^{n}  \tag{6}\\
1+x^{2}=y^{n} \tag{7}
\end{gather*}
$$

for $n=3,5, \ldots$.
There are only four such Formulas,

$$
\begin{align*}
& \frac{1}{4} \pi=4 \tan ^{-1}\left(\frac{1}{5}\right)-\tan ^{-1}\left(\frac{1}{239}\right)  \tag{8}\\
& \frac{1}{4} \pi=\tan ^{-1}\left(\frac{1}{2}\right)+\tan ^{-1}\left(\frac{1}{3}\right)  \tag{9}\\
& \frac{1}{4} \pi=2 \tan ^{-1}\left(\frac{1}{2}\right)-\tan ^{-1}\left(\frac{1}{7}\right)  \tag{10}\\
& \frac{1}{4} \pi=2 \tan ^{-1}\left(\frac{1}{3}\right)+\tan ^{-1}\left(\frac{1}{7}\right), \tag{11}
\end{align*}
$$

known as Machin's Formula, Euler's Machin-Like Formula, Hermann's Formula, and Hutton's Formula. These follow from the identities

$$
\begin{align*}
\left(\frac{5+i}{5-i}\right)^{4}\left(\frac{239+i}{239-i}\right)^{-1} & =i  \tag{12}\\
\left(\frac{2+i}{2-i}\right)\left(\frac{3+i}{3-i}\right) & =i  \tag{13}\\
\left(\frac{2+i}{2-i}\right)^{2}\left(\frac{7+i}{7-i}\right)^{-1} & =i  \tag{14}\\
\left(\frac{3+i}{3-i}\right)^{2}\left(\frac{7+i}{7-i}\right) & =i . \tag{15}
\end{align*}
$$

Machin-like formulas with two terms can also be generated which do not have integral arc cotangent arguments such as Euler's

$$
\begin{equation*}
\frac{1}{4} \pi=5 \tan ^{-1}\left(\frac{1}{7}\right)+2 \tan ^{-1}\left(\frac{3}{79}\right) \tag{16}
\end{equation*}
$$

(Wetherfield 1996), and which involve inverse SQUARE Roots, such as

$$
\begin{equation*}
\frac{\pi}{2}=2 \tan ^{-1}\left(\frac{1}{\sqrt{2}}\right)+\tan ^{-1}\left(\frac{1}{\sqrt{8}}\right) \tag{17}
\end{equation*}
$$

Three-term Machin-like formulas include Gauss's Machin-Like Formula

$$
\begin{equation*}
\frac{1}{4} \pi=12 \cot ^{-1} 18+8 \cot ^{-1} 57-5 \cot ^{-1} 239, \tag{18}
\end{equation*}
$$

## Strassnitzky's Formula

$$
\begin{equation*}
\frac{1}{4} \pi=\cot ^{-1} 2+\cot ^{-1} 5+\cot ^{-1} 8 \tag{19}
\end{equation*}
$$

and the following,

$$
\begin{align*}
& \frac{1}{4} \pi=6 \cot ^{-1} 8+2 \cot ^{-1} 57+\cot ^{-1} 239  \tag{20}\\
& \frac{1}{4} \pi=4 \cot ^{-1} 5-1 \cot ^{-1} 70+\cot ^{-1} 99  \tag{21}\\
& \frac{1}{4} \pi=1 \cot ^{-1} 2+1 \cot ^{-1} 5+\cot ^{-1} 8  \tag{22}\\
& \frac{1}{4} \pi=8 \cot ^{-1} 10-1 \cot ^{-1} 239-4 \cot ^{-1} 515  \tag{23}\\
& \frac{1}{4} \pi=5 \cot ^{-1} 7+4 \cot ^{-1} 53+2 \cot ^{-1} 4443 . \tag{24}
\end{align*}
$$

The first is due to Størmer, the second due to Rutherford, and the third due to Dase.

Using trigonometric identities such as

$$
\begin{equation*}
\cot ^{-1} x=2 \cot ^{-1}(2 x)-\cot ^{-1}\left(4 x^{3}+3 x\right), \tag{25}
\end{equation*}
$$

it is possible to generate an infinite sequence of Machinlike formulas. Systematic searches therefore most often concentrate on formulas with particularly "nice" properties (such as "efficiency").

The efficiency of a FORmULA is the time it takes to calculate $\pi$ with the Power series for arctangent

$$
\begin{equation*}
\pi=a_{1} \cot \left(b_{1}\right)+a_{2} \cot \left(b_{2}\right)+\ldots, \tag{26}
\end{equation*}
$$

and can be roughly characterized using Lehmer's "measure" formula

$$
\begin{equation*}
e \equiv \sum \frac{1}{\log _{10} b_{i}} \tag{27}
\end{equation*}
$$

The number of terms required to achieve a given precision is roughly proportional to $e$, so lower $e$-values correspond to better sums. The best currently known efficiency is 1.51244 , which is achieved by the 6 -term series

$$
\begin{array}{r}
\frac{1}{4} \pi=183 \cot ^{-1} 239+32 \cot ^{-1} 1023-68 \cot ^{-1} 5832 \\
+12 \cot ^{-1} 110443-12 \cot ^{-1} 4841182 \\
-100 \cot ^{-1} 6826318 \tag{28}
\end{array}
$$

discovered by C.-L. Hwang (1997). Hwang (1997) also discovered the remarkable identities

$$
\begin{align*}
& \frac{1}{4} \pi=P \cot ^{-1} 2-M \cot ^{-1} 3+L \cot ^{-1} 5+K \cot ^{-1} 7 \\
& \quad+(N+K+L-2 M+3 P-5) \cot ^{-1} 8 \\
& \quad+(2 N+M-P+2-L) \cot ^{-1} 18 \\
& \quad-(2 P-3-M+L+K-N) \cot ^{-1} 57-N \cot ^{-1} 239, \tag{29}
\end{align*}
$$

where $K, L, M, N$, and $P$ are Positive Integers, and

$$
\begin{equation*}
\frac{1}{4} \pi=(N+2) \cot ^{-1} 2-N \cot ^{-1} 3-(N+1) \cot ^{-1} N . \tag{30}
\end{equation*}
$$

The following table gives the number $N(n)$ of Machinlike formulas of $n$ terms in the compilation by Wetherfield and Hwang. Except for previously known identities (which are included), the criteria for inclusion are the following:

1. first term $<8$ digits: measure $<1.8$.
2. first term $=8$ digits: measure $<1.9$.
3. first term $=9$ digits: measure $<2.0$.
4. first term $=10$ digits: measure $<2.0$.

| $n$ | $N(n)$ | $\min e$ |
| ---: | ---: | :--- |
| 1 | 1 | 0 |
| 2 | 4 | 1.85113 |
| 3 | 106 | 1.78661 |
| 4 | 39 | 1.58604 |
| 5 | 90 | 1.63485 |
| 6 | 120 | 1.51244 |
| 7 | 113 | 1.54408 |
| 8 | 18 | 1.65089 |
| 9 | 4 | 1.72801 |
| 10 | 78 | 1.63086 |
| 11 | 34 | 1.6305 |
| 12 | 188 | 1.67458 |
| 13 | 37 | 1.71934 |
| 14 | 5 | 1.75161 |
| 15 | 24 | 1.77957 |
| 16 | 51 | 1.81522 |
| 17 | 5 | 1.90938 |
| 18 | 570 | 1.87698 |
| 19 | 1 | 1.94899 |
| 20 | 11 | 1.95716 |
| 21 | 1 | 1.98938 |
| Total | 1500 | 1.51244 |

see also Euler's Machin-Like Formula, Gauss's Machin-Like Formula, Gregory Number, Hermann's Formula, Hutton's Formula, Inverse Cotangent, Machin's Formula, Pi, Størmer Number, Strassnitzky's Formula
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## Machine

A method for producing infinite LOOP SPACES and spectra.
see also Gadget, Loop Space, MAY-Thomason Uniqueness Theorem, Turing Machine

## Mackey's Theorem

Let $E$ and $F$ be paired spaces with $S$ a family of absolutely convex bounded sets of $F$ such that the sets of $S$ generate $F$ and, if $B_{1}, B_{2} \in S$, there exists a $B_{3} \in S$ such that $B_{3} \supset B_{1}$ and $B_{3} \supset B_{2}$. Then the dual space of $E_{S}$ is equal to the union of the weak completions of $\lambda B$, where $\lambda>0$ and $B \in S$.

## see also Grothendieck's Theorem

## References

Iyanaga, S. and Kawada, Y. (Eds.). "Mackey's Theorem." $\S 407 \mathrm{M}$ in Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, p. 1274, 1980.

## Maclaurin-Bezout Theorem

The Maclaurin-Bèzout theorem says that two curves of degree $n$ intersect in $n^{2}$ points, so two CUBICS intersect in nine points. This means that $n(n+3) / 2$ points do not always uniquely determine a single curve of order $n$.
see also CRamér-Euler Paradox

## Maclaurin-Cauchy Theorem

If $f(x)$ is Positive and decreases to 0 , then an EULER Constant

$$
\gamma_{f} \equiv \lim _{n \rightarrow \infty}\left[\sum_{k=1}^{n} f(k)-\int_{a}^{n} f(x) d x\right]
$$

can be defined. If $f(x)=1 / x$, then
$\gamma=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\int_{1}^{n} \frac{d x}{x}\right)=\lim _{n \rightarrow \infty}\left(\sum_{k=1}^{n} \frac{1}{k}-\ln n\right)$,
where $\gamma$ is the Euler-Mascheroni Constant.
Maclaurin Integral Test
see Integral Test

## Maclaurin Polynomial

see Maclaurin Series

## Maclaurin Series

A series expansion of a function about 0 ,

$$
\begin{align*}
f(x)=f(0)+f^{\prime}(0) x+\frac{f^{\prime \prime}(0)}{2!} & x^{2}+\frac{f^{(3)}(0)}{3!} x^{3} \\
& +\ldots+\frac{f^{(n)}(0)}{n!} x^{n}+\ldots, \tag{1}
\end{align*}
$$

named after the Scottish mathematician Maclaurin. Maclaurin series for common functions include
$\operatorname{coth} x=x^{-1}+\frac{1}{3} x-\frac{1}{45} x^{4}+\frac{2}{945} x^{5}-\frac{1}{4725} x^{7}+\ldots$
$\operatorname{coth}^{-1}(1+x)=\frac{1}{2} \ln 2-\frac{1}{2} \ln x+\frac{1}{4} x-\frac{1}{16} x^{2}+\ldots$
$\csc x=x^{-1}+\frac{1}{6} x+\frac{7}{360} x^{3}+\frac{31}{15120} x^{5}+\ldots$
$\operatorname{csch} x=x^{-1}-\frac{1}{6} x+\frac{7}{360} x^{3}+\frac{31}{15120} x^{5}+\ldots$
$\operatorname{csch}^{-1} x=\ln 2-\ln x+\frac{1}{4} x^{2}-\frac{3}{32} x^{4}+\frac{5}{96} x^{6}-\ldots$
$\operatorname{dn}\left(x, k^{2}\right) x=1-\frac{1}{2!} k^{2} x^{2}+\frac{1}{4!} k^{2}\left(4+k^{2}\right) x^{4}+\ldots$
erf $x=\frac{1}{\sqrt{\pi}}\left(2 x-\frac{2}{3} x^{3}+\frac{1}{5} x^{5}-\frac{1}{21} x^{7}+\ldots\right)$
$e^{x}=1+x+\frac{1}{2!} x^{2}+\frac{1}{3!} x^{3}+\frac{1}{4!} x^{4}+\ldots$

$$
\begin{equation*}
-\infty<x<\infty \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
{ }_{2} F_{1}(\alpha, \beta, \gamma ; x)=1+\frac{\alpha \beta}{1!\gamma} x+\frac{\alpha(\alpha+1) \beta(\beta+1)}{2!\gamma(\gamma+1)} x^{2}+\ldots \tag{19}
\end{equation*}
$$

$\ln (1+x)=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\frac{1}{4} x^{4}+\ldots$

$$
\begin{equation*}
-1<x<1 \tag{20}
\end{equation*}
$$

$\ln \left(\frac{1+x}{1-x}\right)=2 x+\frac{2}{3} x^{3}+\frac{2}{5} x^{5}+\frac{2}{7} x^{7}+\ldots$

$$
\begin{equation*}
-1<x<1 \tag{21}
\end{equation*}
$$

$\sec x=1+\frac{1}{2} x^{2}+\frac{5}{24} x^{4}+\frac{61}{720} x^{6}+\frac{277}{8064} x^{8}+\ldots$
$\operatorname{sech} x=1-\frac{1}{2} x^{2}+\frac{5}{24} x^{4}-\frac{61}{720} x^{6}+\frac{277}{8064} x^{8}+\ldots$
$\operatorname{sech}^{-1} x=\ln 2-\ln x-\frac{1}{4} x^{2}-\frac{3}{32} x^{4}-\ldots$
$\sin x=x-\frac{1}{3!} x^{3}+\frac{1}{5!} x^{5}-\frac{1}{7!} x^{7}+\ldots$

$$
\begin{align*}
& \frac{1}{1-x}=1+x+x^{2}+x^{3}+x^{4}+x^{5}+\ldots \\
& -1<x<1  \tag{2}\\
& \operatorname{cn}\left(x, k^{2}\right)=1-\frac{1}{2!} x^{2}+\frac{1}{4!}\left(1+4 k^{2}\right) x^{4}+\ldots  \tag{3}\\
& \cos x=1-\frac{1}{2!} x^{2}+\frac{1}{4!} x^{4}-\frac{1}{6!} x^{6}-\ldots \\
& -\infty<x<\infty  \tag{4}\\
& \cos ^{-1} x=\frac{1}{2} \pi-x-\frac{1}{6} x^{3}-\frac{3}{40} x^{5}-\frac{5}{112} x^{7}-\ldots \\
& -1<x<1  \tag{5}\\
& \cosh x=1+\frac{1}{2} x^{2}+\frac{1}{24} x^{4}+\frac{1}{720} x^{6}+\frac{1}{40,320} x^{8}+\ldots  \tag{6}\\
& \cosh ^{-1}(1+x)=\sqrt{2 x}\left(1-\frac{1}{2} x+\frac{3}{160} x^{2}-\frac{5}{896} x^{3}+\ldots\right)  \tag{7}\\
& \cot x=x^{-1}-\frac{1}{3} x-\frac{1}{45} x^{3}-\frac{2}{945} x^{5}-\frac{1}{4725} x^{7}-\ldots  \tag{8}\\
& \cot ^{-1} x=\frac{1}{2} \pi-x+\frac{1}{3} x^{3}-\frac{1}{5} x^{5}+\frac{1}{7} x^{7}-\frac{1}{9} x^{9}+\ldots  \tag{9}\\
& =x^{-1}-\frac{1}{3} x^{-3}+\frac{1}{5} x^{-5}-\frac{1}{7} x^{-7}+\frac{1}{9} x^{-9}+\ldots \tag{10}
\end{align*}
$$

$$
\begin{align*}
& \quad-\infty<x<\infty  \tag{25}\\
& \sin ^{-1} x=x+\frac{1}{6} x^{3}+\frac{3}{40} x^{5}+\frac{5}{112} x^{7}+\frac{35}{1152} x^{9}+\ldots  \tag{26}\\
& \sinh x=x+\frac{1}{6} x^{3}+\frac{1}{120} x^{5}+\frac{1}{5040} x^{7}+\frac{1}{362,880} x^{9}+\ldots  \tag{27}\\
& \sinh ^{-1} x=x-\frac{1}{6} x^{3}+\frac{3}{40} x^{5}-\frac{5}{112} x^{7}+\frac{35}{1152} x^{9}-\ldots  \tag{28}\\
& \operatorname{sn}\left(x, k^{2}\right)=\frac{1}{3!}\left(1+k^{2}\right) x^{3}+\frac{1}{5!}\left(1+14 k^{2}+k^{4}\right) x^{5}+\ldots  \tag{29}\\
& \tan x=x+\frac{1}{3} x^{3}+\frac{2}{15} x^{5}+\frac{17}{315} x^{7}+\frac{62}{2835} x^{9}+\ldots  \tag{30}\\
& \tan ^{-1} x=x-\frac{1}{3} x^{3}+\frac{1}{5} x^{5}-\frac{1}{7} x^{7}+\ldots \\
& \quad-1<x<1  \tag{31}\\
& \tan ^{-1}(1+x)=\frac{1}{4} \pi+\frac{1}{2} x-\frac{1}{4} x^{2}+\frac{1}{12} x^{3}+\frac{1}{40} x^{5}+\ldots  \tag{32}\\
& {\tanh x=x-\frac{1}{3} x^{3}+\frac{2}{15} x^{5}-\frac{17}{315} x^{7}+\frac{62}{2835} x^{9}+\ldots}_{\tanh ^{-1} x=x+\frac{1}{3} x^{3}+\frac{1}{5} x^{5}+\frac{1}{7} x^{7}+\frac{1}{9} x^{9}+\ldots} \tag{33}
\end{align*}
$$

The explicit forms for some of these are

$$
\begin{align*}
& \frac{1}{1-x}=\sum_{n=0}^{\infty} x^{n}  \tag{35}\\
& \cos x=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n)!} x^{2 n}  \tag{36}\\
& \csc x=\sum_{n=0}^{\infty} \frac{(-1)^{n+1} 2\left(2^{2 n-1}-1\right) B_{2 n}}{(2 n)!} x^{2 n-1}  \tag{37}\\
& e^{x}=\sum_{n=0}^{\infty} \frac{1}{n!} x^{n}  \tag{38}\\
& \ln (1+x)=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} x^{n}  \tag{39}\\
& \ln \left(\frac{1+x}{1-x}\right)=\sum_{n=1}^{\infty} \frac{2}{(2 n-1)} x^{2 n-1}  \tag{40}\\
& \sec x=\sum_{n=0}^{\infty} \frac{(-1)^{n} E_{2 n}}{(2 n)!} x^{2 n}  \tag{41}\\
& \sin x=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(2 n-1)!} x^{2 n-1}  \tag{42}\\
& \tan x=\sum_{n=1}^{\infty} \frac{(-1)^{n+1} 2^{2 n}\left(2^{2 n}-1\right) B_{2 n}}{(2 n)!} x^{2 n-1}  \tag{43}\\
& \tan { }^{-1} x=\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{2 n-1} x^{2 n-1}  \tag{44}\\
& \tanh { }^{-1} x=\sum_{n=1}^{\infty} \frac{1}{2 n-1} x^{2 n-1},  \tag{45}\\
& \tan ^{\infty}
\end{align*}
$$

where $B_{n}$ are Bernoulli Numbers and $E_{n}$ are Euler Numbers.
see also Alcuin's Sequence, Lagrange Expansion, Legendre Series, Taylor Series
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## Maclaurin Trisectrix



A curve first studied by Colin Maclaurin in 1742. It was studied to provide a solution to one of the Geometric Problems of Antiquity, in particular Trisection of an Angle, whence the name trisectrix. The Maclaurin trisectrix is an Anallagmatic Curve, and the origin is a Crunode.

The Maclaurin trisectrix has Cartesian equation

$$
\begin{equation*}
y^{2}=\frac{x^{2}(x+3 a)}{a-x} \tag{1}
\end{equation*}
$$

or the parametric equations

$$
\begin{align*}
& x=a \frac{t^{2}-3}{t^{2}+1}  \tag{2}\\
& y=a \frac{t\left(t^{2}-3\right)}{t^{2}+1} \tag{3}
\end{align*}
$$

The Asymptote has equation $x=a$, and the center of the loop is as $(2 a, 0)$. Draw a line $L$ with Angle $3 \alpha$ through the loop center. Then the angle made by the line through the center and point of intersection of $L$ with the trisectrix is $\alpha$. The trisectrix is sometimes defined instead as

$$
\begin{gather*}
x\left(x^{2}+y^{2}\right)=a\left(y^{2}-3 x^{2}\right)  \tag{4}\\
y^{2}=\frac{x^{2}(3 a+x)}{a-x}  \tag{5}\\
r=\frac{2 a \sin (3 \theta)}{\sin (2 \theta)} \tag{6}
\end{gather*}
$$

Another form of the equation is the Polar Equation

$$
\begin{equation*}
r=a \sec \left(\frac{1}{3} \theta\right) \tag{7}
\end{equation*}
$$

where the origin is inside the loop and the crossing point is on the Negative $x$-Axis.

The tangents to the curve at the origin make angles of $\pm 60^{\circ}$ with the $x$-Axis. The Area of the loop is

$$
\begin{equation*}
A_{\mathrm{loop}}=3 \sqrt{3} a^{2} \tag{8}
\end{equation*}
$$

and the Negative $x$-intercept is $(-3 a, 0)$ (MacTutor Archive).

## Maclaurin Trisectrix Inverse Curve

The Maclaurin trisectrix is the Pedal Curve of the Parabola where the Pedal Point is taken as the reflection of the Focus in the Directrix.
see also Catalan's Trisectrix, Strophoid
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## Maclaurin Trisectrix Inverse Curve





The Inverse Curve of the Maclaurin Trisectrix with Inversion Center at the Negative $x$-intercept is a Tschirnhausen Cubic.

## MacMahon's Prime Number of Measurement

 see Prime Number of Measurement
## MacRobert's $E$-Function

$$
\begin{aligned}
& E\left(p ; \alpha_{r}\right.\left.: \rho_{s}: x\right) \\
& \equiv \frac{\Gamma\left(\alpha_{q+1}\right)}{\Gamma\left(\rho_{1}-\alpha_{1}\right) \Gamma\left(\rho_{2}-\alpha_{2}\right) \cdots \Gamma\left(\rho_{q}-\alpha_{q}\right)} \\
& \times \prod_{\mu=1}^{q} \int_{0}^{\infty} \lambda_{\mu}^{\rho_{\mu}-\alpha_{\mu}-1}\left(1+\lambda_{\mu}\right)^{-\rho_{\mu}} d \lambda_{\mu} \\
& \times \prod_{\nu=2}^{p-q-1} \int_{0}^{\infty} e^{-\lambda_{q+\nu} \lambda_{q+\nu}{ }^{\alpha_{q+\nu}-1} d \lambda_{q+\nu} \times} \\
& \int_{0}^{\infty} e^{-\lambda_{p}} \lambda_{p}^{\alpha_{p}-1}\left[1+\frac{\lambda_{q+2} \lambda_{q+3} \cdots \lambda_{p}}{\left(1+\lambda_{1}\right) \cdots\left(1+\lambda_{q}\right) x}\right]^{-\alpha_{q}+1} d \lambda_{p}
\end{aligned}
$$

where $\Gamma(z)$ is the Gamma Function and other details are discussed by Gradshteyn and Ryzhik (1980).
see also Fox's $H$-Function, Meijer's G-Function

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, pp. 896-903 and 1071-1072, 1979.

## Madelung Constants

The quantities obtained from cubic, hexagonal, etc., Lattice Sums, evaluated at $s=1$, are called Madelung constants. For cubic Lattice Sums, they are expressible in closed form for Even indices,

$$
\begin{align*}
& b_{2}(2)=-4 \beta(1) \eta(1)=-4 \frac{\pi}{4} \ln 2=-\pi \ln 2  \tag{1}\\
& b_{4}(2)=-8 \eta(1) \eta(0)=-8 \ln 2 \cdot \frac{1}{2}=-4 \ln 2 \tag{2}
\end{align*}
$$

$b_{3}(1)$ is given by Benson's Formula,

$$
\begin{align*}
-b_{3}(1)= & \sum_{i, j, k=-\infty}^{\infty} \frac{(-1)^{i+j+k+1}}{\sqrt{i^{2}+j^{2}+k^{2}}} \\
& =12 \pi \sum_{m, n=1,3, \ldots}^{\infty} \operatorname{sech}^{2}\left(\frac{1}{2} \pi \sqrt{m^{2}+n^{2}}\right) \tag{3}
\end{align*}
$$

where the prime indicates that summation over $(0,0,0)$ is excluded. $b_{3}(1)$ is sometimes called "the" Madelung constant, corresponds to the Madelung constant for a 3D NaCl crystal, and is numerically equal to $-1.74756 \ldots$.

For hexagonal Lattice Sum, $h_{2}(2)$ is expressible in closed form as

$$
\begin{equation*}
h_{2}(2)=\pi \ln 3 \sqrt{3} . \tag{4}
\end{equation*}
$$

## see also Benson's Formula, Lattice Sum
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## Maeder's Owl Minimal Surface



A Minimal Surface which resembles a Cross-Cap. It is given by the polar equations

$$
\begin{align*}
& x=1  \tag{1}\\
& y=\sqrt{z}  \tag{2}\\
& z=z \tag{3}
\end{align*}
$$

or the parametric equations

$$
\begin{align*}
& x=r \cos \theta-\frac{1}{2} r^{2} \cos (2 \theta)  \tag{4}\\
& y=-r \sin \theta-\frac{1}{2} r^{2} \sin (2 \theta)  \tag{5}\\
& z=\frac{4}{3} r^{3 / 2} \cos \left(\frac{3}{2} \theta\right) \tag{6}
\end{align*}
$$

see also Cross-Cap, Minimal Surface
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## Maehly's Procedure

A method for finding Roots which defines

$$
\begin{equation*}
P_{j}(x)=\frac{P(x)}{\left(x-x_{1}\right) \cdots\left(x-x_{j}\right)} \tag{1}
\end{equation*}
$$

so the derivative is

$$
\begin{align*}
P_{j}^{\prime}(x)= & \frac{P^{\prime}(x)}{\left(x-x_{1}\right) \cdots\left(x-x_{j}\right)} \\
& -\frac{P(x)}{\left(x-x_{1}\right) \cdots\left(x-x_{j}\right)} \sum_{i=1}^{j}\left(x-x_{i}\right)^{-1} . \tag{2}
\end{align*}
$$

One step of Newton's Method can then be written as

$$
\begin{equation*}
x_{k+1}=x_{k}-\frac{P\left(x_{k}\right)}{P^{\prime}\left(x_{k}\right)-P\left(x_{k}\right) \sum_{i=1}^{j}\left(x_{k}-x_{i}\right)^{-1}} \tag{3}
\end{equation*}
$$

## Mainardi-Codazzi Equations

$$
\begin{align*}
& \frac{\partial e}{\partial v}-\frac{\partial f}{\partial u}=e \Gamma_{12}^{1}+f\left(\Gamma_{12}^{2}-\Gamma_{11}^{1}\right)-g \Gamma_{11}^{2}  \tag{1}\\
& \frac{\partial f}{\partial v}-\frac{\partial g}{\partial u}=e \Gamma_{22}^{1}+f\left(\Gamma_{22}^{2}-\Gamma_{12}^{1}\right)-g \Gamma_{12}^{2} \tag{2}
\end{align*}
$$

where $e, f$, and $g$ are coefficients of the second Fundamental Form and $\Gamma_{i j}^{k}$ are Christoffel Symbols of the Second Kind. Therefore,

$$
\begin{gather*}
\frac{\partial e}{\partial v}=\frac{1}{2} E_{v}\left(\frac{e}{E}+\frac{g}{G}\right)  \tag{3}\\
\frac{\partial g}{\partial u}=\frac{1}{2} G_{u}\left(\frac{e}{E}+\frac{g}{G}\right)  \tag{4}\\
\frac{\partial(\ln f)}{\partial u}=\Gamma_{11}^{1}-\Gamma_{12}^{2}  \tag{5}\\
\frac{\partial(\ln f)}{\partial v}=\Gamma_{22}^{2}-\Gamma_{12}^{1}  \tag{6}\\
\frac{\partial}{\partial u}\left(\frac{\ln f}{\sqrt{E G-F^{2}}}\right)=-2 \Gamma_{12}^{2}  \tag{7}\\
\frac{\partial}{\partial v}\left(\frac{\ln f}{\sqrt{E G-F^{2}}}\right)=-2 \Gamma_{12}^{1} \tag{8}
\end{gather*}
$$

where $E, F$, and $G$ are coefficients of the first Fundamental Form.
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## Magic Circles



A set of $n$ magic circles is a numbering of the intersection of the $n$ Circles such that the sum over all intersections is the same constant for all circles. The above sets of three and four magic circles have magic constants 14 and 39 (Madachy 1979).
see also Magic Graph, Magic Square
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## Magic Constant

The number

$$
M_{2}(n)=\frac{1}{n} \sum_{k=1}^{n^{2}} k=\frac{1}{2} n\left(n^{2}+1\right)
$$

to which the $n$ numbers in any horizontal, vertical, or main diagonal line must sum in a Magic Square. The first few values are 1, 5 (no such magic square), 15, 34, $65,111,175,260, \ldots$ (Sloane's A006003). The magic constant for an $n$th order magic square starting with an Integer $A$ and with entries in an increasing ArithMETIC SERIES with difference $D$ between terms is

$$
M_{2}(n ; A, D)=\frac{1}{2} n\left[2 a+D\left(n^{2}-1\right)\right]
$$

(Hunter and Madachy 1975, Madachy 1979). In a PaNmAGIC SQUARE, in addition to the main diagonals, the broken diagonals also sum to $M_{2}(n)$.

For a Magic Cube, the magic constant is
$M_{3}(n)=\frac{1}{n^{2}} \sum_{k=1}^{n^{3}} k=\frac{1}{2} n\left(n^{3}+1\right)=\frac{1}{2} n(1+n)\left(n^{2}-n+1\right)$.
The first few values are $1,9,42,130,315,651,1204, \ldots$ (Sloane's A027441).

There is a corresponding multiplicative magic constant for Multiplication Magic Squares.
see also Magic Cube, Magic Geometric Constants, Magic Hexagon, Magic Square, Multipli-
cation Magic Square, Panmagic Square
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## Magic Cube

An $n \times n \times n 3$-D version of the Magic SQuare in which the $n^{2}$ rows, $n^{2}$ columns, $n^{2}$ pillars (or "files"), and four space diagonals each sum to a single number $M_{3}(n)$ known as the Magic Constant. If the crosssection diagonals also sum to $M_{3}(n)$, the magic cube is called a Perfect Magic Cube; if they do not, the cube is called a Semiperfect Magic Cube, or sometimes an Andrews Cube (Gardner 1988). A pandiagonal cube is a perfect or semiperfect magic cube which is magic not only along the main space diagonals, but also on the broken space diagonals.
A magic cube using the numbers $1,2, \ldots, n^{3}$, if it exists, has Magic Constant
$M_{3}(n)=\frac{1}{n^{2}} \sum_{k=1}^{n^{3}} k=\frac{1}{2} n\left(n^{3}+1\right)=\frac{1}{2} n(n+1)\left(n^{2}-n+1\right)$.
For $n=1,2, \ldots$, the magic constants are $1,9,42,130$, $315,651, \ldots$ (Sloane's A027441).

| 4 | 12 | 26 |
| :---: | :---: | :---: |
| 11 | 25 | 6 |
| 27 | 5 | 10 |


| 20 | 7 | 15 |
| :---: | :---: | :---: |
| 9 | 14 | 19 |
| 13 | 21 | 8 |


| 18 | 23 | 1 |
| :---: | :---: | :---: |
| 22 | 3 | 17 |
| 2 | 16 | 24 |


| 60 | 37 | 12 | 21 |
| :---: | :---: | :---: | :---: |
| 13 | 20 | 61 | 36 |
| 56 | 41 | 8 | 25 |
| 1 | 32 | 49 | 48 | | 7 | 26 | 55 | 42 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 50 | 47 | 2 | 31 |
| 11 | 22 | 59 | 38 |
| 62 | 35 | 14 | 19 |
| 57 | 40 | 9 | 24 |
| 16 | 17 | 64 | 33 |
| 53 | 44 | 5 | 28 |
| 4 | 29 | 52 | 45 | | 6 | 27 | 54 | 43 |
| :---: | :---: | :---: | :---: |
| 51 | 46 | 3 | 30 |
| 10 | 23 | 58 | 39 |
| 63 | 34 | 15 | 18 |

The above semiperfect magic cubes of orders three (Hunter and Madachy 1975, p. 31; Ball and Coxeter 1987, p. 218) and four (Ball and Coxeter 1987, p. 220) have magic constants 42 and 130, respectively. There is a trivial semiperfect magic cube of order one, but no semiperfect cubes of orders two or three exist. Semiperfect cubes of OdD order with $n \geq 5$ and Doubly Even order can be constructed by extending the methods used for Magic Squares.


 \begin{tabular}{|l|l|l|l|l|l|l|l|}
\hline 216 \& 310 \& 60 \& 474 \& 363 \& 137 \& 391 \& 101 <br>
\hline \& \& \& <br>
\hline

 

\hline 183 \& 341 \& 91 \& 441 \& 268 \& 234 \& 488 \& 6 <br>
\hline

 

\hline 395 \& 105 \& 359 \& 133 \& 56 \& 470 \& 220 \& 314 <br>
\hline
\end{tabular}







There are no perfect magic cubes of order four (Beeler et al. 1972, Item 50; Gardner 1988). No perfect magic cubes of order five are known, although it is known that such a cube must have a central value of 63 (Beeler et al. 1972, Item 51; Gardner 1988). No order-six perfect magic cubes are known, but Langman (1962) constructed a perfect magic cube of order seven. An ordereight perfect magic cube was published anonymously in 1875 (Barnard 1888, Benson and Jacoby 1981, Gardner 1988). The construction of such a cube is discussed in Ball and Coxeter (1987). Rosser and Walker rediscovered the order-eight cube in the late 1930s (but did not publish it), and Myers independently discovered the cube illustrated above in 1970 (Gardner 1988). Order 9 and 11 magic cubes have also been discovered, but none of order 10 (Gardner 1988).

Semiperfect pandiagonal cubes exist for all orders $8 n$ and all Odd $n>8$ (Ball and Coxeter 1987). A perfect pandiagonal magic cube has been constructed by Planck (1950), cited in Gardner (1988).

Berlekamp et al. (1982, p. 783) give a magic Tesseract. see also Magic Constant, Magic Graph, Magic Hexagon, Magic Square
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## Magic Geometric Constants

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Let $E$ be a compact connected subset of $d$-dimensional Euclidean Space. Gross (1964) and Stadje (1981) proved that there is a unique Real Number $a(E)$ such that for all $x_{1}, x_{2}, \ldots, x_{n} \in E$, there exists $y \in E$ with

$$
\begin{equation*}
\frac{1}{n} \sum_{j=1}^{n} \sqrt{\sum_{k=1}^{d}\left(x_{j, k}-y_{k}\right)^{2}}=a(E) \tag{1}
\end{equation*}
$$

The magic constant $m(E)$ of $E$ is defined by

$$
\begin{equation*}
m(E)=\frac{a(E)}{\operatorname{diam}(E)} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{diam}(E) \equiv \max _{u, v \in E} \sqrt{\sum_{k=1}^{d}\left(u_{k}-v_{k}\right)^{2}} \tag{3}
\end{equation*}
$$

These numbers are also called Dispersion Numbers and Rendezvous Values. For any $E$, Gross (1964) and Stadje (1981) proved that

$$
\begin{equation*}
\frac{1}{2} \leq m(E)<1 \tag{4}
\end{equation*}
$$

If $I$ is a subinterval of the Line and $D$ is a circular Disk in the Plane, then

$$
\begin{equation*}
m(I)=m(D)=\frac{1}{2} \tag{5}
\end{equation*}
$$

If $C$ is a Circle, then

$$
\begin{equation*}
m(C)=\frac{2}{\pi}=0.6366 \ldots \tag{6}
\end{equation*}
$$

An expression for the magic constant of an Ellipse in terms of its Semimajor and Semiminor Axes lengths is not known. Nikolas and Yost (1988) showed that for a Reuleaux Triangle $T$

$$
\begin{equation*}
0.6675276 \leq m(T) \leq 0.6675284 \tag{7}
\end{equation*}
$$

Denote the Maximum value of $m(E)$ in $n$-D space by $M(n)$. Then
$M(1)=\frac{1}{2}$
$M(2): m(T) \leq M(2) \leq \frac{2+\sqrt{3}}{3 \sqrt{3}}<0.7182336$
$M(d): \frac{d}{d+1} \leq M(d) \leq \frac{\left[\Gamma\left(\frac{1}{2} d\right)\right]^{2} 2^{d-2} \sqrt{2 d}}{\Gamma\left(d-\frac{1}{2}\right) \sqrt{(d+1) \pi}}<\sqrt{\frac{d}{d+1}}$,
where $\Gamma(z)$ is the Gamma Function (Nikolas and Yost 1988).

An unrelated quantity characteristic of a given MAGIC Square is also known as a MAGIC Constant.
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## Magic Graph



A Labelled Graph with e Edges labeled with distinct elements $\{1,2, \ldots, e\}$ so that the sum of the Edge labels at each Vertex is the same. Another type of magic graph, such as the Pentagram shown above, has labelled Vertices which give the same sum along every straight line segment (Madachy 1979).
see also Antimagic Graph, Labelled Graph, Magic Circles, Magic Constant, Magic Cube, Magic Hexagon, Magic Square
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## Magic Hexagon



An arrangement of close-packed Hexagons containing the numbers $1,2, \ldots, H_{n}=3 n(n-1)+1$, where $H_{n}$ is the $n$th Hex Number, such that the numbers along each straight line add up to the same sum. In the above magic hexagon, each line (those of lengths both 3 and 4 ) adds up to 38 . This is the only magic hexagon of the counting numbers for any size hexagon. It was discovered by C. W. Adam, who worked on the problem from 1910 to 1957.
see also Hex Number, Hexagon, Magic Graph, Magic Square, Talisman Hexagon
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## Magic Labelling

It is conjectured that every Tree with $e$ edges whose nodes are all trivalent or monovalent can be given a "magic" labelling such that the Integers 1, 2, ..., e can be assigned to the edges so that the Sum of the three meeting at a node is constant.
see also Magic Constant, Magic Cube, Magic Graph, Magic Hexagon, Magic Square
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## Magic Number <br> see Magic Constant

## Magic Series

$n$ numbers form a magic series of degree $p$ if the sum of their $k$ th Powers is the Magic Constant of degree $k$ for all $k \in[1, p]$.
see also Magic Constant, Magic Square
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## Magic Square



A (normal) magic square consists of the distinct POSItive Integers $1,2, \ldots, n^{2}$ such that the sum of the $n$ numbers in any horizontal, vertical, or main diagonal line is always the same Magic Constant

$$
M_{2}(n)=\frac{1}{n} \sum_{k=1}^{n^{2}} k=\frac{1}{2} n\left(n^{2}+1\right)
$$

The unique normal square of order three was known to the ancient Chinese, who called it the Lo Shu. A version of the order 4 magic square with the numbers 15 and 14 in adjacent middle columns in the bottom row is called Dürer's Magic Square. Magic squares of order 3 through 8 are shown above.
The Magic Constant for an $n$th order magic square starting with an Integer $A$ and with entries in an increasing Arithmetic Series with difference $D$ between terms is

$$
M_{2}(n ; A, D)=\frac{1}{2} n\left[2 a+D\left(n^{2}-1\right)\right]
$$

(Hunter and Madachy 1975). If every number in a magic square is subtracted from $n^{2}+1$, another magic
square is obtained called the complementary magic square. Squares which are magic under multiplication instead of addition can be constructed and are known as Multiplication Magic Squares. In addition, squares which are magic under both addition and multiplication can be constructed and are known as Addition-Multiplication Magic Squares (Hunter and Madachy 1975).
A square that fails to be magic only because one or both of the main diagonal sums do not equal the Magic Constant is called a Semimagic Square. If all diagonals (including those obtained by wrapping around) of a magic square sum to the Magic Constant, the square is said to be a Panmagic Square (also called a Diabolical Square or Pandiagonal Square). If replacing each number $n_{i}$ by its square $n_{i}{ }^{2}$ produces another magic square, the square is said to be a Bimagic Square (or Doubly Magic Square). If a square is magic for $n_{i}, n_{i}{ }^{2}$, and $n_{i}{ }^{3}$, it is called a Trebly Magic SQUARE. If all pairs of numbers symmetrically opposite the center sum to $n^{2}+1$, the square is said to be an Associative Magic Square.


Kraitchik (1942) gives general techniques of constructing Even and Odd squares of order $n$. For $n$ Odd, a very straightforward technique known as the Siamese method can be used, as illustrated above (Kraitchik 1942, pp. 148-149). It begins by placing a 1 in any location (in the center square of the top row in the above example), then incrementally placing subsequent numbers in the square one unit above and to the right. The counting is wrapped around, so that falling off the top returns on the bottom and falling off the right returns on the left. When a square is encountered which is already filled, the next number is instead placed below the previous one and the method continues as before. The method, also called de la Loubere's method, is purported to have been first reported in the West when de la Loubere returned to France after serving as ambassador to Siam.

A generalization of this method uses an "ordinary vector" $(x, y)$ which gives the offset for each noncolliding move and a "break vector" ( $u, v$ ) which gives the offset to introduce upon a collision. The standard Siamese method therefore has ordinary vector $(1,-1)$ and break vector $(0,1)$. In order for this to produce a magic square, each break move must end up on an unfilled cell. Special classes of magic squares can be constructed by considering the absolute sums $|u+v|,|(u-x)+(v-y)|,|u-v|$, and $|(u-x)-(v-y)|=|u+y-x-v|$. Call the set of these numbers the sumdiffs (sums and differences). If all sumdiffs are Relatively Prime to $n$ and the square is a magic square, then the square is also a Panmagic Square. This theory originated with de la Hire. The following table gives the sumdiffs for particular choices of ordinary and break vectors.

| Ordinary <br> Vector | Break <br> Vector | Sumdiffs | Magic <br> Squares | Panmagic <br> Squares |
| :--- | :--- | :--- | :--- | :--- |
| $(1,-1)$ | $(0,1)$ | $(1,3)$ | $2 k+1$ | none |
| $(1,-1)$ | $(0,2)$ | $(0,2)$ | $6 k \pm 1$ | none |
| $(2,1)$ | $(1,-2)$ | $(1,2,3,4)$ | $6 k \pm 1$ | none |
| $(2,1)$ | $(1,-1)$ | $(0,1,2,3)$ | $6 k \pm 1$ | $6 k \pm 1$ |
| $(2,1)$ | $(1,0)$ | $(0,1,2)$ | $2 k+1$ | none |
| $(2,1)$ | $(1,2)$ | $(0,1,2,3)$ | $6 k \pm 1$ | none |



A second method for generating magic squares of OdD order has been discussed by J. H. Conway under the name of the "lozenge" method. As illustrated above, in this method, the ODD numbers are built up along diagonal lines in the shape of a DIAmOND in the central part of the square. The EVEN numbers which were missed are then added sequentially along the continuation of the diagonal obtained by wrapping around the square until the wrapped diagonal reaches its initial point. In the above square, the first diagonal therefore fills in 1 , $3,5,2,4$, the second diagonal fills in $7,9,6,8,10$, and so on.


An elegant method for constructing magic squares of Doubly Even order $n=4 m$ is to draw $x$ s through each $4 \times 4$ subsquare and fill all squares in sequence. Then replace each entry $a_{i j}$ on a crossed-off diagonal by $\left(n^{2}+1\right)-a_{i j}$ or, equivalently, reverse the order of the crossed-out entries. Thus in the above example for $n=8$, the crossed-out numbers are originally $1,4, \ldots$, 61,64 , so entry 1 is replaced with 64,4 with 61 , etc.


| 68 65 | 96 | 93 | 4 | 1 | 32 | 29 | 60 57 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{\|c\|cc\|} \hline 66 & \mathrm{~L}- \\ \hline \end{array}$ |  |  | - L |  | $$ |  |  |  |
|  | 94 | 95 | 2 | 3 |  |  | 58 | 59 |
| 92 89 | 20 | 17 | 28 | 25 | 56 | 53 | 64 | 61 |
| $90 \mid 91$ |  |  | - |  | - |  | 62 | 63 |
|  |  |  | 26 | 27 | 54 | 55 |  |  |
| $16 \mid 13$ | 24 | 21 | 49 | 52 | 80 |  | 88 | 85 |
|  |  |  | - |  |  |  | - |  |
| 14 15 | 22 | 23 | 50 | 51 | 78 | 79 | 86 | 87 |
| 37 40 | 45148 |  | $\begin{array}{\|c\|c} 76 \\ \hline \end{array}$ |  | $81 / 84$ |  | 9 | 12 |
| - |  |  | $\begin{array}{\|c\|} \hline 82 \\ \hline \mathbf{U} \\ \hline \end{array}$ |  | 10 U-11 |  |  |  |
| 38 39 | 46 | 47 |  |  | $7 4 \longdiv { 7 5 }$ |  |  |
| $\begin{array}{\|l\|l\|} \hline 41 \mid 44 \\ \hline \end{array}$ | 69 | 72 | 97 | 100 |  |  | 5 | 8 | 33 | 36 |
|  | - |  | - |  | - $\times$ |  | -x |  |
| 43 42 | 71 | 70 | 99 | 98 | 7 | 6 | 35 | 34 |

A very elegant method for constructing magic squares of Singly Even order $n=4 m+2$ with $m \geq 1$ (there is no magic square of order 2) is due to J. H. Conway, who calls it the "LUX" method. Create an array consisting of $m+1$ rows of $L \mathrm{~s}, 1$ row of Us, and $m-1$ rows of $X \mathrm{~s}$, all of length $n / 2=2 m+1$. Interchange the middle U with the L above it. Now generate the magic square of order $2 m+1$ using the Siamese method centered on the array of letters (starting in the center square of the top row), but fill each set of four squares surrounding a letter sequentially according to the order prescribed by the the letter. That order is illustrated on the left side of the above figure, and the completed square is illustrated to the right. The "shapes" of the letters L, U , and X naturally suggest the filling order, hence the name of the algorithm.
It is an unsolved problem to determine the number of magic squares of an arbitrary order, but the number of distinct magic squares (excluding those obtained by rotation and reflection) of order $n=1,2, \ldots$ are $1,0,1$, 880, 275305224, ... (Sloane's A006052; Madachy 1979, p. 87). The 880 squares of order four were enumerated
by Frenicle de Bessy in the seventeenth century, and are illustrated in Berlekamp et al. (1982, pp. 778-783). The number of $6 \times 6$ squares is not known.

| 67 | 1 | 43 |
| :---: | :---: | :---: |
| 13 | 37 | 61 |
| 31 | 73 | 7 |


| 3 | 61 | 19 | 37 |
| :---: | :---: | :---: | :---: |
| 43 | 31 | 5 | 41 |
| 7 | 11 | 73 | 29 |
| 67 | 17 | 23 | 13 |

The above magic squares consist only of Primes and were discovered by E. Dudeney (1970) and A. W. Johnson, Jr. (Dewdney 1988). Madachy (1979, pp. 93-96) and Rivera discuss other magic squares composed of Primes.

| 52 | 61 | 4 | 13 | 20 | 29 | 36 | 45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 14 | 3 | 62 | 51 | 46 | 35 | 30 | 19 |
| 53 | 60 | 5 | 12 | 21 | 28 | 37 | 44 |
| 11 | 6 | 59 | 54 | 43 | 38 | 27 | 22 |
| 55 | 58 | 7 | 10 | 23 | 26 | 39 | 42 |
| 9 | 8 | 57 | 56 | 41 | 40 | 25 | 24 |
| 50 | 63 | 2 | 15 | 18 | 31 | 34 | 47 |
| 16 | 1 | 64 | 49 | 48 | 33 | 32 | 17 |

Benjamin Franklin constructed the above $8 \times 8$ Panmagic Square having Magic Constant 260. Any half-row or half-column in this square totals 130, and the four corners plus the middle total 260 . In addition, bent diagonals (such as 52-3-5-54-10-57-63-16) also total 260 (Madachy 1979, p. 87).


In addition to other special types of magic squares, a $3 \times 3$ square whose entries are consecutive Primes, illustrated above, has been discovered by H. Nelson (Rivera). Variations on magic squares can also be constructed using letters (either in defining the square or as entries in it), such as the Alphamagic Square and Templar Magic Square.

| 4 | 9 | 2 |
| :---: | :---: | :---: |
| 3 | 5 | 7 |
| 8 | 1 | 6 |



| 11 | 24 | 7 | 20 | 3 |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 12 | 25 | 8 | 16 |
| 17 | 5 | 13 | 21 | 9 |
| 10 | 18 | 1 | 14 | 22 |
| 23 | 6 | 19 | 2 | 15 |


| 6 | 32 | 3 | 34 | 35 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7 | 11 | 27 | 28 | 8 | 30 |
| 19 | 14 | 16 | 15 | 23 | 24 |
| 18 | 20 | 22 | 21 | 17 | 13 |
| 25 | 29 | 10 | 9 | 26 | 12 |
| 36 | 5 | 33 | 4 | 2 | 31 |


| 22 | 47 | 16 | 41 | 10 | 35 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 23 | 48 | 17 | 42 | 11 | 29 |
| 30 | 6 | 24 | 49 | 18 | 36 | 12 |
| 13 | 31 | 7 | 25 | 43 | 19 | 37 |
| 38 | 14 | 32 | 1 | 26 | 44 | 20 |
| 21 | 39 | 8 | 33 | 2 | 27 | 45 |
| 46 | 15 | 40 | 9 | 34 | 3 | 28 |


| 8 | 58 | 59 | 5 | 4 | 62 | 63 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 49 | 15 | 14 | 52 | 53 | 11 | 10 | 56 |


| 49 | 15 | 14 | 52 | 53 | 11 | 10 | 56 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 41 | 23 | 22 | 44 | 45 | 19 | 18 | 48 |



| 40 | 26 | 27 | 37 | 36 | 30 | 31 | 33 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 17 | 47 | 46 | 20 | 21 | 43 | 42 | 24 |


| 9 | 55 | 54 | 12 | 13 | 51 | 50 | 16 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 64 | 2 | 3 | 61 | 60 | 6 | 7 | 57 |

37782970216213154 b

| 6 | 38 | 79 | 30 | 71 | 22 | 63 | 14 | 46 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 47 | 7 | 30 | 8 | 3 | 1 |  |  |  |


| 47 | 7 | 39 | 80 | 31 | 72 | 23 | 55 | 15 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 16 | 48 | 8 | 40 | 81 | 32 | 64 | 24 | 56 |

$\left.\begin{array}{|l|l|l|l|l|l|l|l|l|}\hline 16 & 48 & 8 & 40 & 8 & 3 & 6 & 64 & 24\end{array}\right)$

| 57 | 17 | 49 | 9 | 41 | 73 | 33 | 65 | 25 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 58 | 185 | 1 | 42 | 7 |  |  |  |



| 67 | 27 | 59 | 1 | 51 | 2 | 437535 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 36 | 68 | 1 |  |  | 11 | 5 | 3 |


| 36 | 68 | 19 | 6 | 11 | 52 | 3 | 44 | 76 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 77 | 28 | 69 | 2 | 0 | 61 | 12 | 53 | 4 | 45 |

Various numerological properties have also been associated with magic squares. Pivari associates the squares illustrated above with Saturn, Jupiter, Mars, the Sun, Venus, Mercury, and the Moon, respectively. Attractive patterns are obtained by connecting consecutive numbers in each of the squares (with the exception of the Sun magic square).
see also Addition-Multiplication Magic Square Alphamagic Square, Antimagic Square, Associative Magic Square, Bimagic Square, Border Square, Dürer's Magic Square, Euler Square, Franklin Magic Square, Gnomon Magic Square, Heterosquare, Latin Square, Magic Circles, Magic Constant, Magic Cube, Magic Hexagon, Magic Labelling, Magic Series, Magic tour, Multimagic Square, Multiplication Magic Square, Panmagic Square, Semimagic Square, talisman Square, Templar Magic Square, Trimagic Square
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## Magic Star

see Magic Graph

## Magic Tour

Let a chess piece make a TOUR on an $n \times n$ ChessBOARD whose squares are numbered from 1 to $n^{2}$ along the path of the chess piece. Then the Tour is called a magic tour if the resulting arrangement of numbers is a Magic Square. If the first and last squares traversed are connected by a move, the tour is said to be closed (or
"re-entrant"); otherwise it is open. The Magic ConSTANT for the $8 \times 8$ Chessboard is 260 .


Magic Knight's Tours are not possible on $n \times n$ boards for $n$ ODD, and are believed to be impossible for $n=$ 8. The "most magic" knight tour known on the $8 \times 8$ board is the SEMIMAGIC SQUARE illustrated in the above left figure (Ball and Coxeter 1987, p. 185) having main diagonal sums of 348 and 168 . Combining two halfknights' tours one above the other as in the above right figure does, however, give a Magic Square (Ball and Coxeter 1987, p. 185).


The above illustration shows a $16 \times 16$ closed magic Knight's Tour (Madachy 1979).


A magic tour for king moves is illustrated above (Coxeter 1987, p. 186).
see also Chessboard, Knight's Tour, Magic Square, Semimagic Square, Tour
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## Mahler-Lech Theorem

Let $K$ be a Field of Characteristic 0 (e.g., the rationals $\mathbb{Q}$ ) and let $\left\{u_{n}\right\}$ be a Sequence of elements of $K$ which satisfies a difference equation of the form

$$
u_{n}=c_{0} u_{n}+c_{1} u_{n+1}+\ldots+c_{k} u_{n+k}
$$

where the Coefficients $c_{i}$ are fixed elements of $K$. Then, for any $c \in K$, we have either $u_{n}=c$ for only finitely many values of $n$, or $u_{n}=c$ for the values of $n$ in some Arithmetic Progression.

The proof involves embedding certain fields inside the $p$-adic Numbers $\mathbb{Q}_{p}$ for some Prime $p$, and using properties of zeros of Power series over $\mathbb{Q}_{p}$ (Strassman's THEOREM).
see also Arithmetic Progression, $p$-Adic Number, Strassman's Theorem

## Mahler's Measure

For a Polynomial $P$,

$$
M(P)=\exp \int_{0}^{2 \pi} \ln \left|P\left(e^{i \theta}\right)\right| \frac{d \theta}{2 \pi}
$$

It is related to Jensen's Inequality.
see also Jensen's Inequality

## Major Axis

see Semimajor Axis

## Major Triangle Center

A Triangle Center $\alpha: \beta: \gamma$ is called a major center if the Triangle Center Function $\alpha=$ $f(a, b, c, A, B, C)$ is a function of ANGLE $A$ alone, and therefore $\beta$ and $\gamma$ of $B$ and $C$ alone, respectively.
see also Regular Triangle Center, Thiangle CenTER
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## Majorant

A function used to study Ordinary Differential Equations.

Makeham Curve
The function defined by

$$
y=k s^{x} b^{q^{x}}
$$

which is used in actuarial science for specifying a simplified mortality law. Using $s(x)$ as the probability that a newborn will achieve age $x$, the Makeham law (1860) uses

$$
s(x)=\exp \left(-A x-m\left(c^{x}-1\right)\right)
$$

for $B>0, A \geq-B, c>1, x \geq 0$.
see also Gompertz Curve, Life Expectancy, Logistic Growth Curve, Population Growth
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## Malfatti Circles

Three circles packed inside a Right Triangle which are tangent to each other and to two sides of the Triangle.
see also Malfatti's Right Triangle Problem

## Malfatti Points

see Ajima-Malfatti Points

## Malfatti's Right Triangle Problem

Find the maximum total Area of three Circles (of possibly different sizes) which can be packed inside a Right Triangle of any shape without overlapping. In 1803, Malfatti gave the solution as three Circles (the Malfatti Circles) tangent to each other and to two sides of the Triangle. In 1929, it was shown that the Malfatti Circles were not always the best solution. Then Goldberg (1967) showed that, even worse, they are never the best solution.
see also Malfatti's Tangent Triangle Problem
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## Malfatti's Tangent Triangle Problem



Draw within a given Triangle three Circles, each of which is Tangent to the other two and to two sides of the Triangle. Denote the three Circles so constructed $\Gamma_{A}, \Gamma_{B}$, and $\Gamma_{C}$. Then $\Gamma_{A}$ is tangent to $A B$ and $A C, \Gamma_{B}$ is tangent to $B C$ and $B A$, and $\Gamma_{C}$ is tangent to $A C$ and $B C$.
see also Ajima-Malfatti Points, Malfatti's Right Triangle Problem
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## Malliavin Calculus

An infinite-dimensional Differential Calculus on the Wiener Space. Also called Stochastic Calculus of Variations.

## Mallow's Sequence

An Integer Sequence given by the recurrence relation

$$
a(n)=a(a(n-2))+a(n-a(n-2))
$$

with $a(1)=a(2)=1$. The first few values are $1,1,2$, $3,3,4,5,6,6,7,7,8,9,10,10,11,12,12,13,14, \ldots$ (Sloane's A005229).
see also Hofstadter-Conway $\$ 10,000$ Sequence, Hofstadter's $Q$-Sequence
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## Malmstén's Differential Equation

$$
y^{\prime \prime}+\frac{r}{z} y^{\prime}=\left(A z^{m}+\frac{s}{z^{2}}\right) y
$$

References
Watson, G. N. A Treatise on the Theory of Bessel Functions, 2nd ed. Cambridge, England: Cambridge University Press, pp. 99-100, 1966.

## Maltese Cross



An irregular Dodecahedron Cross shaped like a + sign but whose points flange out at the end: The conventional proportions as computed on a $5 \times 5$ grid as illustrated above.

see also Cross, Dissection, Dodecahedron
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## Maltese Cross Curve



The plane curve with Cartesian equation

$$
x y\left(x^{2}-y^{2}\right)=x^{2}+y^{2}
$$

and polar equation

$$
r^{2}=\frac{1}{\cos \theta \sin \theta\left(\cos ^{2} \theta-\sin ^{2} \theta\right)}
$$
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## Malthusian Parameter

The parameter $\alpha$ in the exponential Population Growth equation

$$
N_{1}(t)=N_{0} e^{\alpha t} .
$$

see also Life Expectancy, Population Growth

## Mandelbar Set

A Fractal set analogous to the Mandelbrot Set or its generalization to a higher power with the variable $z$ replaced by its Complex Conjugate $z^{*}$.
see also Mandelbrot SEt

## Mandelbrot Set



The set obtained by the Quadratic Recurrence

$$
\begin{equation*}
z_{n+1}=z_{n}^{2}+C \tag{1}
\end{equation*}
$$

where points $C$ for which the orbit $z=0$ does not tend to infinity are in the SET. It marks the set of points in the Complex Plane such that the corresponding Julia Set is Connected and not Computable. The Mandelbrot set was originally called a $\mu$ Molecule by Mandelbrot.
J. Hubbard and A. Douady proved that the Mandelbrot set is Connected. Shishikura (1994) proved that the boundary of the Mandelbrot set is a Fractal with Hausdorff Dimension 2. However, it is not yet known if the Mandelbrot set is pathwise-connected. If it is pathwise-connected, then Hubbard and Douady's proof implies that the Mandelbrot set is the image of a CirCLE and can be constructed from a Disk by collapsing certain arcs in the interior (Douady 1986).

The Area of the set is known to lie between 1.5031 and 1.5702 ; it is estimated as $1.50659 \ldots$

Decomposing the COMPLEX coordinate $z=x+i y$ and $z_{0}=a+i b$ gives

$$
\begin{align*}
x^{\prime} & =x^{2}-y^{2}+a  \tag{2}\\
y^{\prime} & =2 x y+b . \tag{3}
\end{align*}
$$

In practice, the limit is approximated by

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|z_{n}\right| \approx \lim _{n \rightarrow n_{\max }}\left|z_{n}\right|<r_{\max } \tag{4}
\end{equation*}
$$

Beautiful computer-generated plots can be created by coloring nonmember points depending on how quickly they diverge to $r_{\text {max }}$. A common choice is to define an Integer called the Count to be the largest $n$ such that $\left|z_{n}\right|<r$, where $r$ is usually taken as $r=2$, and to color points of different Count different colors. The boundary between successive Counts defines a series of "Lemniscates," called Equipotential Curves by Peitgen and Saupe (1988), $\left|L_{n}(C)\right|=r$ which have distinctive shapes. The first few Lemniscates are

$$
\begin{align*}
& L_{1}(C)=C  \tag{5}\\
& L_{2}(C)=C(C+1)  \tag{6}\\
& L_{3}(C)=C+\left(C+C^{2}\right)^{2}  \tag{7}\\
& L_{4}(C)=C+\left[C+\left(C+C^{2}\right)^{2}\right]^{2} \tag{8}
\end{align*}
$$

When written in Cartesian Coordinates, the first three of these are

$$
\begin{align*}
r^{2}= & x^{2}+y^{2}  \tag{9}\\
r^{2}= & \left(x^{2}+y^{2}\right)\left[(x+1)^{2}+y^{2}\right]  \tag{10}\\
r^{2}= & \left(x^{2}+y^{2}\right)\left(1+2 x+5 x^{2}+6 x^{3}+6 x^{4}+4 x^{5}+x^{6}\right. \\
& -3 y^{2}-2 x y^{2}+8 x^{2} y^{2}+8 x^{3} y^{2} \\
& \left.+3 x^{4} y^{2}+2 y^{4}+4 x y^{4}+3 x^{2} y^{4}+y^{6}\right), \tag{11}
\end{align*}
$$

which are a Circle, an Oval, and a Pear Curve. In fact, the second Lemniscate $L_{2}$ can be written in terms of a new coordinate system with $x^{\prime} \equiv x-1 / 2$ as

$$
\begin{equation*}
\left[\left(x^{\prime}-\frac{1}{2}\right)^{2}+y^{2}\right]\left[\left(x^{\prime}+\frac{1}{2}\right)^{2}+y^{2}\right]=r^{2} \tag{12}
\end{equation*}
$$

which is just a Cassini Oval with $a=1 / 2$ and $b^{2}=$ $r$. The Lemniscates grow increasingly convoluted with higher Count and approach the Mandelbrot set as the Count tends to infinity.


The kidney bean-shaped portion of the Mandelbrot set is bordered by a Cardioid with equations

$$
\begin{align*}
& 4 x=2 \cos t-\cos (2 t)  \tag{13}\\
& 4 y=2 \sin t-\sin (2 t) . \tag{14}
\end{align*}
$$

The adjoining portion is a Circle with center at $(-1,0)$ and Radius $1 / 4$. One region of the Mandelbrot set containing spiral shapes is known as Sea Horse Valley because the shape resembles the tail of a sea horse.

Generalizations of the Mandelbrot set can be constructed by replacing $z_{n}{ }^{2}$ with $z_{n}{ }^{k}$ or $z_{n}^{* k}$, where $k$ is a Positive Integer and $z^{*}$ denotes the Complex Conjugate of $z$. The following figures show the Fractals obtained for $k=2,3$, and 4 (Dickau). The plots on the right have $z$ replaced with $z^{*}$ and are sometimes called "Mandelbar Sets."

see also Cactus Fractal, Fractal, Julia Set, Lemniscate (Mandelbrot Set), Mandelbar Set, Quadratic Map, Randelbrot Set, Sea Horse ValLey
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Mandelbrot Tree


The Fractal illustrated above.
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Mangoldt Function


The function defined by

$$
\Lambda(n) \equiv \begin{cases}\ln p & \text { if } n=p^{k} \text { for } p \text { a prime }  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

$\exp (\Lambda(n))$ is also given by $[1,2, \ldots, n] /[1,2, \ldots, n-1]$, where $[a, b, c, \ldots]$ denotes the Least Common MultiPLE. The first few values of $\exp (\Lambda(n))$ for $n=1,2$, $\ldots$, plotted above, are $1,2,3,2,5,1,7,2, \ldots$ (Sloane's A014963). The Mangoldt function is related to the Riemann Zeta Function $\zeta(z)$ by

$$
\begin{equation*}
-\frac{\zeta^{\prime}(s)}{\zeta(s)}=\sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^{s}} \tag{2}
\end{equation*}
$$

where $\Re[s]>1$.


The Summatory Mangoldt function, illustrated above, is defined by

$$
\begin{equation*}
\psi(x) \equiv \sum_{n \leq x} \Lambda(n) \tag{3}
\end{equation*}
$$

where $\Lambda(n)$ is the Mangoldt Function. This has the explicit formula

$$
\begin{equation*}
\psi(x)=x-\sum_{\rho} \frac{x^{\rho}}{\rho}-\ln (2 \pi)-\frac{1}{2} \ln \left(1-x^{2}\right) \tag{4}
\end{equation*}
$$

where the second Sum is over all complex zeros $\rho$ of the Riemann Zeta Function $\zeta(s)$ and interpreted as

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{|\Im(\rho)|<t} \frac{x^{\rho}}{\rho} \tag{5}
\end{equation*}
$$

Vardi (1991, p. 155) also gives the interesting formula

$$
\begin{equation*}
\ln ([x]!)=\psi(x)+\psi\left(\frac{1}{2} x\right)+\psi\left(\frac{1}{3} x\right)+\ldots, \tag{6}
\end{equation*}
$$

where $[x]$ is the Nint function and $n!$ is a Factorial. Vallée Poussin's version of the Prime Number TheoREM states that

$$
\begin{equation*}
\psi(x)=x+\mathcal{O}\left(x e^{-a \sqrt{\ln x}}\right) \tag{7}
\end{equation*}
$$

for some $a$ (Davenport 1980, Vardi 1991). The Riemann Hypothesis is equivalent to

$$
\begin{equation*}
\psi(x)=x+\mathcal{O}\left(\sqrt{x}(\ln x)^{2}\right) \tag{8}
\end{equation*}
$$

(Davenport 1980, p. 114; Vardi 1991).
see also Bombieri's Theorem, Greatest Prime Factor, Lambda Function, Least Common Multiple, Least Prime Factor, Riemann Function
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## Manifold

Rigorously, an $n$-D (topological) manifold is a Topological Space $M$ such that any point in $M$ has a Neighborhood $U \subset M$ which is Homeomorphic to $n$ D Euclidean Space. The Homeomorphism is called a chart, since it lays that part of the manifold out flat, like charts of regions of the Earth. So a preferable statement is that any object which can be "charted" is a manifold.
The most important manifolds are Differentiable MANIFOLDS. These are manifolds where overlapping charts "relate smoothly" to each other, meaning that the inverse of one followed by the other is an infinitely differentiable map from Euclidean Space to itself.

Manifolds arise naturally in a variety of mathematical and physical applications as "global objects." For example, in order to precisely describe all the configurations of a robot arm or all the possible positions and momenta of a rocket, an object is needed to store all of these parameters. The objects that crop up are manifolds. From the geometric perspective, manifolds reprcsent the profound idea having to do with global versus local properties.

Consider the ancient belief that the Earth was flat compared to the modern evidence that it is round. The discrepancy arises essentially from the fact that on the small scales that we see, the Earth does look flat. We cannot see it curve because we are too small (although the Greeks did notice that the last part of a ship to disappear over the horizon was the mast). We can detect curvature only indirectly from our vantage point on the Earth. The basic idea for this "problem" was codified by Poincaré. The problem is that on a small scale, the Earth is nearly flat. In general, any object which is nearly "flat" on small scales is a manifold, and so manifolds constitute a generalization of objects we could live on in which we would encounter the round/flat Earth problem.
see also Cobordant Manifold, Compact Manifold, Connected Sum Decomposition, Differentiable Manifold, Flag Manifold, Grassmann Manifold, Heegaard Splitting, Isospectral Manifolds, Jaco-Shalen-Johannson Torus Decomposition, Kähler Manifold, Poincaré Conjecture, Poisson Manifold, Prime Manifold, Riemannian Manifold, Set, Smooth Manifold, Space, Stiefel Manifold, Stratified Manifold, Submanifold, Surgery, Symplectic Manifold, Thurston's Geometrization Conjecture, Topological Manifold, Topological Space, Whitehead Manifold, Wiedersehen Manifold
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## Mantissa

For a Real Number $x$, the mantissa is defined as the Positive fractional part $x-\lfloor x\rfloor=\operatorname{frac}(\mathrm{x})$, where $\lfloor x\rfloor$ denotes the Floor Function.
see also Characteristic (Real Number), Floor Function, Scientific Notation

## Map

A way of associating unique objects to every point in a given Set. So a map from $A \mapsto B$ is an object $f$ such that for every $a \in A$, there is a unique object $f(a) \in B$. The terms Function and Mapping are synonymous with map.
The following table gives several common types of complex maps.

| Mapping | Formula | Domain |
| :--- | :---: | :---: |
| inversion | $f(z)=\frac{1}{z}$ |  |
| magnification | $f(z)=a z$ | $a \in \mathbb{R} \neq 0$ |
| magnification+rotation | $f(z)=a z$ | $a \in \mathbb{C} \neq 0$ |
| Möbius | $f(z)=\frac{a z+b}{c z+d}$ | $a, b, c, d \in \mathbb{C}$ |
| rotation | $f(z)=e^{i \theta z}$ |  |
| translation | $f(z)=z+a$ | $a \in \mathbb{C}$ |

see also $2 x$ mod 1 Map, Arnold's Cat Map, Baker's Map, Boundary Map, Conformal Map, Function, Gauss Map, Gingerbreadman Map, Harmonic Map, HÉnon Map, Identity Map, Inclusion Map, Kaplan-Yorke Map, Logistic Map, Mandelbrot Set, Map Projection, Pullback Map, Quadratic Map, Tangent Map, Tent Map, Transformation, Zaslavskil Map
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## Map Coloring

Given a map with Genus $g>0$, Heawood showed in 1890 that the maximum number $N_{u}$ of colors necessary to color a map (the Chromatic Number) on an unbounded surface is

$$
N_{u} \equiv\left\lfloor\frac{1}{2}(7+\sqrt{48 g+1})\right\rfloor=\left\lfloor\frac{1}{2}(7+\sqrt{49-24 \chi})\right\rfloor
$$

where $\lfloor x\rfloor$ is the Floor Function, $g$ is the Genus, and $\chi$ is the Euler Characteristic. This is the Heawood Conjecture. In 1968, for any orientable surface other than the Sphere (or equivalently, the Plane) and any nonorientable surface other than the Klein Bottle, $N_{u}$ was shown to be not merely a maximum, but the actual number needed (Ringel and Youngs 1968).
When the Four-Color Theorem was proven, the Heawood Formula was shown to hold also for all orientable and nonorientable surfaces with the exception of the

Klein Bottle. For this case (which has Euler Characteristic 1, and therefore can be considered to have $g=1 / 2$ ), the actual number of colors $N$ needed is sixone less than $N_{u}=7$ (Franklin 1934; Saaty 1986, p. 45).

| surface | $g$ | $N_{u}$ | $N$ |
| :--- | :---: | :---: | :---: |
| Klein bottle | 1 | 7 | 6 |
| Möbius strip | $\frac{1}{2}$ | 6 | 6 |
| plane | 0 | 4 | 4 |
| projective plane | $\frac{1}{2}$ | 6 | 6 |
| sphere | 0 | 4 | 4 |
| torus | 1 | 7 | 7 |

see also Chromatic Number, Four-Color Theorem, Heawood Conjecture, Six-Color Theorem, Torus Coloring
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## Map Folding

A general Formula giving the number of distinct ways of folding an $N=m \times n$ rectangular map is not known. A distinct folding is defined as a permutation of $N$ numbered cells reading from the top down. Lunnon (1971) gives values up to $n=28$.

| $n$ | $1 \times n$ | $2 \times n$ | $3 \times n$ | $4 \times n$ | $5 \times n$ |
| :---: | ---: | ---: | ---: | ---: | :---: |
| 1 | 1 | 1 |  |  |  |
| 2 | 2 | 8 |  |  |  |
| 3 | 6 | 60 | 1368 |  |  |
| 4 | 16 | 1980 |  | 300608 |  |
| 5 | 59 | 19512 |  |  | 18698669 |
| 6 | 144 | 15552 |  |  |  |

The limiting ratio of the number of $1 \times(n+1)$ strips to the number of $1 \times n$ strips is given by

$$
\lim _{n \rightarrow \infty} \frac{[1 \times(n+1)]}{[1 \times n]} \in[3.3868,3.9821]
$$

## see also Stamp Folding
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## Map Projection

A projection which maps a Sphere (or Spheroid) onto a Plane. No projection can be simultaneously Conformal and Area-Preserving.
see also Airy Projection, Albers EqualArea Conic Projection, Axonometry, Azimuthal Equidistant Projection, Azimuthal Projection, Behrmann Cylindrical Equal-Area Projection, Bonne Projection, Cassini Projection, Chromatic Number, Conic Equidistant Projection, Conic Projection, Cylindrical Equal-Area Projection, Cylindrical Equidistant Projection, Cylindrical Projection, Eckert IV Projection, Eckert Vi Projection, Four-Color Theorem, Gnomic Projection, Guthrie's Problem, Ham-mer-Aitoff Equal-Area Projection, Lambert Azimuthal Equal-Area Projection, Lambert Conformal Conic Projection, Map Coloring, Mercator Projection, Miller Cylindrical Projection, Mollweide Projection, Orthographic Projection, Polyconic Projection, Pseudocylindrical Projection, Rectangular Projection, Sinusoidal Projection, Six-Color Theorem, Stereographic Projection, van der Grinten Projection, Vertical Perspective Projection
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## Mapes' Method

A method for computing the Prime Counting FuncTION. Define the function
where $\lfloor x\rfloor$ is the Floor Function and the $\beta_{i}$ are the binary digits ( 0 or 1 ) in

$$
\begin{equation*}
k=2^{a-1} \beta_{a-1}+2^{a-2} \beta_{a-2}+\ldots+2^{1} \beta_{1}+2^{0} \beta_{0} \tag{2}
\end{equation*}
$$

The Legendre Sum can then be written

$$
\begin{equation*}
\phi(x, a)=\sum_{k=0}^{2^{a}-1} T_{k}(x, a) \tag{3}
\end{equation*}
$$

The first few values of $T_{k}(x, 3)$ are

$$
\begin{align*}
& T_{0}(x, 3)=\lfloor x\rfloor  \tag{4}\\
& T_{1}(x, 3)=-\left\lfloor\frac{x}{p_{1}}\right\rfloor  \tag{5}\\
& T_{2}(x, 3)=-\left\lfloor\frac{x}{p_{2}}\right\rfloor  \tag{6}\\
& T_{3}(x, 3)=\left\lfloor\frac{x}{p_{1} p_{2}}\right\rfloor  \tag{7}\\
& T_{4}(x, 3)=-\left\lfloor\frac{x}{p_{3}}\right\rfloor  \tag{8}\\
& T_{5}(x, 3)=\left\lfloor\frac{x}{p_{1} p_{3}}\right\rfloor  \tag{9}\\
& T_{6}(x, 3)=\left\lfloor\frac{x}{p_{2} p_{3}}\right\rfloor  \tag{10}\\
& T_{7}(x, 3)=-\left\lfloor\frac{x}{p_{1} p_{2} p_{3}}\right\rfloor . \tag{11}
\end{align*}
$$

Mapes' method takes time $\sim x^{0.7}$, which is slightly faster than the Lehmer-Schur Method.
see also Lehmer-Schur Method, Prime Counting Function

## References
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## Mapping (Function) <br> see MAP

## Mapping Space

Let $Y^{X}$ be the set of continuous mappings $f: X \rightarrow Y$. Then the Topological Space for $Y^{X}$ supplied with a compact-open topology is called a mapping space.
see also Loop Space
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## Marginal Analysis

Let $R(x)$ be the revenue for a production $x, C(x)$ the cost, and $P(x)$ the profit. Then

$$
P(x)=R(x)-C(x)
$$

and the marginal profit for the $x_{0}$ th unit is defined by

$$
P^{\prime}\left(x_{0}\right)=R^{\prime}\left(x_{0}\right)-C^{\prime}\left(x_{0}\right)
$$

where $P^{\prime}(x), R^{\prime}(x)$, and $C^{\prime}(x)$ are the Derivatives of $P(x), R(x)$, and $C(x)$, respectively.
see also Derivative

## Marginal Probability

Let $S$ be partitioned into $r \times s$ disjoint sets $E_{i}$ and $F_{j}$ where the general subset is denoted $E_{i} \cap F_{j}$. Then the marginal probability of $E_{i}$ is

$$
P\left(E_{i}\right)=\sum_{j=1}^{s} P\left(E_{i} \cap F_{j}\right) .
$$

## Markoff's Formulas

Formulas obtained from differentiating Newton's Forward Difference Formula,

$$
\begin{aligned}
f^{\prime}\left(a_{0}+\right. & p h)=\frac{1}{h}\left[\Delta_{0}+\frac{1}{2}(2 p-1) \Delta_{0}^{2}\right. \\
& \left.+\frac{1}{6}\left(3 p^{2}-6 p+2\right) \Delta_{0}^{3}+\ldots+\frac{d}{d p}\binom{p}{n} \Delta_{0}^{n}\right]+R_{n}^{\prime}
\end{aligned}
$$

where

$$
R_{n}^{\prime}=h^{n} f^{(n+1)}(\xi) \frac{d}{d p}\binom{p}{n+1}
$$

$$
+h^{n+1}\binom{p}{n+1} \frac{d}{d x} f^{(n+1)}(\xi)
$$

$\binom{n}{k}$ is a Binomial Coefficient, and $a_{0}<\xi<a_{n}$. Abramowitz and Stegun (1972) and Beyer (1987) give derivatives $h^{n} f_{0}^{(n)}$ in terms of $\Delta^{k}$ and derivatives in terms of $\delta^{k}$ and $\nabla^{k}$.
see also Finite Difference
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## Markoff Number

see Markov Number

## Markov Algorithm

An Algorithm which constructs allowed mathematical statements from simple ingredients.

## Markov Chain

A collection of random variables $\left\{X_{t}\right\}$, where the index $t$ runs through $0,1, \ldots$

## References
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## Markov's Inequality

If $x$ takes only NONNEGATIVE values, then

$$
P(x \geq a) \leq \frac{\langle x\rangle}{a}
$$

To prove the theorem, write

$$
\langle x\rangle=\int_{0}^{\infty} x f(x) d x=\int_{0}^{a} x f(x) d x+\int_{a}^{\infty} x f(x) d x
$$

Since $P(x)$ is a probability density, it must be $\geq 0$. We have stipulated that $x \geq 0$, so

$$
=a \int_{a}^{\infty} f(x) d x=a P(x \geq a)
$$

Q. E. D.

## Markov Matrix

see Stochastic Matrix

## Markov Moves

A type I move (Conjugation) takes $A B \rightarrow B A$ for $A$, $B \in B_{n}$ where $B_{n}$ is a Braid Group.


A type II move (Stabilization) takes $A \rightarrow A b_{n}$ or $A \rightarrow$ $A b_{n}^{-1}$ for $A \in B_{n}$, and $b_{n}, A b_{n}$, and $A b_{n}^{-1} \in B_{n+1}$.

see also Braid Group, Conjugation, Reidemeister Moves, Stabilization

## Markov Number

The Markov numbers $m$ occur in solutions to the Diophantine Equation

$$
x^{2}+y^{2}+z^{2}=3 x y z
$$

and are related to Lagrange Numbers $L_{n}$ by

$$
L_{n}=\sqrt{9-\frac{4}{m^{2}}}
$$

The first few solutions are $(x, y, z)=(1,1,1),(1,1,2)$, $(1,2,5),(1,5,13),(2,5,29), \ldots$ The solutions can be arranged in an infinite tree with two smaller branches on each trunk. It is not known if two different regions can have the same label. Strangely, the regions adjacent
$N$, then

$$
M(n)=C(\ln N)+\mathcal{O}\left((\ln N)^{1+\epsilon}\right)
$$

where $C \approx 0.180717105$ (Guy 1994, p. 166).
see also Hurwitz Equation, Hurwitz's Irrational Number Theorem, Lagrange Number (Rational Approximation) Liouville's Rational Approximation Theorem, Liouville-Roth Constant, Roth's Theorem, Segre's Theorem, Thue-SiegelRoth Theorem
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## Markov Process

A random process whose future probabilities are determined by its most recent values.
see also Doob's Theorem

## Markov Spectrum

A Spectrum containing the Real Numbers larger than Freiman's Constant.
see also Freiman's Constant, Spectrum Sequence
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## Markov's Theorem

Published by A. A. Markov in 1935, Markov's theorem states that equivalent Braids expressing the same Link are mutually related by successive applications of two types of Markov Moves. Markov's theorem is difficult to apply in practice, so it is difficult to establish the equivalence or nonequivalence of Links having different Braid representations.
see also Braid, Link, Markov Moves

## Marriage Theorem

If a group of men and women may date only if they have previously been introduced, then a complete set of dates is possible IFF every subset of men has collectively been introduced to at least as many women, and vice versa.
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## Married Couples Problem

Also called the Ménage Problem. In how many ways can $n$ married couples be seated around a circular table in such a manner than there is always one man between two women and none of the men is next to his own wife? The solution (Ball and Coxeter 1987, p. 50) uses Discordant Permutations and can be given in terms of Laisant's Recurrence Formula

$$
(n-1) A_{n+1}=\left(n^{2}-1\right) A_{n}+(n+1) A_{n-1}+4(-1)^{n}
$$

with $A_{1}=A_{2}=1$. A closed form expression due to Touchard (1934) is

$$
A_{n}=\sum_{k=0}^{n} \frac{2 n}{2 n-k}\binom{2 n-k}{k}(n-k)!(-1)^{k}
$$

where $\binom{n}{k}$ is a Binomial Coefficient (Vardi 1991).
The first few values of $A_{n}$ are $-1,1,0,2,13,80$, $579, \ldots$ (Sloane's A000179), which are sometimes called Ménage Numbers. The desired solution is then $2 n!A_{n}$ The numbers $A_{n}$ can be considered a special case of a restricted Rooks Problem.
see also Discordant Permutation, Laisant's Recurrence Formula, Rooks Problem
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## Marshall-Edgeworth Index

The statistical INDEX

$$
P_{M E} \equiv \frac{\sum p_{n}\left(q_{0}+q_{n}\right)}{\sum\left(v_{0}+v_{n}\right)}
$$

where $p_{n}$ is the price per unit in period $n, q_{n}$ is the quantity produced in period $n$, and $v_{n} \equiv p_{n} q_{n}$ is the value of the $n$ units.
see also Index
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## Martingale

A sequence of random variates such that the Conditional Probability of $x_{n+1}$ given $x_{1}, x_{2}, \ldots, x_{n}$ is $x_{n}$. The term was first used to describe a type of wagering in which the bet is doubled or halved after a loss or win, respectively.
see also Gambler's Ruin, Saint Petersburg ParaDOX

## Mascheroni Constant <br> see Euler-Mascheroni Constant

## Mascheroni Construction

A geometric construction done with a movable Compass alone. All constructions possible with a Compass and Straightedge are possible with a movable Compass alone, as was proved by Mascheroni (1797). Mascheroni's results are now known to have been anticipated largely by Mohr (1672).
see also Compass, Geometric Construction, Neusis Construction, Straightedge
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## Maschke's Theorem

If a Matrix Group is reducible, then it is completely reducible, i.e., if the Matrix Group is equivalent to the Matrix Group in which every Matrix has the reduced form

$$
\left[\begin{array}{cc}
D_{i}^{(1)} & X_{i} \\
0 & D_{i}^{(2)}
\end{array}\right]
$$

then it is equivalent to the Matrix Group obtained by putting $X_{i}=0$.
see also Matrix Group
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## Mason's abc Theorem

see Mason's Theorem

## Mason's Theorem

Let there be three Polynomials $a(x), b(x)$, and $c(x)$ with no common factors such that

$$
a(x)+b(x)=c(x)
$$

Then the number of distinct Roots of the three PolyNOMIALS is one or more greater than their largest degree. The theorem was first proved by Stothers (1981).

Mason's theorem may be viewed as a very special case of a Wronskian estimate (Chudnovsky and Chudnovsky 1984). The corresponding Wronskian identity in the proof by Lang (1993) is

$$
c^{3} * W(a, b, c)=W(W(a, c), W(b, c))
$$

so if $a, b$, and $c$ are linearly dependent, then so are $W(a, c)$ and $W(b, c)$. More powerful Wronskian estimates with applications toward diophantine approximation of solutions of linear differential equations may be found in Chudnovsky and Chudnovsky (1984) and Osgood (1985).
The rational function case of FERMAT's LAST ThEOREM follows trivially from Mason's theorem (Lang 1993, p. 195).
see also ABC CONJECTURE
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## Masser-Gramain Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

If $f(z)$ is an Entire Function such that $f(n)$ is an Integer for each Positive Integer n. Pólya (1915) showed that if

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{\ln M_{r}}{r}<\ln 2=0.693 \ldots \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{r}=\sup _{|z| \leq r}|f(x)| \tag{2}
\end{equation*}
$$

is the Supremum, then $f$ is a Polynomial. Furthermore, $\ln 2$ is the best constant (i.e., counterexamples exist for every smaller value).
If $f(z)$ is an Entire Function with $f(n)$ a Gaussian Integer for each Gaussian Integer $n$, then Gelfond (1929) proved that there exists a constant $\alpha$ such that

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{\ln M_{r}}{r^{2}}<\alpha \tag{3}
\end{equation*}
$$

implies that $f$ is a Polynomial. Gramain (1981, 1982) showed that the best such constant is

$$
\begin{equation*}
\alpha=\frac{\pi}{2 e}=0.578 \ldots \tag{4}
\end{equation*}
$$

Maser (1980) proved the weaker result that $f$ must be a Polynomial if

$$
\begin{equation*}
\limsup _{r \rightarrow \infty} \frac{\ln M_{r}}{r^{2}}<\alpha_{0}=\frac{1}{2} \exp \left(-\delta+\frac{4 c}{\pi}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\gamma \beta(1)+\beta^{\prime}(1)=0.6462454398948114 \ldots, \tag{6}
\end{equation*}
$$

$\gamma$ is the Euler-Mascheroni Constant, $\beta(z)$ is the Dirichlet Beta Function,

$$
\begin{equation*}
\delta \equiv \lim _{n \rightarrow \infty}\left(\sum_{k=2}^{\infty} \frac{1}{\pi r_{k}^{2}}-\ln n\right) \tag{7}
\end{equation*}
$$

and $r_{k}$ is the minimum Nonnegative $r$ for which there exists a Complex Number $z$ for which the Closed DISK with center $z$ and radius $r$ contains at least $k$ distinct Gaussian Integer. Gosper gave

$$
\begin{equation*}
c=\pi\left\{-\ln \left[\Gamma\left(\frac{1}{4}\right)\right]+\frac{3}{4} \pi+\frac{1}{2} \ln 2+\frac{1}{2} \gamma\right\} . \tag{8}
\end{equation*}
$$

Gramain and Weber $(1985,1987)$ have obtained

$$
\begin{equation*}
1.811447299<\delta<1.897327117 \tag{9}
\end{equation*}
$$

which implies

$$
\begin{equation*}
0.1707339<\alpha_{0}<0.1860446 \tag{10}
\end{equation*}
$$

Gramain (1981, 1982) conjectured that

$$
\begin{equation*}
\alpha_{0}=\frac{1}{2 e} \tag{11}
\end{equation*}
$$

which would imply

$$
\begin{equation*}
\delta=1+\frac{4 c}{\pi}=1.822825249 \ldots \tag{12}
\end{equation*}
$$

## References

Finch, S. "Favorite Mathematical Constants." http://www. mathsoft.com/asolve/constant/masser/masser.html.
Gramain, F. "Sur le théorème de Fukagawa-Gel'fond." Invent. Math. 63, 495-506, 1981.
Gramain, F. "Sur le théorème de Fukagawa-Gel'fond-Gru-man-Masser." Séminaire Delange-Pisot-Poitou (Théorie des Nombres), 1980-1981. Boston, MA: Birkhäuser, 1982.
Gramain, F. and Weber, M. "Computing and Arithmetic Constant Related to the Ring of Gaussian Integers." Math. Comput. 44, 241-245, 1985.
Gramain, F. and Weber, M. "Computing and Arithmetic Constant Related to the Ring of Gaussian Integers." Math. Comput. 48, 854, 1987.
Masser, D. W. "Sur les fonctions entières à valeurs entières." C. R. Acad. Sci. Paris Sér. A-B 291, A1-A4, 1980.

## Match Problem

Given $n$ matches, find the number of topologically distinct planar arrangements $T(n)$ which can be made. The first few values are $1,1,3,5,10,19,39, \ldots$ (Sloane's A003055).

```
see also Cigarettes, Matchstick Graph
```
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## Matchstick Graph

A Planar Graph whose Edges are all unit line segments. The minimal number of Edges for matchstick graphs of various degrees are given in the table below. The minimal degree 1 matchstick graph is a single EDGE, and the minimal degree 2 graph is an Equilateral Triangle.

| $n$ | $e$ | $v$ |
| :--- | ---: | ---: |
| 1 | 1 | 2 |
| 2 | 3 | 3 |
| 3 | 12 | 8 |
| 4 |  | $\leq 42$ |

## Mathematical Induction

see Induction

## Mathematics

Mathematics is a broad-ranging field of study in which the properties and interactions of idealized objects are examined. Whereas mathematics began merely as a calculational tool for computation and tabulation of quantities, it has blossomed into an extremely rich and diverse set of tools, terminologies, and approaches which range from the purely abstract to the utilitarian.

Bertrand Russell once whimsically defined mathematics as, "The subject in which we never know what we are talking about nor whether what we are saying is true" (Bergamini 1969).

The term "mathematics" is often shortened to "math" in informal American speech and, consistent with the British penchant for adding superfluous letters, "maths" in British English.
see also Metamathematics
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## Mathematics Prizes

Several prizes are awarded periodically for outstanding mathematical achievement. There is no Nobel Prize in mathematics, and the most prestigious mathematical award is known as the Fields Medal. In rough order of importance, other awards are the $\$ 100,000$ Wolf Prize of the Wolf Foundation of Israel, the Leroy P. Steele Prize of the American Mathematical Society, followed by the Bôcher Memorial Prize, Frank Nelson Cole Prizes in Algebra and Number Theory, and the Delbert Ray Fulkerson Prize, all presented by the American Mathematical Society.
see also Fields Medal
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## Mathieu Differential Equation

$$
\frac{d^{2} V}{d v^{2}}+[b-2 q \cos (2 v)] V=0
$$

It arises in separation of variables of LAPLACE'S EQUAtion in Elliptic Cylindrical Coordinates. Whittaker and Watson (1990) use a slightly different form to define the Mathieu Functions.

The modified Mathieu differential equation

$$
\frac{d^{2} U}{d u^{2}}-[b-2 q \cosh (2 u)] U=0
$$

arises in Separation of Variables of the Helmholtz Differential Equation in Elliptic Cylindrical Coordinates.

## see also Mathieu Function
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## Mathieu Function

The form given by Whittaker and Watson (1990, p. 405) defines the Mathieu function based on the equation

$$
\begin{equation*}
\frac{d^{2} u}{d z^{2}}+[a+16 q \cos (2 z)] u=0 \tag{1}
\end{equation*}
$$

This equation is closely related to Hill's Differential Equation. For an Even Mathieu function,

$$
\begin{equation*}
G(\eta)=\lambda \int_{-\pi}^{\pi} e^{k \cos \eta \cos \theta} G(\theta) d \theta \tag{2}
\end{equation*}
$$

where $k \equiv \sqrt{32 q}$. For an Odd Mathieu function,

$$
\begin{equation*}
G(\eta)=\lambda \int_{-\pi}^{\pi} \sin (k \sin \eta \sin \theta) G(\theta) d \theta \tag{3}
\end{equation*}
$$

Both Even and Odd functions satisfy

$$
\begin{equation*}
G(\eta)=\lambda \int_{-\pi}^{\pi} e^{i k \sin \eta \sin \theta} G(\theta) d \theta \tag{4}
\end{equation*}
$$

Letting $\zeta \equiv \cos ^{2} z$ transforms the Mathieu Differential Equation to

$$
\begin{equation*}
4 \zeta(1-\zeta) \frac{d^{2} u}{d \zeta^{2}}+2(1-2 \zeta) \frac{d u}{d \zeta}+(a-16 q+32 q \zeta) u=0 \tag{5}
\end{equation*}
$$

see also Mathieu Differential Equation
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## Mathieu Groups

The first Simple Sporadic Groups discovered. $M_{11}$, $M_{12}, M_{22}, M_{23}, M_{24}$ were discovered in 1861 and 1873 by Mathicu. Frobenius showed that all the Mathieu groups are Subgroups of $M_{24}$.
The Mathieu groups are most simply defined as AuTOMORPHISM groups of STEINER SYSTEMS. $M_{11}$ corresponds to $S(4,5,11)$ and $M_{23}$ corresponds to $S(4,7,23)$. $M_{11}$ and $M_{23}$ are Transitive Permutation Groups of 11 and 23 elements.

The Orders of the Mathieu groups are

$$
\begin{aligned}
& \left|M_{11}\right|=2^{4} \cdot 3^{2} \cdot 5 \cdot 11 \\
& \left|M_{12}\right|=2^{6} \cdot 3^{3} \cdot 5 \cdot 11 \\
& \left|M_{22}\right|=2^{7} \cdot 3^{2} \cdot 5 \cdot 7 \cdot 11 \\
& \left|M_{23}\right|=2^{7} \cdot 3^{2} \cdot 5 \cdot 7 \cdot 11 \cdot 23
\end{aligned}
$$

## see also Sporadic Group
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## Matrix

The Transformation given by the system of equations

$$
\begin{aligned}
x_{1}^{\prime} & =a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n} \\
x_{2}^{\prime} & =a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n} \\
\quad & \\
x_{m}^{\prime} & =a_{m 1} x_{1}+a_{m 2} x_{2}+\ldots+a_{m n} x_{n}
\end{aligned}
$$

is denoted by the Matrix EQuation

$$
\left[\begin{array}{c}
x_{1}^{\prime} \\
x_{2}^{\prime} \\
\vdots \\
x_{n}^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

In concise notation, this could be written

$$
\mathbf{x}^{\prime}=\mathrm{A} \mathbf{x}
$$

where $\mathbf{x}^{\prime}$ and $\mathbf{x}$ are VECtors and A is called an $n \times m$ matrix. A matrix is said to be Square if $m=n$. Special types of Square Matrices include the Identity Matrix I, with $a_{i j}=\delta_{i j}$ (where $\delta_{i j}$ is the Kronecker Delta) and the Diagonal Matrix $a_{i j}=c_{i} \delta_{i j}$ (where $c_{i}$ are a set of constants).

For every linear transformation there exists one and only one corresponding matrix. Conversely, every matrix corresponds to a unique linear transformation. The matrix is an important concept in mathematics, and was first formulated by Sylvester and Cayley.

Two matrices may be added (Matrix Addition) or multiplied (Matrix Multiplication) together to yield a new matrix. Other common operations on a single matrix are diagonalization, inversion (Matrix Inverse), and transposition (Matrix Transpose). The Determinant $\operatorname{det}(A)$ or $|A|$ of a matrix $A$ is an very important quantity which appears in many diverse applications. Matrices provide a concise notation which is extremely useful in a wide range of problems involving linear equations (e.g., Least Squares Fitting).
see also Adjacency Matrix, Adjugate Matrix, Antisymmetric Matrix, Block Matrix, Cartan Matrix, Circulant Matrix, Condition Number, Cramer's Rule, Determinant, Diagonal Matrix, Dirac Matrices, Eigenvector, Elementary Matrix, Equivalent Matrix, Fourier Matrix, Gram Matrix, Hilbert Matrix, Hypermatrix, Identity Matrix, Incidence Matrix, Irreducible Matrix, Kac Matrix, LU Decomposition, Markov Matrix, Matrix Addition, Matrix Decomposition Theorem, Matrix Inverse, Matrix Multiplication, McCoy's Theorem, Minimal Matrix, Normal Matrix, Pauli Matrices, Permutation Matrix, Positive Definite Matrix, Random Matrix, Rational Canonical Form, Reducible Matrix, Roth's Removal Rule, Shear Matrix, Skew Symmetric Matrix, Smith Normal Form, Sparse Matrix, Special Matrix, Square Matrix, Stochastic Matrix, Submatrix, Symmetric Matrix, Tournament MaTRIX
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## Matrix Addition

Denote the sum of two Matrices $A$ and $B$ (of the same dimensions) by $C=A+B$. The sum is defined by adding entries with the same indices

$$
c_{i j} \equiv a_{i j}+b_{i j}
$$

over all $i$ and $j$. For example,

$$
\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]+\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]=\left[\begin{array}{ll}
a_{11}+b_{11} & a_{12}+b_{12} \\
a_{21}+b_{21} & a_{22}+b_{22}
\end{array}\right] .
$$

Matrix addition is therefore both Commutative and Associative.
see also Matrix, Matrix Multiplication

## Matrix Decomposition Theorem

Let $P$ be a Matrix of Eigenvectors of a given Matrix A and D a Matrix of the corresponding Eigenvilues. Then A can be written

$$
\begin{equation*}
\mathrm{A}=\mathrm{PDP}^{-1} \tag{1}
\end{equation*}
$$

where $D$ is a Diagonal Matrix and the columns of $P$ are Orthogonal Vectors. If $P$ is not a Square Matrix, then it cannot have a Matrix Inverse. However, if P is $m \times n$ (with $m>n$ ), then A can be written

$$
\begin{equation*}
A=U D V^{T} \tag{2}
\end{equation*}
$$

where U and V are $n \times n$ Square Matrices with OrTHOGONAL columns,

$$
\begin{equation*}
\mathrm{U}^{\mathrm{T}} \mathrm{U}=\mathrm{V}^{\mathrm{T}}=\mathrm{I} \tag{3}
\end{equation*}
$$

## Matrix Diagonalization

Diagonalizing a Matrix is equivalent to finding the Eigenvectors and Eigenvalues. The Eigenvalues make up the entries of the diagonalized Matrix, and the Eigenvectors make up the new set of axes corresponding to the Diagonal Matrix.
see also Diagonal Matrix, Eigenvalue, EigenvecTOR
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## Matrix Direct Product

see Direct Product (Matrix)

## Matrix Equality

Two Matrices $A$ and $B$ are said to be equal Iff

$$
a_{i j} \equiv b_{i j}
$$

for all $i, j$. Therefore,

$$
\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right]=\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right]
$$

while

$$
\left[\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right] \neq\left[\begin{array}{ll}
0 & 2 \\
3 & 4
\end{array}\right]
$$

## Matrix Equation

Nonhomogeneous matrix equations of the form

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{1}
\end{equation*}
$$

can be solved by taking the Matrix Inverse to obtain

$$
\begin{equation*}
\mathbf{x}=\mathrm{A}^{-1} \mathbf{b} \tag{2}
\end{equation*}
$$

This equation will have a nontrivial solution IfF the Determinant $\operatorname{det}(A) \neq 0$. In general, more numerically stable techniques of solving the equation include Gaussian Elimination, LU Decomposition, or the Square Root Method.

For a homogeneous $n \times n$ MATRIX equation

$$
\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{3}\\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

to be solved for the $x_{i}$ s, consider the Determinant

$$
\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{4}\\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right|
$$

Now multiply by $x_{1}$, which is equivalent to multiplying the first row (or any row) by $x_{1}$,

$$
x_{1}\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{5}\\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right|=\left|\begin{array}{cccc}
a_{11} x_{1} & a_{12} & \cdots & a_{1 n} \\
a_{21} x_{1} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} x_{1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right|
$$

The value of the Determinant is unchanged if multiples of columns are added to other columns. So add $x_{2}$ times column $2, \ldots$, and $x_{n}$ times column $n$ to the first column to obtain

$$
\begin{align*}
& x_{1}\left|\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n n}
\end{array}\right| \\
& \quad=\left|\begin{array}{cccc}
a_{11} x_{1}+a_{12} x_{2}+\ldots+a_{1 n} x_{n} & a_{12} & \cdots & a_{1 n} \\
a_{21} x_{1}+a_{22} x_{2}+\ldots+a_{2 n} x_{n} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} x_{1}+a_{n 2} x_{2}+\ldots+a_{n n} x_{n} & a_{n 2} & \cdots & a_{n n}
\end{array}\right| \tag{6}
\end{align*}
$$

But from the original Matrix, each of the entries in the first columns is zero since

$$
\begin{equation*}
a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots+a_{i n} x_{n}=0 \tag{7}
\end{equation*}
$$

so

$$
\left|\begin{array}{cccc}
0 & a_{12} & \cdots & a_{1 n}  \tag{8}\\
0 & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
0 & a_{n 2} & \cdots & a_{n n}
\end{array}\right|=0
$$

Therefore, if there is an $x_{1} \neq 0$ which is a solution, the Determinant is zero. This is also true for $x_{2}, \ldots$, $x_{n}$, so the original homogeneous system has a nontrivial solution for all $x_{i}$ s only if the Determinant is 0 . This approach is the basis for Cramer's Rule.

Given a numerical solution to a matrix equation, the solution can be iteratively improved using the following technique. Assume that the numerically obtained solution to

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{9}
\end{equation*}
$$

is $\mathbf{x}_{1}=\mathbf{x}+\delta \mathbf{x}_{1}$, where $\delta \mathbf{x}_{1}$ is an error term. The first solution therefore gives

$$
\begin{gather*}
\mathrm{A}\left(\mathbf{x}+\delta \mathbf{x}_{1}\right)=\mathbf{b}+\delta \mathbf{b}  \tag{10}\\
\mathrm{A} \delta \mathbf{x}_{1}=\delta \mathbf{b} \tag{11}
\end{gather*}
$$

where $\delta \mathbf{b}$ is found by solving (10)

$$
\begin{equation*}
\delta \mathbf{b}=A \mathbf{x}_{1}-\mathbf{b} . \tag{12}
\end{equation*}
$$

Combining (11) and (12) then gives

$$
\begin{equation*}
\delta \mathbf{x}_{1}=\mathrm{A}^{-1} \delta \mathbf{b}=\mathrm{A}^{-1}\left(\mathrm{~A} \mathbf{x}_{1}-\mathbf{b}\right)=\mathbf{x}_{1}-\mathrm{A}^{-1} \mathbf{b} \tag{13}
\end{equation*}
$$

so the next iteration to obtain x accurately should be

$$
\begin{equation*}
\mathbf{x}_{2}=\mathbf{x}_{1}-\delta \mathbf{x}_{1} \tag{14}
\end{equation*}
$$

see also Cramer's Rule, Gaussian Elimination, LU Decomposition, Matrix, Matrix Addition, Matrix Inverse, Matrix Multiplication, Normal Equation, Square Root Method

## Matrix Exponential

Given a Square Matrix A, the matrix exponential is defined by

$$
\exp (\mathrm{A}) \equiv e^{\mathrm{A}}=\sum_{n=0}^{\infty} \frac{\mathrm{A}^{n}}{n!}=\mathrm{I}+\mathrm{A}+\frac{\mathrm{AA}}{2!}+\frac{\mathrm{AAA}}{3!}+\ldots
$$

where $I$ is the IDEntity Matrix.
see also Exponential Function, Matrix

## Matrix Group

A Group in which the elements are Square Matrices, the group multiplication law is Matrix Multiplication, and the group inverse is simply the Matrix Inverse. Every matrix group is equivalent to a unitary matrix group (Lomont 1987, pp. 47-48).
see also MASCHKE'S THEOREM
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## Matrix Inverse

A Matrix A has an inverse Iff the Determinant $|A| \neq 0$. For a $2 \times 2$ Matrix

$$
\mathrm{A} \equiv\left[\begin{array}{ll}
a & b  \tag{1}\\
c & d
\end{array}\right]
$$

the inverse is

$$
\mathrm{A}^{-1}=\frac{1}{|\mathrm{~A}|}\left[\begin{array}{cc}
d & -b  \tag{2}\\
-c & a
\end{array}\right]=\frac{1}{a d-b c}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right] .
$$

For a $3 \times 3$ Matrix,

$$
\mathrm{A}^{-1}=\frac{1}{|\mathrm{~A}|}\left[\begin{array}{ll}
\left|\begin{array}{ll}
a_{22} & a_{23} \\
a_{32} & a_{33}
\end{array}\right| & \left|\begin{array}{ll}
a_{13} & a_{12} \\
a_{23} & a_{21} \\
a_{33} & a_{32}
\end{array}\right|  \tag{3}\\
a_{33} & a_{31} \\
a_{31} & \left|\begin{array}{ll}
a_{13} & a_{13} \\
a_{21} & a_{22} \\
a_{31} & a_{32}
\end{array}\right|
\end{array}\left|\begin{array}{ll}
a_{12} & a_{13} \\
a_{22} & a_{23}
\end{array}\right| \begin{array}{ll}
a_{33}
\end{array}\left|\begin{array}{ll}
a_{13} & a_{11} \\
a_{23} & a_{21} \\
a_{12} & a_{11} \\
a_{32} & a_{31}
\end{array}\right|\left|\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right| .\right.
$$

A general $n \times n$ matrix can be inverted using methods such as the Gauss-Jordan Elimination, Gaussian Elimination, or LU Decomposition.
The inverse of a Product $A B$ of Matrices $A$ and $B$ can be expressed in terms of $A^{-1}$ and $B^{-1}$. Let

$$
\begin{equation*}
C \equiv A B . \tag{4}
\end{equation*}
$$

Then

$$
\begin{equation*}
B=A^{-1} A B=A^{-1} C \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
A=A B B^{-1}=C B^{-1} \tag{6}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
C=A B=\left(C B^{-1}\right)\left(A^{-1} C\right)=C B^{-1} A^{-1} C \tag{7}
\end{equation*}
$$

so

$$
\begin{equation*}
C B^{-1} A^{-1}=I, \tag{8}
\end{equation*}
$$

where 1 is the Identity Matrix, and

$$
\begin{equation*}
\mathrm{B}^{-1} \mathrm{~A}^{-1}=\mathrm{C}^{-1}=(\mathrm{AB})^{-1} \tag{9}
\end{equation*}
$$

see also Matrix, Matrix Addition, Matrix Multiplication, Moore-Penrose Generalized Matrix Inverse, Strassen Formulas
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## Matrix Multiplication

The product $C$ of two Matrices $A$ and $B$ is defined by

$$
\begin{equation*}
c_{i k}=a_{i j} b_{j k}, \tag{1}
\end{equation*}
$$

where $j$ is summed over for all possible values of $i$ and $k$. Therefore, in order for multiplication to be defined, the dimensions of the Matrices must satisfy

$$
\begin{equation*}
(n \times m)(m \times p)=(n \times p) \tag{2}
\end{equation*}
$$

where $(a \times b)$ denotes a MATRiX with $a$ rows and $b$ columns. Writing out the product explicitly,

$$
\begin{align*}
& {\left[\begin{array}{cccc}
c_{11} & c_{12} & \cdots & c_{1 p} \\
c_{21} & c_{22} & \cdots & c_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
c_{n 1} & c_{n 2} & \cdots & c_{n p}
\end{array}\right]} \\
& =\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 m} \\
a_{21} & a_{22} & \cdots & a_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n m}
\end{array}\right]\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 p} \\
b_{21} & b_{22} & \cdots & b_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
b_{m 1} & b_{m 2} & \cdots & b_{m p}
\end{array}\right], \tag{3}
\end{align*}
$$

where

$$
\begin{aligned}
& c_{11}=a_{11} b_{11}+a_{12} b_{21}+\ldots+a_{1 m} b_{m 1} \\
& c_{12}=a_{11} b_{12}+a_{12} b_{22}+\ldots+a_{1 m} b_{m 2} \\
& c_{1 p}=a_{11} b_{1 p}+a_{12} b_{2 p}+\ldots+a_{1 m} b_{m p} \\
& c_{21}=a_{21} b_{11}+a_{22} b_{21}+\ldots+a_{2 m} b_{m 1} \\
& c_{22}=a_{21} b_{12}+a_{22} b_{22}+\ldots+a_{2 m} b_{m 2} \\
& c_{2 p}=a_{21} b_{1 p}+a_{22} b_{2 p}+\ldots+a_{2 m} b_{m p} \\
& c_{n 1}=a_{n 1} b_{11}+a_{n 2} b_{21}+\ldots+a_{n m} b_{m 1} \\
& c_{n 2}=a_{n 1} b_{12}+a_{n 2} b_{22}+\ldots+a_{n m} b_{m 2} \\
& c_{n p}=a_{n 1} b_{1 p}+a_{n 2} b_{2 p}+\ldots+a_{n m} b_{m p} .
\end{aligned}
$$

Matrix Multiplication is Associative, as can be seen by taking

$$
\begin{equation*}
[(a b) c]_{i j}=(a b)_{i k} c_{k j}=\left(a_{i l} b_{l k}\right) c_{k j} . \tag{4}
\end{equation*}
$$

Now, since $a_{i l}, b_{l k}$, and $c_{k j}$ are Scalars, use the Associativity of Scalar Multiplication to write

$$
\begin{equation*}
\left(a_{i l} b_{l k}\right) c_{k j}=a_{i l}\left(b_{l k} c_{k j}\right)=a_{i l}(b c)_{l j}=[a(b c)]_{i j} . \tag{5}
\end{equation*}
$$

Since this is true for all $i$ and $j$, it must be true that

$$
\begin{equation*}
[(a b) c]_{i j}=[a(b c)]_{i j} . \tag{6}
\end{equation*}
$$

That is, Matrix multiplication is Associative. However, Matrix Multiplication is not Commutative unless $A$ and $B$ are Diagonal (and have the same dimensions).

The product of two Block Matrices is given by multiplying each block

$$
\begin{align*}
& {\left[\begin{array}{llllll}
0 & 0 & & & & \\
o & o & & & & \\
& & o & & & \\
& & & o & o & o \\
& & & o & o & o \\
& & & o & o & o
\end{array}\right]\left[\begin{array}{llllll}
x & x & & & & \\
x & x & & & & \\
& & x & & & \\
& & & x & x & x \\
& & & x & x & x \\
& & & x & x & x
\end{array}\right]} \\
& =\left[\begin{array}{cc}
{\left[\begin{array}{ll}
o & o \\
o & o
\end{array}\right]\left[\begin{array}{ll}
x & x \\
x & x
\end{array}\right]} & {[o][x]} \\
& \\
& {\left[\begin{array}{lll}
o & o & o \\
o & o & o \\
o & o & o
\end{array}\right]}
\end{array}\left[\begin{array}{lll}
x & x & x \\
x & x & x \\
x & x & x
\end{array}\right]\right] . \tag{7}
\end{align*}
$$

see also Matrix, Matrix Addition, Matrix Inverse, Strassen Formulas

## References

Arfken, G. Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, pp. 178-179, 1985.

## Matrix Norm

Given a Square Matrix A with Complex (or Real) entries, a Matrix Norm $\|A\|$ is a Nonnegative number associated with $A$ having the properties

1. $\|A\|>0$ when $A \neq 0$ and $\|A\|=0 \operatorname{IFF} A=0$,
2. $\|k \mathrm{~A}\|=|k|\|\mathrm{A}\|$ for any Scalar $k$,
3. $\|A+B\| \leq\|A\|+\|B\|$,
4. $\|A B\| \leq\|A\|\|B\|$.

For an $n \times n$ Matrix A and an $n \times n$ Unitary Matrix U,

$$
\|\mathrm{AU}\|=\|\mathrm{UA}\|=\|\mathrm{A}\| .
$$

Let $\lambda_{1}, \ldots, \lambda_{n}$ be the Eigenvalues of A, then

$$
\frac{1}{\left\|\mathrm{~A}^{-1}\right\|} \leq|\lambda| \leq\|\mathrm{A}\|
$$

The Maximum Absolute Column Sum Norm $\|A\|_{1}$, Spectral Norm $\|A\|_{2}$, and Maximum Absolute Row Sum Norm $\|A\|_{\infty}$ satisfy

$$
\left(\|\mathrm{A}\|_{2}\right)^{2} \leq\|\mathrm{A}\|_{1}\|\mathrm{~A}\|_{\infty}
$$

For a Square Matrix, the Spectral Norm, which is the SQuare Root of the maximum Eigenvalue of $A^{\dagger} A$ (where $A^{\dagger}$ is the Adjoint Matrix), is often referred to as "the" matrix norm.
see also Compatible, Hilbert-Schmidt Norm, Maximum Absolute Column Sum Norm, Maximum Absolute Row Sum Norm, Natural Norm, Norm, Polynomial Norm, Spectral Norm, Spectral Radius, Vector Norm
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## Matrix Polynomial Identity see Cayley-Hamilton Theorem

## Matrix Product

The result of a Matrix Multiplication.
see also Product

## Matrix Transpose

see Transpose

## Matroid

Roughly speaking, a finite set together with a generalization of a concept from linear algebra that satisfies a natural set of properties for that concept. For example, the finite set could be the rows of a Matrix, and the generalizing concept could be linear dependence and independence of any subset of rows of the Matrix. The number of matroids with $n$ points are $1,1,2,4,9,26$, 101, 950, ... (Sloane's A002773).
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## Maurer Rose


$n=4, d=120$

$n=6, d=72$

A Maurer rose is a plot of a "walk" along an $n$ - (or $2 n$-) leafed ROSE in steps of a fixed number $d$ degrees, including all cosets.
see also Starr Rose
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## Max Sequence

A sequence defined from a Finite sequence $a_{0}, a_{1}, \ldots$, $a_{n}$ by defining $a_{n+1}=\max _{i}\left(a_{i}+a_{n-i}\right)$.
see also Mex Sequence
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## Maximal Ideal

A maximal ideal of a Ring $R$ is an Ideal $I$, not equal to $R$, such that there are no Ideals "in between" $I$ and $R$. In other words, if $J$ is an Ideal which contains $I$ as a SUBSET, then either $J=I$ or $J=R$. For example, $n \mathbb{Z}$ is a maximal ideal of $\mathbb{Z}$ IfF $n$ is Prime, where $\mathbb{Z}$ is the Ring of Integers.
see also Ideal, Prime Ideal, Regular Local Ring, Ring

## Maximal Sum-Free Set

A maximal sum-free sct is a set $\left\{a_{1}, a_{2}, \ldots, a_{n}\right\}$ of distinct Natural Numbers such that a maximum $l$ of them satisfy $a_{i_{j}}+a_{i_{k}} \neq a_{m}$, for $1 \leq j<k \leq l$, $1 \leq m \leq n$.
see also Maximal Zero-Sum-Free Set
References
Guy, R. K. "Maximal Sum-Free Sets." §C14 in Unsolved Problems in Number Theory, 2nd ed. New York: SpringerVerlag, pp. 128-129, 1994.

## Maximal Zero-Sum-Free Set

A set having the largest number $k$ of distinct residue classes modulo $m$ so that no SUBSET has zero sum.
see also Maximal Sum-Free Set

## References
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## Maximally Linear Independent

A set of Vectors is maximally linearly independent if including any other Vector in the Vector Space would make it Linearly Dependent (i.e., if any other VECTOR in the Space can be expressed as a linear combination of elements of a maximal set-the BASIS).

## Maximum

The largest value of a set, function, etc. The maximum value of a set of elements $A=\left\{a_{i}\right\}_{i=1}^{N}$ is denoted max $A$ or $\max _{i} a_{i}$, and is equal to the last element of a sorted (i.e., ordered) version of $A$. For example, given the set $\{3,5,4,1\}$, the sorted version is $\{1,3,4,5\}$, so the maximum is 5 . The maximum and Minimum are the simplest Order Statistics.

maximum

ninimum

stationary point

A continuous Function may assume a maximum at a single point or may have maxima at a number of points. a Global Maximum of a Function is the largest value in the entire Range of the Function, and a Local Maximum is the largest value in some local neighborhood.

For a function $f(x)$ which is Continuous at a point $x_{0}$, a Necessary but not Sufficient condition for $f(x)$ to have a Relative Maximum at $x=x_{0}$ is that $x_{0}$ be a Critical Point (i.e., $f(x)$ is either not Differentiable at $x_{0}$ or $x_{0}$ is a Stationary Point, in which case $f^{\prime}\left(x_{0}\right)=0$ ).

The First Derivative Test can be applied to Continuous Functions to distinguish maxima from Minima. For twice differentiable functions of one variable, $f(x)$, or of two variables, $f(x, y)$, the SEcond Derivative Test can sometimes also identify the nature of an Extremum. For a function $f(x)$, the Extremum Test succeeds under more general conditions than the Second Derivative Test.
see also Critical Point, Extremum, Extremum Test, First Derivative Test, Global Maximum, Inflection Point, Local Maximum, Midrange, Minimum, Order Statistic, Saddle Point (Function), Second Derivative Test, Stationary Point
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## Maximum Absolute Column Sum Norm

The Natural Norm induced by the $L_{1}$-Norm is called the maximum absolute column sum norm and is defined by

$$
\|\mathrm{A}\|_{1}=\max _{j} \sum_{i=1}^{n}\left|a_{i j}\right|
$$

for a Matrix A.
see also $L_{1}$-Norm, Maximum Absolute Row Sum NORM

## Maximum Absolute Row Sum Norm

The Natural Norm induced by the $L_{\infty}$-Norm is called the maximum absolute row sum norm and is defined by

$$
\|\mathrm{A}\|_{\infty}=\max _{i} \sum_{j=1}^{n}\left|a_{i j}\right|
$$

for a Matrix A.
see also $L_{\infty}$-Norm, Maximum Absolute Column Sum Norm

## Maximum Clique Problem <br> see Party Problem

## Maximum Entropy Method

A Deconvolution Algorithm (sometimes abbreviated MEM) which functions by minimizing a smoothness function ("Entropy") in an image. Maximum entropy is also called the All-Poles Model or Autoregressive Model. For images with more than a million pixels, maximum entropy is faster than the CLEAN ALGORITHM.

MEM is commonly employed in astronomical synthesis imaging. In this application, the resolution depends on the signal to NOISE ratio, which must be specified. Therefore, resolution is image dependent and varies across the map. MEM is also biased, since the ensemble average of the estimated noise is Nonzero. However, this bias is much smaller than the Noise for pixels with a SNR $\gg 1$. It can yield super-resolution, which can usually be trusted to an order of magnitude in Solid Angle.

Several definitions of "Entropy" normalized to the flux in the image are

$$
\begin{align*}
H_{1} & \equiv \sum_{k} \ln \left(\frac{I_{k}}{M_{k}}\right)  \tag{1}\\
H_{2} & \equiv-\sum_{k} I_{k} \ln \left(\frac{I_{k}}{M_{k} e}\right) \tag{2}
\end{align*}
$$

where $M_{k}$ is a "default image" and $I_{k}$ is the smoothed image. Some unnormalized entropy measures (Cornwell 1982, p. 3) are given by

$$
\begin{align*}
H_{1} & \equiv-\sum f_{i} \ln \left(f_{i}\right)  \tag{3}\\
H_{2} & \equiv \sum \ln \left(f_{i}\right)  \tag{4}\\
H_{3} & \equiv-\sum \frac{1}{\ln \left(f_{i}\right)}  \tag{5}\\
H_{4} & \equiv-\sum \frac{1}{\left[\ln \left(f_{i}\right)\right]^{2}}  \tag{6}\\
H_{5} & \equiv \sum \sqrt{\ln \left(f_{i}\right)} \tag{7}
\end{align*}
$$

see also CLEAN Algorithm, Deconvolution, LUCY
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## Maximum Likelihood

The procedure of finding the value of one or more parameters for a given statistic which makes the known Likelihood distribution a Maximum. The maximum likelihood estimate for a parameter $\mu$ is denoted $\hat{\mu}$.

For a Bernoulli Distribution,

$$
\begin{equation*}
\frac{d}{d \theta}\left[\binom{N}{N p} \theta^{N p}(1-\theta)^{N q}\right]=N p(1-\theta)-\theta N q=0 \tag{1}
\end{equation*}
$$

so maximum likelihood occurs for $\theta=p$. If $p$ is not known ahead of time, the likelihood function is

$$
\begin{align*}
& f\left(x_{1}, \ldots, x_{n} \mid p\right)=P\left(X_{1}=x_{1}, \ldots, X_{n}=x_{n} \mid p\right) \\
& \quad=p^{x_{1}}(1-p)^{1-x_{1}} \cdots p^{x_{n}}(1-p)^{1-x_{1} n} \\
& \quad=p^{\Sigma x_{i}}(1-p)^{\Sigma\left(1-x_{i}\right)}=p^{\Sigma x_{i}}(1-p)^{n-\Sigma x_{i}} \tag{2}
\end{align*}
$$

where $x=0$ or 1 , and $i=1, \ldots, n$.

$$
\begin{gather*}
\ln f=\sum x_{i} \ln p+\left(n-\sum x_{i}\right) \ln (1-p)  \tag{3}\\
\frac{d(\ln f)}{d p}=\frac{\sum x_{i}}{p}-\frac{n-\sum x_{i}}{1-p}=0  \tag{4}\\
\sum x_{i}-p \sum x_{i}=n p-p \sum x_{i}  \tag{5}\\
\hat{p}=\frac{\sum x_{i}}{n} \tag{6}
\end{gather*}
$$

For a Gaussian Distribution,

$$
\begin{gather*}
f\left(x_{1}, \ldots, x_{n} \mid \mu, \sigma\right)=\prod \frac{1}{\sigma \sqrt{2 \pi}} e^{-\left(x_{i}-\mu\right)^{2} / 2 \sigma^{2}} \\
=\frac{(2 \pi)^{-n / 2}}{\sigma^{n}} \exp \left[-\frac{\sum\left(x_{i}-\mu\right)^{2}}{2 \sigma^{2}}\right]  \tag{7}\\
\ln f=-\frac{1}{2} n \ln (2 \pi)-n \ln \sigma-\frac{\sum\left(x_{i}-\mu\right)^{2}}{2 \sigma^{2}}  \tag{8}\\
\frac{\partial(\ln f)}{\partial \mu}=\frac{\sum\left(x_{i}-\mu\right)}{\sigma^{2}}=0 \tag{9}
\end{gather*}
$$

gives

$$
\begin{gather*}
\hat{\mu}=\frac{\sum x_{i}}{n}  \tag{10}\\
\frac{\partial(\ln f)}{\partial \sigma}=-\frac{n}{\sigma}+\frac{\sum\left(x_{i}-\mu\right)^{2}}{\sigma^{3}} \tag{11}
\end{gather*}
$$

gives

$$
\begin{equation*}
\hat{\sigma}=\sqrt{\frac{\sum\left(x_{i}-\hat{\mu}\right)^{2}}{n}} \tag{12}
\end{equation*}
$$

Note that in this case, the maximum likelihood Standard Deviation is the sample Standard Deviation, which is a Biased Estimator for the population Standard Deviation.

For a weighted Gaussian Distribution,

$$
\begin{array}{r}
f\left(x_{1}, \ldots, x_{n} \mid \mu, \sigma\right)=\prod \frac{1}{\sigma_{i} \sqrt{2 \pi}} e^{-\left(x_{i}-\mu\right)^{2} / 2 \sigma_{i}^{2}} \\
=\frac{(2 \pi)^{-n / 2}}{\sigma^{n}} \exp \left[-\frac{\sum\left(x_{i}-\mu\right)^{2}}{2 \sigma^{2}}\right] \\
\ln f=-\frac{1}{2} n \ln (2 \pi)-n \sum \ln \sigma_{i}-\sum \frac{\left(x_{i}-\mu\right)^{2}}{2 \sigma_{i}^{2}} \tag{14}
\end{array}
$$

$$
\begin{equation*}
\frac{\partial(\ln f)}{\partial \mu}=\sum \frac{\left(x_{i}-\mu\right)}{\sigma_{i}{ }^{2}}=\sum \frac{x_{i}}{\sigma_{i}{ }^{2}}-\mu \sum \frac{1}{\sigma_{i}{ }^{2}}=0 \tag{15}
\end{equation*}
$$

gives

$$
\begin{equation*}
\hat{\mu}=\frac{\sum \frac{x_{i}}{\sigma_{i}{ }^{2}}}{\sum \frac{1}{\sigma_{i}^{2}}} . \tag{16}
\end{equation*}
$$

The Variance of the Mean is then

$$
\begin{equation*}
{\sigma_{\mu}}^{2}=\sum{\sigma_{i}}^{2}\left(\frac{\partial \mu}{\partial x_{i}}\right)^{2} \tag{17}
\end{equation*}
$$

But

$$
\begin{equation*}
\frac{\partial \mu}{\partial x_{i}}=\frac{\partial}{\partial x_{i}} \frac{\sum\left(x_{i} / \sigma_{i}{ }^{2}\right)}{\sum\left(1 / \sigma_{i}{ }^{2}\right)}=\frac{1 / \sigma_{i}{ }^{2}}{\sum\left(1 / \sigma_{i}{ }^{2}\right)}, \tag{18}
\end{equation*}
$$

so

$$
\begin{align*}
\sigma_{\mu}{ }^{2} & =\sum{\sigma_{i}{ }^{2}\left(\frac{1 / \sigma_{i}^{2}}{\sum\left(1 / \sigma_{i}{ }^{2}\right)}\right)^{2}}=\sum \frac{1 / \sigma_{i}{ }^{2}}{\left[\sum\left(1 / \sigma_{i}{ }^{2}\right)\right]^{2}}=\frac{1}{\sum\left(1 / \sigma_{i}^{2}\right)} .
\end{align*}
$$

For a Poisson Distribution,

$$
\begin{gather*}
f\left(x_{1}, \ldots, x_{n} \mid \lambda\right)=\frac{e^{-\lambda} \lambda^{x_{1}}}{x_{1}!} \cdots \frac{e^{-\lambda} \lambda^{x_{n}}}{x_{n}!}=\frac{e^{-n \lambda} \lambda \sum x_{i}}{x_{1}!\cdots x_{n}!}  \tag{21}\\
\ln f=-n \lambda+(\ln \lambda) \sum x_{i}-\ln \left(\prod x_{i}!\right)  \tag{20}\\
\frac{d(\ln f)}{\lambda}=-n+\frac{\sum x_{i}}{\lambda}=0  \tag{22}\\
\hat{\lambda}=\frac{\sum x_{i}}{n} . \tag{23}
\end{gather*}
$$

see also Bayesian Analysis
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## Maxwell Distribution




The distribution of speeds of molecules in thermal equilibrium as given by statistical mechanics. The probability and cumulative distributions are

$$
\begin{align*}
& P(x)=\sqrt{\frac{2}{\pi}} a^{3 / 2} x^{2} e^{-a x^{2} / 2}  \tag{1}\\
& D(x)=\frac{2 \gamma\left(\frac{3}{2}, \frac{1}{2} a x^{2}\right)}{\sqrt{\pi}} \tag{2}
\end{align*}
$$

where $\gamma(a, x)$ is an incomplete Gamma Function and $x \in[0, \infty)$. The moments are

$$
\begin{align*}
\mu & =2 \sqrt{\frac{2}{\pi a}}  \tag{3}\\
\mu_{2} & =\frac{3}{a}  \tag{4}\\
\mu_{3} & =8 \sqrt{\frac{2}{a^{3} \pi}}  \tag{5}\\
\mu_{4} & =\frac{15}{2} \tag{6}
\end{align*}
$$

and the Mean, Variance, Skewness, and Kurtosis are

$$
\begin{align*}
\mu & =2 \sqrt{\frac{2}{\pi a}}  \tag{7}\\
\sigma^{2} & =\frac{3 \pi-8}{\pi a}  \tag{8}\\
\gamma_{1} & =\frac{8}{3} \sqrt{\frac{2}{3 \pi}}  \tag{9}\\
\gamma_{2} & =-\frac{4}{3} . \tag{10}
\end{align*}
$$

see also Exponential Distribution, Gaussian Distribution, Rayleigh Distribution
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## May's Theorem

Simple majority vote is the only procedure which is Anonymous, Dual, and Monotonic.
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## May-Thomason Uniqueness Theorem

For every infinite Loop Space Machine $E$, there is a natural equivalence of spectra between $E X$ and Segal's spectrum $\mathbf{B} X$.
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## Maze

A maze is a drawing of impenetrable line segments (or curves) with "paths" between them. The goal of the maze is to start at one given point and find a path which reaches a second given point.
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## Mazur's Theorem

The generalization of the Schönflies Theorem to $n$ D. A smoothly embedded $n$-Hypersphere in an $(n+$ 1)-HYPERSPHERE separates the ( $n+1$ )-HYPERSPHERE into two components, each Homeomorphic to ( $n+1$ )Balls. It can be proved using Morse Theory.
see also Ball, Hypersphere

## McCay Circle

If the Vertex $A_{1}$ of a Triangle describes the Neuberg Circle $n_{1}$, its Median Point describes a circle whose radius is $1 / 3$ that of the Neuberg Circle. Such a Circle is known as a McKay circle, and the three McCay circles are Concurrent at the Median Point $M$. Three homologous collinear points lie on the McCay circles.
see also Circle, Concurrent, Median Point, Neuberg Circles
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## McCoy's Theorem

If two Square $n \times n$ Matrices A and B are simultaneously upper triangularizable by similarity transforms, then there is an ordcring $a_{1}, \ldots, a_{n}$ of the Eigenvalues of A and $b_{1}, \ldots, b_{n}$ of the Eigenvalues of B so that, given any Polynomial $p(x, y)$ in noncommuting variables, the Eigenvalues of $p(A, B)$ are the numbers $p\left(a_{i}, b_{i}\right)$ with $i=1, \ldots, n$. McCoy's theorem states the converse: If every Polynomial exhibits the correct Eigenvalues in a consistent ordering, then $A$ and $B$ are simultaneously triangularizable.
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## McLaughlin Group

The Sporadic Group McL.

## References

Wilson, R. A. "ATLAS of Finite Group Representation." http://for.mat.bham.ac.uk/atlas/McL.html.

## McMohan's Theorem

Consider a Gaussian Bivariate Distribution. Let $f\left(x_{1}, x_{2}\right)$ be an arbitrary Function. Then

$$
\frac{\partial^{2}\langle f\rangle}{\partial \rho^{n}}=\left\langle\frac{\partial^{2 n} f}{\partial x_{1}^{n} \partial x_{2}{ }^{n}}\right\rangle
$$

## see also Gaussian Bivariate Distribution

## McNugget Number

A number which can be obtained from an order of McDonald's ${ }^{\circledR}$ Chicken McNuggets ${ }^{\text {TM }}$ (prior to consuming any), which originally came in boxes of 6,9 , and 20. All integers are McNugget numbers except $1,2,3$, $4,5,7,8,10,11,13,14,16,17,19,22,23,25,28,31$, 34,37 , and 43. Since the Happy Meal ${ }^{\text {TM }}$-sized nugget box ( 4 to a box) can now be purchased separately, the modern McNugget numbers are a linear combination of $4,6,9$, and 20 . These new-fangled numbers are much less interesting than before, with only $1,2,3,5,7$, and 11 remaining as non-McNugget numbers.

The Greedy Algorithm can be used to find a McNugget expansion of a given Integer.
see also Complete Sequence, Greedy Algorithm
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## Mean

A mean is Homogeneous and has the property that a mean $\mu$ of a set of numbers $x_{i}$ satisfies

$$
\min \left(x_{1}, \ldots, x_{n}\right) \leq \mu \leq \max \left(x_{1}, \ldots, x_{n}\right) .
$$

There are several statistical quantities called means, e.g., Arithmetic-Geometric Mean, Geometric Mean, Harmonic Mean, Quadratic Mean, Root-Mean-Square. However, the quantity referred to as "the" mean is the Arithmetic Mean, also called the Average.
see also Arithmetic-Geometric Mean, Average, Generalized Mean, Geometric Mean, Harmonic Mean, Quadratic Mean, Root-Mean-Square

## Mean Cluster Count Per Site

see $s$-Cluster

## Mean Cluster Density

see $s$-Cluster

## Mean Curvature

Let $\kappa_{1}$ and $\kappa_{2}$ be the Principal Curvatures, then their Mean

$$
\begin{equation*}
H=\frac{1}{2}\left(\kappa_{1}+\kappa_{2}\right) \tag{1}
\end{equation*}
$$

is called the mean curvature. Let $R_{1}$ and $R_{2}$ be the radii corresponding to the Principal Curvatures, then the multiplicative inverse of the mean curvature $H$ is given by the multiplicative inverse of the Harmonic Mean,

$$
\begin{equation*}
H \equiv \frac{1}{2}\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)=\frac{R_{1}+R_{2}}{2 R_{1} R_{2}} . \tag{2}
\end{equation*}
$$

In terms of the Gaussian Curvature $K$,

$$
\begin{equation*}
H=\frac{1}{2}\left(R_{1}+R_{2}\right) K . \tag{3}
\end{equation*}
$$

The mean curvature of a Regular Surface in $\mathbb{R}^{3}$ at a point $\mathbf{p}$ is formally defined as

$$
\begin{equation*}
H(\mathbf{p})=\frac{1}{2} \operatorname{tr}(S(\mathrm{p})), \tag{4}
\end{equation*}
$$

where $S$ is the Shape Operator and $\operatorname{tr}(S)$ denotes the Trace. For a Monge Patch with $z=h(x, y)$,

$$
\begin{equation*}
H=\frac{\left(1+h_{v}{ }^{2}\right) h_{u u}-2 h_{u} h_{v} h_{u v}+\left(1+h_{u}{ }^{2}\right) h_{v v}}{\left(1+h_{u}{ }^{2}+h_{v}{ }^{2}\right)^{3 / 2}} \tag{5}
\end{equation*}
$$

(Gray 1993, p. 307).
If $\mathbf{x}: U \rightarrow \mathbb{R}^{3}$ is a Regular Patch, then the mean curvature is given by

$$
\begin{equation*}
H=\frac{e G-2 f F+g E}{2\left(E G-F^{2}\right)}, \tag{6}
\end{equation*}
$$

where $E, F$, and $G$ are coefficients of the first Fundamental Form and $e, f$, and $g$ are coefficients of the second Fundamental Form (Gray 1993, p. 282). It can also be written

$$
\begin{array}{r}
H=\frac{\operatorname{det}\left(\mathbf{x}_{u u} \mathbf{x}_{u} \mathbf{x}_{v}\right)\left|\mathbf{x}_{v}\right|^{2}-2 \operatorname{det}\left(\mathbf{x}_{u v} \mathbf{x}_{u} \mathbf{x}_{v}\right)\left(\mathbf{x}_{u} \cdot \mathbf{x}_{v}\right)}{2\left[\left|\mathbf{x}_{u}\right|^{2}\left|\mathbf{x}_{v}\right|^{2}-\left(\mathbf{x}_{u} \cdot \mathbf{x}_{v}\right)^{2}\right]^{3 / 2}} \\
+\frac{\operatorname{det}\left(\mathbf{x}_{v v} \mathbf{x}_{u} \mathbf{x}_{v}\right)\left|\mathbf{x}_{u}\right|^{2}}{2\left[\left|\mathbf{x}_{u}\right|^{2}\left|\mathbf{x}_{v}\right|^{2}-\left(\mathbf{x}_{u} \cdot \mathbf{x}_{v}\right)^{2}\right]^{3 / 2}} \tag{7}
\end{array}
$$

Gray (1993, p. 285).
The Gaussian and mean curvature satisfy

$$
\begin{equation*}
H^{2} \geq K \tag{8}
\end{equation*}
$$

with equality only at Umbilic Points, since

$$
\begin{equation*}
H^{2}-K^{2}=\frac{1}{4}\left(\kappa_{1}-\kappa_{2}\right)^{2} . \tag{9}
\end{equation*}
$$

If $\mathbf{p}$ is a point on a Regular Surface $M \subset \mathbb{R}^{3}$ and $\mathbf{v}_{\mathbf{p}}$ and $\mathbf{w}_{\mathbf{p}}$ are tangent vectors to $M$ at $\mathbf{p}$, then the mean curvature of $M$ at $\mathbf{p}$ is related to the Shape Operator $S$ by

$$
\begin{equation*}
S\left(\mathbf{v}_{\mathbf{p}}\right) \times \mathbf{w}_{\mathbf{p}}+\mathbf{v}_{\mathbf{p}} \times S\left(\mathbf{w}_{\mathbf{p}}\right)=2 H(\mathbf{p}) \mathbf{v}_{\mathbf{p}} \times \mathbf{w}_{\mathbf{p}} \tag{10}
\end{equation*}
$$

Let $\mathbf{Z}$ be a nonvanishing Vector Field on $M$ which is everywhere Perpendicular to $M$, and let $V$ and $W$ be Vector Fields tangent to $M$ such that $V \times W=\mathbf{Z}$, then

$$
\begin{equation*}
H=-\frac{\mathbf{Z} \cdot\left(D_{V} \mathbf{Z} \times W+V \times D_{W} \mathbf{Z}\right)}{2|\mathbf{Z}|^{3}} \tag{11}
\end{equation*}
$$

(Gray 1993, pp. 291-292).
Wente (1985, 1986, 1987) found a nonspherical finite surface with constant mean curvature, consisting of a self-intersecting three-lobed toroidal surface. A family of such surfaces exists.
see also Gaussian Curvature, Principal Curvatures, Shape Operator
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## Mean Deviation

The Mean of the Absolute Deviations,

$$
\mathrm{MD} \equiv \frac{1}{N} \sum_{i=1}^{N}\left|x_{i}-\bar{x}\right|,
$$

where $\bar{x}$ is the MEAN of the distribution.
see also Absolute Deviation

## Mean Distribution

For an infinite population with Mean $\mu$, Standard Deviation $\sigma^{2}$, Skewness $\gamma_{1}$, and Kurtosis $\gamma_{2}$, the corresponding quantities for the distribution of means are

$$
\begin{align*}
\mu_{\bar{x}} & =\mu  \tag{1}\\
\sigma_{\bar{x}}^{2} & =\frac{\sigma^{2}}{N}  \tag{2}\\
\gamma_{1, \bar{x}} & =\frac{\gamma_{1}}{\sqrt{N}}  \tag{3}\\
\gamma_{2, \bar{x}} & =\frac{\gamma_{2}}{N} \tag{4}
\end{align*}
$$

For a population of $M$ (Kenney and Keeping 1962, p. 181),

$$
\begin{align*}
\mu_{\bar{x}}^{(M)} & =\mu  \tag{5}\\
{\sigma^{2(M)}}^{(M} & =\frac{\sigma^{2}}{N} \frac{M-N}{M-1} . \tag{6}
\end{align*}
$$

References
Kenney, J. F. and Keeping, E. S. Mathematics of Statistics, Pt. 1, 3rd ed. Princeton, NJ: Van Nostrand, 1962.

## Mean Run Count Per Site

see $s$-RUN

## Mean Run Density

see $s$-RuN
Mean Square Error
see Root-Mean-Square

## Mean-Value Theorem

Let $f(x)$ be Differentiable on the Open Interval $(a, b)$ and Continuous on the Closed Interval $[a, b]$. Then there is at least one point $c$ in $(a, b)$ such that

$$
f^{\prime}(c)=\frac{f(b)-f(a)}{b-a}
$$

see also Extended Mean-Value Theorem, Gauss'S Mean-Value Theorem

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5 th ed. San Diego, CA: Academic Press, pp. 1097-1098, 1993.

## Measurable Function

A function $f: X \rightarrow Y$ for which the pre-image of every measurable set in $Y$ is measurable in $X$. For a Borel Measure, all continuous functions are measurable.

## Measurable Set

If $F$ is a Sigma Algebra and $A$ is a Subset of $X$, then $A$ is called measurable if $A$ is a member of $F$. $X$ need not have, a priori, a topological structure. Even if it does, there may be no connection between the open sets in the topology and the given Sigma Algebra.
see also Measurable Space, Sigma Algebra

## Measurable Space

A Set considered together with the Sigma Algebra on the SEt.
see also Measurable Set, Measure Space, Sigma Algebra

## Measure

The terms "measure," "measurable," etc., have very precise technical definitions (usually involving Sigma Algebras) which makes them a little difficult to understand. However, the technical nature of the definitions is extremely important, since it gives a firm footing to concepts which are the basis for much of Analysis (including some of the slippery underpinnings of CalcuLUS).
For example, every definition of an Integral is based on a particular measure: the Riemann Integral is based on Jordan Measure, and the Lebesgue Integral is based on Lebesgue Measure. The study of measures and their application to Integration is known as Measure Theory.

A measure is formally defined as a MAP $m: F \rightarrow \mathbb{R}$ (the reals) such that $m(\varnothing)=0$ and, if $A_{n}$ is a Countable SEqUENCE in $F$ and the $A_{n}$ are pairwise Disjoint, then

$$
m\left(\bigcup_{n} A_{n}\right)=\sum_{n} m\left(A_{n}\right)
$$

If, in addition, $m(X)=1$, then $m$ is said to be a Probability Measure.

A measure $m$ may also be defined on SETS other than those in the Sigma Algebra $F$. By adding to $F$ all sets to which $m$ assigns measure zero, we again obtain a Sigma Algebra and call this the "completion" of $F$ with respect to $m$. Thus, the completion of a Sigma Algebra is the smallest Sigma Algebra containing $F$ and all scts of measure zero.
see also Almost Everywhere, Borel Measure, Ergodic Measure, Euler Measure, Gauss Measure, Haar Measure, Hausdorff Measure, HelsonSzegő Measure, Integral, Jordan Measure, Lebesgue Measure, Liouville Measure, Mahler's

Measure, Measurable Space, Measure Algebra, Measure Space, Minkowski Measure, Natural Measure, Probability Measure, Wiener MeaSURE

## Measure Algebra

A Boolean Sigma Algebra which possesses a MeaSURE.

## Measure Polytope

see Hypercube

## Measure-Preserving Transformation

see Endomorphism

## Measure Space

A measure space is a Measurable Space possessing a Nonnegative Measure. Examples of measure spaces include $n$-D Euclidean Space with Lebesgue Measure and the unit interval with Lebesgue Measure (i.e., probability).
see also Lebesgue Measure, Measurable Space

## Measure Theory

The mathematical theory of how to perform Integration in arbitrary Measure Spaces.
see also Cantor Set, Fractal, Integral, Measurable Function, Measurable Set, Measurable Space, Measure, Measure Space
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## Mechanical Quadrature <br> see Gaussian Quadrature

## Mecon

Buckminster Fuller's term for the Truncated OctaHEDRON.
see also Dymaxion

## Medial Axis

The boundaries of the cells of a Voronoi Diagram.

## Medial Deltoidal Hexecontahedron

The Dual of the Rhombidodecadodecahedron.

## Medial Disdyakis Triacontahedron

The Dual of the Truncated DodecadodecaheDRON.

Medial Hexagonal Hexecontahedron<br>The Dual of the Snub Icosidodecadodecahedron.

## Medial Icosacronic Hexecontahedron

The Dual of the Icosidodecadodecahedron.

## Medial Inverted Pentagonal Hexecontahedron

The Dual of the Inverted Snub DódecadodecaheDRON.

## Medial Pentagonal Hexecontahedron

 The Dual of the Snub Dodecadodecahedron.
## Medial Rhombic Triacontahedron

A Zonohedron which is the Dual of the Dodecadodecahedron. It is also called the Small Stellated Triacontahedron.

## References

Cundy, H. and Rollett, A. Mathematical Models, 3rd ed. Stradbroke, England: Tarquin Pub., p. 125, 1989.

## Medial Triambic Icosahedron

The Dual of the Ditrigonal DodecadodecaheDRON.

## Medial Triangle



The Triangle $\Delta M_{1} M_{2} M_{3}$ formed by joining the Midpoints of the sides of a Triangle $\Delta A_{1} A_{2} A_{3}$. The medial triangle is sometimes also called the Auxiliary Triangle (Dixon 1991). The medial triangle has Trilinear Coordinates

$$
\begin{aligned}
& A^{\prime}=0: b^{-1}: c^{-1} \\
& B^{\prime}=a^{-1}: 0: c^{-1} \\
& C^{\prime}=a^{-1}: b^{-1}: 0
\end{aligned}
$$

The medial triangle $\Delta M_{1}^{\prime} M_{2}^{\prime} M_{3}^{\prime}$ of the medial triangle $\Delta M_{1} M_{2} M_{3}$ of a Triangle $\Delta A_{1} A_{2} A_{3}$ is similar to $\triangle A_{1} A_{2} A_{3}$.

see also Anticomplementary Triangle

## References

Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 18-20, 1967.
Dixon, R. Mathographics. New York: Dover, p. 56, 1991.

## Medial Triangle Locus Theorem



Given an original triangle (thick line), find the Medial Triangle (outer thin line) and its Incircle. Take the Pedal Triangle (inner thin line) of the Medial Triangle with the Incenter as the Pedal Point. Now pick any point on the original triangle, and connect it to the point located a half-Perimeter away (gray lines). Then the locus of the Midpoints of these lines (the es in the above diagram) is the Pedal Triangle.

## References

Honsberger, R. More Mathematical Morsels. Washington, DC: Math. Assoc. Amer., pp. 261-267, 1991.
Tsintsifas, G. "Problem 674." Crux Math., p. 256, 1982.

## Median Point

see Centroid (Geometric)

## Median (Statistics)

The middle value of a distribution or average of the two middle items, denoted $\mu_{1 / 2}$ or $\tilde{x}$. For small samples, the MEAN is more efficient than the median and approximately $\pi / 2$ less. It is less sensitive to outliers than the Mean (Kenney and Keeping 1962, p. 211).

For large $N$ samples with population median $\tilde{x}_{0}$,

$$
\begin{aligned}
\mu_{\tilde{x}} & =\tilde{x}_{0} \\
\sigma_{\tilde{x}}^{2} & =\frac{1}{8 N f^{2}\left(\tilde{x}_{0}\right)} .
\end{aligned}
$$

The median is an $L$-Estimate (Press et al. 1992). see also Mean, Midrange, Mode

## References

Kenney, J. F. and Keeping, E. S. Mathematics of Statistics, Pt. 1, 3rd ed. Princeton, NJ: Van Nostrand, 1962.
Press, W. H.; Flannery, B. P.; Teukolsky, S. A.; and Vetterling, W. T. Numerical Recipes in FORTRAN: The Art of Scientific Computing, 2nd ed. Cambridge, England: Cambridge University Press, p. 694, 1992.

## Median (Triangle)



The Cevian from a Triangle's Vertex to the MidPOINT of the opposite side is called a median of the Triangle. The three medians of any Triangle are Concurrent, meeting in the Triangle's Centroid (which has Trilinear Coordinates $1 / a: 1 / b: 1 / c$ ). In addition, the medians of a Triangle divide one another in the ratio 2:1. A median also bisects the Area of a Triangle.
Let $m_{i}$ denote the length of the median of the $i$ th side $a_{i}$. Then

$$
\begin{align*}
m_{1}^{2} & =\frac{1}{4}\left(2{a_{2}}^{2}+2 a_{3}^{2}-a_{1}^{2}\right)  \tag{1}\\
{m_{1}}^{2}+{m_{2}}^{2}+{m_{3}}^{2} & =\frac{3}{4}\left({a_{1}}^{2}+{a_{2}}^{2}+{a_{3}}^{2}\right) \tag{2}
\end{align*}
$$

(Johnson 1929, p. 68). The Area of a Triangle can be expressed in terms of the medians by

$$
\begin{equation*}
A=\frac{4}{3} \sqrt{s_{m}\left(s_{m}-m_{1}\right)\left(s_{m}-m_{2}\right)\left(s_{m}-m_{3}\right)} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{m} \equiv \frac{1}{2}\left(m_{1}+m_{2}+m_{3}\right) \tag{4}
\end{equation*}
$$

see also Bimedian, Exmedian, Exmedian Point, Heronian Triangle, Medial Triangle

## References

Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 7-8, 1967.
Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 68 and 173-175, 1929.

## Median Triangle

A Triangle whose sides are equal and Parallel to the Medians of a given Triangle. The median triangle of the median triangle is similar to the given Triangle in the ratio $3 / 4$.

## References

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 282-283, 1929.

## Mediant

Given a Farey Sequence with consecutive terms $h / k$ and $h^{\prime} / k^{\prime}$, then the mediant is defined as the reduced form of the fraction $\left(h+h^{\prime}\right) /\left(k+k^{\prime}\right)$.
see also Farey SEquence

## References

Conway, J. H. and Guy, R. K. "Farey Fractions and Ford Circles." The Book of Numbers. New York: SpringerVerlag, pp. 152-154, 1996.

## Mega

Defined in terms of Circle Notation by Steinhaus (1983, pp. 28-29) as

$$
(2)=\boxed{4}=202024^{2}=256
$$

where Steinhaus-Moser Notation has also been used.
see also Megistron, Moser, Steinhaus-Moser Notation

## References

Steinhaus, H. Mathematical Snapshots, 3rd American ed. New York: Oxford University Press, 1983.

## Megistron

A very Large Number defined in terms of Circle Notation by Steinhaus (1983) as (10).
see also MEgA, Moser

## References

Steinhaus, H. Mathematical Snapshots, 3rd American ed. New York: Oxford University Press, pp. 28-29, 1983.

## Mehler's Bessel Function Formula

$$
J_{0}(x)=\frac{2}{\pi} \int_{0}^{\infty} \sin (x \cosh t) d t
$$

where $J_{0}(x)$ is a zeroth order Bessel Function of the First Kind.

## References

Iyanaga, S. and Kawada, Y. (Eds.). Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, p. 1472, 1980.

## Mehler-Dirichlet Integral

$$
P_{n}(\cos \alpha)=\frac{\sqrt{2}}{\pi} \int_{0}^{\alpha} \frac{\cos \left[\left(n+\frac{1}{2}\right) \phi\right]}{\sqrt{\cos \phi-\cos \alpha}} d \phi
$$

where $P_{n}(x)$ is a Legendre Polynomial.

## Mehler's Hermite Polynomial Formula

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{H_{n}(x) H_{n}(y)}{n!}\left(\frac{1}{2} w\right)^{n} \\
& \quad=\left(1+4 w^{2}\right)^{-1 / 2} \exp \left[\frac{2 x y w-\left(x^{2}+y^{2}\right) w^{2}}{1-w^{2}}\right]
\end{aligned}
$$

where $H_{n}(x)$ is a Hermite Polynomial.

## References

Almqvist, G. and Zeilberger, D. "The Method of Differentiating Under the Integral Sign." J. Symb. Comput. 10, 571-591, 1990.
Foata, D. "A Combinatorial Proof of the Mehler Formula." J. Comb. Th. Ser. A 24, 250-259, 1978.
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Szegö, G. Orthogonal Polynomials, 4th ed. Providence, RI: Amer. Math. Soc., p. 380, 1975.

## Mehler Quadrature

see Jacobi-Gauss Quadrature

## Meijer's $G$-Function

$$
\begin{aligned}
& G_{p, q}^{m, n}\left(\left.x\right|_{b_{1}, \ldots, b_{p}} ^{a_{1}, \ldots, a_{p}}\right) \equiv \frac{1}{2 \pi i} \\
& \quad \times \int_{\gamma_{L}} \frac{\prod_{j=1}^{m} \Gamma\left(b_{j}-z\right) \prod_{j=1}^{n}\left(1-a_{j}+s\right)}{\prod_{j=m+1}^{q} \Gamma\left(1-b_{j}+z\right) \prod_{j=n+1}^{q} \Gamma\left(q_{j}-z\right)} x^{z} d z
\end{aligned}
$$

where $\Gamma(z)$ is the Gamma Function. The Contour $\gamma_{L}$ and other details are discussed by Gradshteyn and Ryzhik (1980, pp. 896-903 and 1068-1071). Prudnikov et al. (1990) contains an extensive nearly 200-page listing of formulas for the Meijer $G$-function.
see also Fox's $H$-Function, $G$-Function, MacRobert's $E$-Function, Ramanujan $g$ - and $G$ Functions
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## Meissel's Formula

A modification of Legendre's Formula for the Prime Counting Function $\pi(x)$. It starts with

$$
\begin{align*}
\lfloor x\rfloor= & 1+\sum_{1 \leq i \leq a}\left\lfloor\frac{x}{p_{i}}\right\rfloor-\sum_{1 \leq i<j \leq a}\left\lfloor\frac{x}{p_{i} p_{j}}\right\rfloor \\
& +\sum_{1 \leq i<j<k \leq a}\left\lfloor\frac{x}{p_{i} p_{j} p_{k}}\right\rfloor-\ldots \\
& +\pi(x)-a+P_{2}(x, a)+P_{3}(x, a)+\ldots \tag{1}
\end{align*}
$$

where $\lfloor x\rfloor$ is the Floor Function, $P_{2}(x, a)$ is the number of Integers $p_{i} p_{j} \leq x$ with $a+1 \leq j \leq j$, and $P_{3}(x, a)$ is the number of InTEGERS $p_{i} p_{j} p_{k} \leq x$ with $a+1 \leq i \leq j \leq k$. Identities satisfied by the $P$ s include

$$
\begin{equation*}
P_{2}(x, a)=\sum\left[\pi\left(\frac{x}{p_{i}}\right)-(i-1)\right] \tag{2}
\end{equation*}
$$

for $p_{a}<p_{i} \leq \sqrt{x}$ and

$$
\begin{align*}
P_{3}(x, a) & =\sum_{i>a} P_{2}\left(\frac{x}{p_{i}}, a\right) \\
& =\sum_{i=a+1}^{c} \sum_{j=i}^{\pi\left(\sqrt{x / p_{i}}\right)}\left[\pi\left(\frac{x}{p_{i} p_{j}}\right)-(j-1)\right] . \tag{3}
\end{align*}
$$

Meissel's formula is

$$
\begin{align*}
\pi(x)= & \lfloor x\rfloor-\sum_{i=1}^{c}\left\lfloor\frac{x}{p_{i}}\right\rfloor+\sum_{1 \leq i \leq j \leq c}\left\lfloor\frac{x}{p_{i} p_{j}}\right\rfloor-\ldots \\
& +\frac{1}{2}(b+c-2)(b-c+1)-\sum_{c \leq i \leq b} \pi\left(\frac{x}{p_{i}}\right), \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
& b \equiv \pi\left(x^{1 / 2}\right)  \tag{5}\\
& c \equiv \pi\left(x^{1 / 3}\right) \tag{6}
\end{align*}
$$

Taking the derivation one step further yields Lehmer's Formula.
see also Legendre's Formula, Lehmer's Formula, Prime Counting Function

## References

Riesel, H. "Meissel's Formula." Prime Numbers and Computer Methods for Factorization, 2nd ed. Boston, MA: Birkhäuser, p. 12, 1994.

## Mellin Transform

$$
\begin{aligned}
\phi(z) & =\int_{0}^{\infty} t^{z-1} f(t) d t \\
f(t) & =\frac{1}{2 \pi i} \int_{-\infty}^{\infty} t^{-z} \phi(z) d z
\end{aligned}
$$

## see also Strassen Formulas

## References

Arfken, G. Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, p. 795, 1985.
Bracewell, R. The Fourier Transform and Its Applications. New York: McGraw-Hill, pp. 254-257, 1965.
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## Melnikov-Arnold Integral

$$
A_{m}(\lambda) \equiv \int_{-\infty}^{\infty} \cos \left[\frac{1}{2} m \phi(t)-\lambda t\right] d t
$$

where the function

$$
\phi(t) \equiv 4 \tan ^{-1}\left(e^{t}\right)-\pi
$$

describes the motion along the pendulum Separatrix. Chirikov (1979) has shown that this integral has the approximate value

$$
A_{m}(\lambda) \approx \begin{cases}\frac{4 \pi(2 \lambda)^{m-1}}{\Gamma(m)} e^{-\pi \lambda / 2} & \text { for } \lambda>0 \\ -\frac{4 e^{-\pi|\lambda| / 2}}{(2|l|)^{m+1}} \Gamma(m+1) \sin (\pi m) & \text { for } \lambda<0\end{cases}
$$

## References

Chirikov, B. V. "A Universal Instability of ManyDimensional Oscillator Systems." Phys. Rep. 52, 264-379, 1979.

## Melodic Series

If $a_{1}, a_{2}, a_{3}, \ldots$ is an Artistic SERIES, then $1 / a_{1}, 1 / a_{2}$, $1 / a_{3}, \ldots$ is a Melodic Series. The Recurrence ReLATION obeyed by melodic series is

$$
b_{i+3}=\frac{b_{i} b_{i+2}^{2}}{b_{i+1}^{2}}+\frac{b_{i+2}^{2}}{b_{i+1}}-b_{i+2}
$$

see also Artistic Series

## References

Duffin, R. J. "On Seeing Progressions of Constant Cross Ratio." Amer. Math. Monthly 100, 38-47, 1993.

## MEM

see Maximum Entropy Method

## Memoryless

A variable $x$ is memoryless with respect to $t$ if, for all $s$ with $t \neq 0$,

$$
\begin{equation*}
P(x>s+t \mid x>t)=P(x>s) \tag{1}
\end{equation*}
$$

Equivalently,

$$
\begin{gather*}
\frac{P(x>s+t, x>t)}{P(x>t)}=P(x>s)  \tag{2}\\
P(x>s+t)=P(x>s) P(x>t) \tag{3}
\end{gather*}
$$

The Exponential Distribution, which satisfies

$$
\begin{align*}
P(x>t) & =e^{-\lambda t}  \tag{4}\\
P(x>s+t) & =e^{-\lambda(s+t)}, \tag{5}
\end{align*}
$$

and therefore

$$
\begin{align*}
P(x>s+t) & =P(x>s) P(x>t)=e^{-\lambda s} e^{-\lambda t} \\
& =e^{-\lambda(s+t)} \tag{6}
\end{align*}
$$

is the only memoryless random distribution.
see also Exponential Distribution

## Ménage Number

see Married Couples Problem

## Ménage Problem

see Married Couples Problem

## Menasco's Theorem

For a Braid with $M$ strands, $R$ components, $P$ positive crossings, and $N$ negative crossings,

$$
\begin{cases}P-N \leq U_{+}+M-R & \text { if } P \geq N \\ P-N \leq U_{-}+M-R & \text { if } P \leq N,\end{cases}
$$

where $U_{ \pm}$are the smallest number of positive and negative crossings which must be changed to crossings of the opposite sign. These inequalities imply Bennequin's Conjecture. Menasco's theorem can be extended to arbitrary knot diagrams.
see also Bennequin's Conjecture, Braid, Unknotting Number

## References
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## Menelaus' Theorem



For Triangles in the Plane,

$$
\begin{equation*}
A D \cdot B E \cdot C F=B D \cdot C E \cdot A F \tag{1}
\end{equation*}
$$

For Spherical Triangles,

$$
\begin{equation*}
\sin A D \cdot \sin B E \cdot \sin C F=\sin B D \cdot \sin C E \cdot \sin A F \tag{2}
\end{equation*}
$$

This can be generalized to $n$-gons $P=\left[V_{1}, \ldots, V_{n}\right]$, where a transversal cuts the side $V_{i} V_{i+1}$ in $W_{i}$ for $i=1$, $\ldots, n$, by

$$
\begin{equation*}
\prod_{i=1}^{n}\left[\frac{V_{i} W_{i}}{W_{i} V_{i+1}}\right]=(-1)^{n} \tag{3}
\end{equation*}
$$

Here, $A B \| C D$ and

$$
\begin{equation*}
\left[\frac{A B}{C D}\right] \tag{4}
\end{equation*}
$$

is the ratio of the lengths $[A, B]$ and $[C, D]$ with a Plus or Minus Sign depending if these segments have the same or opposite directions (Grünbaum and Shepard 1995). The case $n=3$ is PASCh's Axiom.
see also Ceva's Theorem, Hoehn's Theorem, Pasch's Axiom
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## Menger's $n$-Arc Theorem

Let $G$ be a graph with $A$ and $B$ two disjoint $n$-tuples of Vertices. Then either $G$ contains $n$ pairwise disjoint $A B$-paths, each connecting a point of $A$ and a point of $B$, or there exists a set of fewer than $n$ VERTICES that separate $A$ and $B$.

## References

Menger, K. Kurventheorie. Leipzig, Germany: Teubner, 1932.

## Menger Sponge



A Fractal which is the 3-D analog of the SiERPINSKI Carpet. Let $N_{n}$ be the number of filled boxes, $L_{n}$ the length of a side of a hole, and $V_{n}$ the fractional Volume after the $n$th iteration.

$$
\begin{align*}
& N_{n}=20^{n}  \tag{1}\\
& L_{n}=\left(\frac{1}{3}\right)^{n}=3^{-n}  \tag{2}\\
& V_{n}=L_{n}^{3} N_{n}=\left(\frac{20}{27}\right)^{n} . \tag{3}
\end{align*}
$$

The Capacity Dimension is therefore

$$
\begin{align*}
d_{\text {cap }} & =-\lim _{n \rightarrow \infty} \frac{\ln N_{n}}{\ln L_{n}}=-\lim _{n \rightarrow \infty} \frac{\ln \left(20^{n}\right)}{\ln \left(3^{-n}\right)} \\
& =\frac{\ln 20}{\ln 3}=\frac{\ln \left(2^{2} \cdot 5\right)}{\ln 3}=\frac{2 \ln 2+\ln 5}{\ln 3} \\
& =2.726833028 \ldots \tag{4}
\end{align*}
$$

J. Mosely is leading an effort to construct a large Menger sponge out of old business cards.
see also Sierpiński Carpet, Tetrix

## References

Dickau, R. M. "Menger (Sierpinski) Sponge." http://forum .swarthmore. edu/advanced/robertd/sponge.html.
Mosely, J. "Menger's Sponge (Depth 3)." http://world. std.com/~j9/sponge/.

## Menn's Surface



A surface given by the parametric equations

$$
\begin{aligned}
& x(u, v)=u \\
& y(u, v)=v \\
& z(u, v)=a u^{4}+u^{2} v-v^{2} .
\end{aligned}
$$

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 631, 1993.

## Mensuration Formula

A mensuration formula is simply a formula for computing the length-related properties of an object (such as Area, Circumradius, etc., of a Polygon) based on other known lengths, areas, ctc. Beyer (1987) gives a collection of such formulas for various plane and solid geometric figures.

## References

Beyer, W. H. CRC Standard Mathematical Tables, 28th ed. Boca Raton, FL: CRC Press, pp. 121-133, 1987.

## Mercator Projection



The following equations place the $x$-AxIS of the projection on the equator and the $y$-AXis at LONGITUDE $\lambda_{0}$, where $\lambda$ is the Longitude and $\phi$ is the Latitude.

$$
\begin{align*}
x & =\lambda-\lambda_{0}  \tag{1}\\
y & =\ln \left[\tan \left(\frac{1}{4} \pi+\frac{1}{2} \phi\right)\right]  \tag{2}\\
& =\frac{1}{2} \ln \left(\frac{1+\sin \phi}{1-\sin \phi}\right)  \tag{3}\\
& =\sinh ^{-1}(\tan \phi)  \tag{4}\\
& =\tanh ^{-1}(\sin \phi)  \tag{5}\\
& =\ln (\tan \phi+\sec \phi) . \tag{6}
\end{align*}
$$

The inverse Formulas are

$$
\begin{align*}
& \phi=\frac{1}{2} \pi-2 \tan ^{-1}\left(e^{-y}\right)=\tan ^{-1}(\sinh y)  \tag{7}\\
& \lambda=x+\lambda_{0} . \tag{8}
\end{align*}
$$

Loxodromes are straight lines and Great Circles are curved.


An oblique form of the Mercator projection is illustrated above. It has equations

$$
\begin{align*}
& x=\frac{\tan ^{-1}\left[\tan \phi \cos \phi_{p}+\sin \phi_{p} \sin \left(\lambda-\lambda_{0}\right)\right]}{\cos \left(\lambda-\lambda_{0}\right)}  \tag{9}\\
& y=\frac{1}{2} \ln \left(\frac{1+A}{1-A}\right)=\tanh ^{-1} A \tag{10}
\end{align*}
$$

where

$$
\begin{align*}
\lambda_{p} & =\tan ^{-1}\left(\frac{\cos \phi_{1} \sin \phi_{2} \cos \lambda_{1}-\sin \phi_{1} \cos \phi_{2} \cos \lambda_{2}}{\sin \phi_{1} \cos \phi_{2} \sin \lambda_{2}-\cos \phi_{1} \sin \phi_{2} \sin \lambda_{1}}\right)  \tag{11}\\
\phi_{p} & =\tan ^{-1}\left(-\frac{\cos \left(\lambda_{p}-\lambda_{1}\right)}{\tan \phi_{1}}\right)  \tag{12}\\
A & =\sin \phi_{p} \sin \phi-\cos \phi_{p} \cos \phi \sin \left(\lambda-\lambda_{0}\right) . \tag{13}
\end{align*}
$$

The inverse Formulas are

$$
\begin{align*}
& \phi=\sin ^{-1}\left(\sin \phi_{p} \tanh y+\frac{\cos \phi_{p} \sin x}{\cosh y}\right)  \tag{14}\\
& \lambda=\lambda_{0}+\tan ^{-1}\left(\frac{\sin \phi_{p} \sin x-\cos \phi_{p} \sinh y}{\cos x}\right) \tag{15}
\end{align*}
$$



There is also a transverse form of the Mercator projection, illustrated above. It is given by the equations

$$
\begin{align*}
& x=\frac{1}{2} \ln \left(\frac{1+B}{1-B}\right)=\tanh ^{-1} B  \tag{16}\\
& y=\tan ^{-1}\left[\frac{\tan \phi}{\cos \left(\lambda-\lambda_{0}\right)}\right]-\phi_{0}  \tag{17}\\
& \phi=\sin ^{-1}\left(\frac{\sin D}{\cosh x}\right)  \tag{18}\\
& \lambda=\lambda_{0}+\tan ^{-1}\left(\frac{\sinh x}{\cos D}\right) \tag{19}
\end{align*}
$$

where

$$
\begin{align*}
& B \equiv \cos \phi \sin \left(\lambda-\lambda_{0}\right)  \tag{20}\\
& D \equiv y+\phi_{0} \tag{21}
\end{align*}
$$

Finally, the "universal transverse Mercator projection" is a Map Projection which maps the Sphere into 60 zones of $6^{\circ}$ each, with each zone mapped by a transverse

Mercator projection with central Meridian in the center of the zone. The zones extend from $80^{\circ} \mathrm{S}$ to $84^{\circ} \mathrm{N}$ (Dana).
see also Spherical Spiral
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## Mercator Series

The Taylor Series for the Natural Logarithm

$$
\ln (1+x)=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\ldots
$$

which was found by Newton, but independently discovered and first published by Mercator in 1668.
see also Logarithmic Number, Natural LogaRITHM

## Mercer's Theorem

## see Riemann-Lebesgue Lemma

## Mergelyan-Wesler Theorem

Let $P=\left\{D_{1}, D_{2}, \ldots\right\}$ be an infinite set of disjoint open DISks $D_{n}$ of radius $r_{n}$ such that the union is almost the unit Disk. Then

$$
\begin{equation*}
\sum_{n=1}^{\infty} r_{n}=\infty \tag{1}
\end{equation*}
$$

Define

$$
\begin{equation*}
M_{x}(P) \equiv \sum_{n=1}^{\infty} r_{n}^{x} \tag{2}
\end{equation*}
$$

Then there is a number $e(P)$ such that $M_{x}(P)$ diverges for $x<e(P)$ and converges for $x>e(P)$. The above theorem gives

$$
\begin{equation*}
1<e(P)<2 \tag{3}
\end{equation*}
$$

There exists a constant which improves the inequality, and the best value known is

$$
\begin{equation*}
S=1.306951 \ldots \tag{4}
\end{equation*}
$$
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## Meridian

A line of constant Longitude on a Spheroid (or Sphere). More generally, a meridian of a Surface of REVOLUTION is the intersection of the surface with a Plane containing the axis of revolution.
see also Latitude, Longitude, Parallel (Surface of Revolution), Surface of Revolution
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## Meromorphic

A meromorphic Function is complex analytic in all but a discrete subset of its domain, and at those singularities it must go to infinity like a Polynomial (i.e., have no Essential Singularities). An equivalent definition of a meromorphic function is a complex analytic MAP to the Riemann Sphere.
see also Essential Singularity, Riemann Sphere
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## Mersenne Number

A number of the form

$$
\begin{equation*}
M_{n} \equiv 2^{n}-1 \tag{1}
\end{equation*}
$$

for $n$ an Integer is known as a Mersenne number. The Mersenne numbers are therefore 2-REPDIGITS, and also the numbers obtained by setting $x=1$ in a Fermat Polynomial. The first few are $1,3,7,15,31,63,127$, 255, ... (Sloane's A000225).
The number of digits $D$ in the Mersenne number $M_{n}$ is

$$
\begin{equation*}
D=\left\lfloor\log \left(2^{n}-1\right)+1\right\rfloor, \tag{2}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the Floor FUnction, which, for large $n$, gives
$D \approx\lfloor n \log 2+1\rfloor \approx\lfloor 0.301029 n+1\rfloor=\lfloor 0.301029 n\rfloor+1$.

In order for the Mersenne number $M_{n}$ to be Prime, $n$ must be Prime. This is true since for Composite $n$ with factors $r$ and $s, n=r s$. Therefore, $2^{n}-1$ can be written as $2^{r s}-1$, which is a Binomial Number and can be factored. Since the most interest in Mersenne numbers arises from attempts to factor them, many authors prefer to define a Mersenne number as a number of the above form

$$
\begin{equation*}
M_{p}=2^{p}-1 \tag{4}
\end{equation*}
$$

but with $p$ restricted to Prime values.

The search for Mersenne Primes is one of the most computationally intensive and actively pursued areas of advanced and distributed computing.
see also Cunningham Number, Eberhart's Conjecture, Fermat Number, Lucas-Lehmer Test, Mersenne Prime, Perfect Number, Repunit, Riesel Number, Sierpiński Number of the Second Kind, Sophie Germain Prime, Superperfect Number, Wieferich Prime
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## Mersenne Prime

A Mersenne Number which is Prime is called a Mersenne prime. In order for the Mersenne number $M_{n}$ defined by

$$
M_{n} \equiv 2^{n}-1
$$

for $n$ an Integer to be Prime, $n$ must be Prime. This is true since for Composite $n$ with factors $r$ and $s$, $n=r s$. Therefore, $2^{n}-1$ can be written as $2^{r s}-1$, which is a Binomial Number and can be factored. Every Mersenne Prime gives rise to a Perfect Number.

If $n \equiv 3(\bmod 4)$ is a Prime, then $2 n+1$ Divides $M_{n}$ Iff $2 n+1$ is Prime. It is also true that Prime divisors of $2^{p}-1$ must have the form $2 k p+1$ where $k$ is a Positive Integer and simultaneously of either the form $8 n+1$ or $8 n-1$ (Uspensky and Heaslet). A Prime factor $p$ of a Mersenne number $M_{q}=2^{q}-1$ is a Wieferich Prime Iff $p^{2} \mid 2^{q}-1$, Therefore, Mersenne Primes are not Wieferich Primes. All known Mersenne numbers $M_{p}$ with $p$ Prime are Squarefree. However, Guy (1994) believes that there are $M_{p}$ which are not Squarefree.

Trial Division is often used to establish the Compositeness of a potential Mersenne prime. This test immediately shows $M_{p}$ to be Composite for $p=11,23$, $83,131,179,191,239$, and 251 (with small factors 23 , $47,167,263,359,383,479$, and 503 , respectively). A much more powerful primality test for $M_{p}$ is the LUCASLehmer Test.

It has been conjectured that there exist an infinite number of Mersenne primes, although finding them is computationally very challenging. The table below gives the index $p$ of known Mersenne primes (Sloane's A000043) $M_{p}$, together with the number of digits, discovery years, and discoverer. A similar table has been compiled by C. Caldwell. Note that the region after the 35 th known Mersenne prime has not been completely searched, so identification of "the" 36th Mersenne prime is tentative. L. Welsh maintains an extensive bibliography and history of Mersenne numbers. G. Woltman has organized
a distributed search program via the Internet in which hundreds of volunteers use their personal computers to perform pieces of the search.

| \# | $p$ | Digits | Year | Published Reference |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | Anc. |  |
| 2 | 3 | 1 | Anc. |  |
| 3 | 5 | 2 | Anc. |  |
| 4 | 7 | 3 | Anc. |  |
| 5 | 13 | 4 | 1461 | Reguis 1536, Cataldi 1603 |
| 6 | 17 | 6 | 1588 | Cataldi 1603 |
| 7 | 19 | 6 | 1588 | Cataldi 1603 |
| 8 | 31 | 10 | 1750 | Euler 1772 |
| 9 | 61 | 19 | 1883 | Pervouchine 1883, Seelhoff 1886 |
| 10 | 89 | 27 | 1911 | Powers 1911 |
| 11 | 107 | 33 | 1913 | Powers 1914 |
| 12 | 127 | 39 | 1876 | Lucas 1876 |
| 13 | 521 | 157 | 1952 | Lehmer 1952-3 |
| 14 | 607 | 183 | 1952 | Lehmer 1952-3 |
| 15 | 1279 | 386 | 1952 | Lehmer 1952-3 |
| 16 | 2203 | 664 | 1952 | Lehmer 1952-3 |
| 17 | 2281 | 687 | 1952 | Lehmer 1952-3 |
| 18 | 3217 | 969 | 1957 | Riesel 1957 |
| 19 | 4253 | 1281 | 1961 | Hurwitz 1961 |
| 20 | 4423 | 1332 | 1961 | Hurwitz 1961 |
| 21 | 9689 | 2917 | 1963 | Gillies 1964 |
| 22 | 9941 | 2993 | 1963 | Gillies 1964 |
| 23 | 11213 | 3376 | 1963 | Gillies 1964 |
| 24 | 19937 | 6002 | 1971 | Tuckerman 1971 |
| 25 | 21701 | 6533 | 1978 | Noll and Nickel 1980 |
| 26 | 23209 | 6987 | 1979 | Noll 1980 |
| 27 | 44497 | 13395 | 1979 | Nelson and Slowinski 1979 |
| 28 | 86243 | 25962 | 1982 | Slowinski 1982 |
| 29 | 110503 | 33265 | 1988 | Colquitt and Welsh 1991 |
| 30 | 132049 | 39751 | 1983 | Slowinski 1988 |
| 31 | 216091 | 65050 | 1985 | Slowinski 1989 |
| 32 | 756839 | 227832 | 1992 | Gage and Slowinski 1992 |
| 33 | 859433 | 258716 | 1994 | Gage and Slowinski 1994 |
| 34 | 1257787 | 378632 | 1996 | Slowinski and Gage |
| 35 | 1398269 | 420021 | 1996 | Armengaud, Woltman, et al. |
| 36 ? | 2976221 | 895832 | 1997 | Spence |
| 37 ? | 3021377 | 909526 | 1998 | Clarkson, Woltman, et al. |

see also Cunningham Number, Fermat-Lucas Number, Fermat Number, Fermat Number (Lucas), Fermat Polynomial, Lucas-Lehmer Test, Mersenne Number, Perfect Number, Repunit, SUPERPERFECT NUMBER
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## Mertens Conjecture

Given Mertens Function defined by

$$
\begin{equation*}
M(n) \equiv \sum_{k=1}^{n} \mu(k) \tag{1}
\end{equation*}
$$

where $\mu(n)$ is the Möbius Function, Mertens (1897) conjecture states that

$$
\begin{equation*}
|M(x)|<x^{1 / 2} \tag{2}
\end{equation*}
$$

for $x>1$. The conjecture has important implications, since the truth of any equality of the form

$$
\begin{equation*}
|M(x)| \leq c x^{1 / 2} \tag{3}
\end{equation*}
$$

for any fixed $c$ (the form of Mertens conjecture with $c=1$ ) would imply the Riemann Hypothesis. In 1885, Stieltjes claimed that he had a proof that $M(x) x^{-1 / 2}$ always stayed between two fixed bounds. However, it seems likely that Stieltjes was mistaken.

Mertens conjecture was proved false by Odlyzko and te Riele (1985). Their proof is indirect and does not produce a specific counterexample, but it does show that

$$
\begin{gather*}
\limsup _{x \rightarrow \infty} M(x) x^{-1 / 2}>1.06  \tag{4}\\
\liminf _{x \rightarrow \infty} M(x) x^{-1 / 2}<-1.009 \tag{5}
\end{gather*}
$$

Odlyzko and te Riele (1985) believe that there are no counterexamples to Mertens conjecture for $x \leq 10^{20}$, or even $10^{30}$. Pintz (1987) subsequently showed that at least one counterexample to the conjecture occurs for $\dot{x} \leq 10^{65}$, using a weighted integral average of $M(x) / x$ and a discrete sum involving nontrivial zeros of the RIEmann Zeta Function.

It is still not known if

$$
\begin{equation*}
\limsup _{x \rightarrow \infty}|M(x)| x^{-1 / 2}=\infty \tag{6}
\end{equation*}
$$

although it seems very probable (Odlyzko and te Riele 1985).
see also Mertens Function, Möbius Function, Riemann Hypothesis
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## Mertens Constant

A constant related to the Twin Primes Constant which appears in the FORmULA for the sum of inverse Primes

$$
\begin{equation*}
\sum_{p \text { prime }}^{x} \frac{1}{p}=\ln \ln x+B_{1}+o(1) \tag{1}
\end{equation*}
$$

which is given by

$$
\begin{equation*}
B_{1}=\gamma+\sum_{p \text { prime }}\left[\ln \left(1-p^{-1}\right)+\frac{1}{p}\right] \approx 0.261497 \tag{2}
\end{equation*}
$$

Flajolet and Vardi (1996) show that

$$
\begin{equation*}
e^{B_{1}}=e^{\gamma} \prod_{m=2}^{\infty} \zeta(m)^{\mu(m) / m} \tag{3}
\end{equation*}
$$

where $\gamma$ is the Euler-Mascheroni Constant, $\zeta(n)$ is the Riemann Zeta Function, and $\mu(n)$ is the Möbius Function. The constant $B_{1}$ also occurs in the Summatory Function of the number of Distinct Prime Factors,

$$
\begin{equation*}
\sum_{k=2}^{n} \omega(k)=n \ln \ln n+B_{1} n+o(n) \tag{4}
\end{equation*}
$$

(Hardy and Wright 1979, p. 355).
The related constant

$$
\begin{equation*}
B_{2}=\gamma+\sum_{p \text { prime }}\left[\ln \left(1-p^{-1}\right)+\frac{1}{p-1}\right] \approx 1.034653 \tag{5}
\end{equation*}
$$

appears in the Summatory Function of the Divisor FUNCTION $\sigma_{0}(n)=\Omega(n)$,

$$
\begin{equation*}
\sum_{k=2}^{n} \Omega(k)=n \ln \ln n+B_{2}+o(n) \tag{6}
\end{equation*}
$$

(Hardy and Wright 1979, p. 355).
see also Brun's Constant, Prime Number, Twin Primes Constant
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## Mertens Function



The summary function

$$
M(n) \equiv \sum_{k=1}^{n} \mu(k)=\frac{6}{\pi^{2}} n+\mathcal{O}(\sqrt{n})
$$

where $\mu(n)$ is the Möbius Function. The first few values are $1,0,-1,-1,-2,-1,-2,-2,-2,-1,-2$, $-2, \ldots$ (Sloane's A002321). The first few values of $n$ at which $M(n)=0$ are $2,39,40,58,65,93,101,145,149$, $150, \ldots$ (Sloane's A028442).

Mertens function obeys

$$
\sum_{n=1}^{x} M\left(\frac{x}{n}\right)=1
$$

(Lehman 1960). The analytic form is unsolved, although Mertens Conjecture that

$$
|M(x)|<x^{1 / 2}
$$

has been disproved.
Lehman (1960) gives an algorithm for computing $M(x)$ with $\mathcal{O}\left(x^{2 / 3+\epsilon}\right)$ operations, while the Lagarias-Odlyzko (1987) algorithm for computing the Prime Counting Function $\pi(x)$ can be modified to give $M(x)$ in $\mathcal{O}\left(x^{3 / 5+\epsilon}\right)$ operations.
see also Mertens Conjecture, Möbius Function

## References

Lagarias, J. and Odlyzko, A. "Computing $\pi(x)$ : An Analytic Method." J. Algorithms 8, 173-191, 1987.
Lehman, R. S. "On Liouville's Function." Math. Comput. 14, 311-320, 1960.
Odlyzko, A. M. and te Riele, H. J. J. "Disproof of the Mertens Conjecture." J. reine angew. Math. 357, 138-160, 1985.
Sloane, N. J. A. Sequence A028442/M002321 in "An On-Line Version of the Encyclopedia of Integer Sequences."0102

## Mertens Theorem

$$
\lim _{x \rightarrow \infty} \frac{\prod_{\substack{2 \leq p \leq x \\ p \text { prime }}}\left(1-\frac{1}{p}\right)}{\frac{e^{-\gamma}}{\ln x}}=1,
$$

where $\gamma$ is the Euler-Mascheroni Constant and $e^{-\gamma}=0.56145 \ldots$
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## Mertz Apodization Function



An asymmetrical Apodization Function defined by

$$
M(x, b, d)= \begin{cases}0 & \text { for } x<-b \\ (x-b) /(2 b) & \text { for }-b<x<b \\ 1 & \text { for } b<x<b+2 d \\ 0 & \text { for } x<b+2 d\end{cases}
$$

where the two-sided portion is $2 b$ long (total) and the one-sided portion is $b+2 d$ long (Schnopper and Thompson 1974, p. 508). The Apparatus Function is

$$
\begin{aligned}
& M_{A}(k, b, d)=\frac{\sin [2 \pi k(b+2 d)}{2 \pi k} \\
& \quad+i\left\{\frac{\cos [2 \pi k(b+2 d)]}{2 \pi k}-\frac{\sin (2 b)}{4 \pi^{2} k^{2} b}\right\}
\end{aligned}
$$
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## Mesh Size

When a Closed Interval $[a, b]$ is partitioned by points $a<x_{1}<x_{2}<\ldots<x_{n-1}<b$, the lengths of the resulting intervals between the points are denoted $\Delta x_{1}$, $\Delta x_{2}, \ldots, \Delta x_{n}$, and the value $\max \Delta x_{k}$ is called the mesh size of the partition.
see also Integral, Lower Sum, Riemann Integral, Upper Sum

## Mesokurtic

A distribution with zero KURTOSIS ( $\gamma_{2}=0$ ).
see also KURTOSIS, LEPTOKURTIC

## Metabiaugmented Dodecahedron

see Johnson Solid

## Metabiaugmented Hexagonal Prism

 see Johnson Solid
# Metabiaugmented Truncated Dodecahedron 

 see Johnson SolidMetabidiminished Icosahedron

see Johnson Solid

Metabidiminished Rhombicosidodecahedron see Johnson Solid

## Metabigyrate Rhombicosidodecahedron

 see Johnson Solid
## Metadrome

A metadrome is a number whose Hexadecimal digits are in strict ascending order. The first few are $0,1,2$, $3,4,5,6,7,8,9,10,11,12,13,14,15,18,19,20,21$, $22,23,24,25,26,27, \ldots$ (Sloane's A023784).
see also Hexadecimal

## References

Sloane, N. J. A. Sequence A023784 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Metagyrate Diminished

## Rhombicosidodecahedron

see Johnson Solid

## Metalogic

see Metamathematics

## Metamathematics

The branch of Logic dealing with the study of the combination and application of mathematical symbols, sometimes called Metalogic. Metamathematics is the study of Mathematics itself, and one of its primary goals is to determine the nature of mathematical reasoning (Hofstadter 1989).
see also Logic, Mathematics

## References

Birkhoff, G. and Mac Lane, S. A Survey of Modern Algebra, 3rd ed. New York: Macmillan, p. 326, 1965.
Hofstadter, D. R. Gödel, Escher, Bach: An Eternal Golden Braid. New York: Vintage Books, p. 23, 1989.

## Method

A particular way of doing something, sometimes also called an Algorithm or Procedure. (According to Petkovšek et al. (1996), "a method is a trick that has worked at least twice.")
see also Adams-Bashforth-Moulton Method, Adams' Method, Backus-Gilbert Method, Ba-der-Deufliard Method, Bailey's Method, Bairstow's Method, Brent's Factorization Method, Brent's Method, Circle Method, Conjugate Gradient Method, Criss-Cross Method, Crout's

Method, de la Loubere's Method, Dixon's Factorization Method, Dixon's Random Squares factorization Method, Elliptic Curve Factorization Method, Euler's Factorization Method, Excludent Factorization Method, Exhaustion Method, False Position Method, Fermat's Factorization Method, Frobenius Method, Gill's Method, Gosper's Method, Graeffe's Method, Greene's Method, Halley's Method, Horner's Method, Hutton's Method, Jacobi Method, Kaps-Rentrop Methods, Laguerre's Method, Lambert's Method, Legendre's Factorization Method, Lehmer Method, Lehmer-Schur Method, Lenstra Elliptic Curve Method, Lin's Method, Lozenge Method, LUX Method, Mapes' Method, Maximum Entropy Method, Milne's Method, Muller's Method, Newton's Method, Newton-Raphson Method, Number Field Sieve Factorization Method, Overlapping Resonance Method, Pollard Monte Carlo factorization Method, Pollard $\rho$ Factorization Method, Pollard $p-1$ Factorization Method, PredictorCorrector Methods, Quadratic Sieve Factorization Method, Resonance Overlap Method, Rosenbrock Methods, Runge-Kutta Method, Schröder's Method, Secant Method, Siamese Method, Simplex Method, Snake Oll Method, Square Root Method, Steepest Descent Method, Tangent Hyperbolas Method, Undetermined Coefficients Method, Williams $p+1$ Factorization Method, Wynn’s Epsilon Method

## References

Petkovšek, M.; Wilf, H. S.; and Zeilberger, D. $A=B$. Wellesley, MA: A. K. Peters, p. 117, 1996.

## Metric

A Nonnegative function $g(x, y)$ describing the "DisTANCE" between neighboring points for a given Set. A metric satisfies the Triangle Inequality

$$
g(x, y)+g(y, z) \geq g(x, z)
$$

with equality IfF $x=y$, and is symmetric, so

$$
g(x, y)=g(y, x) .
$$

A Set possessing a metric is called a Metric Space. When viewed as a Tensor, the metric is called a Metric Tensor.
see also Cayley-Klein-Hilbert Metric, Distance, Fundamental Forms, Hyperbolic Metric, Metric Entropy, Metric Equivalence Problem, Metric Space, Metric Tensor, Part Metric, Riemannian Metric, Ultrametric

## References

Gray, A. "Metrics on Surfaces." Ch. 13 in Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 251-265, 1993.

## Metric Entropy

Also known as Kolmogorov Entropy, Kolmogor-ov-Sinai Entropy, or KS Entropy. The metric entropy is 0 for nonchaotic motion and $>0$ for ChaOtic motion.

## References

Ott, E. Chaos in Dynamical Systems. New York: Cambridge University Press, p. 138, 1993.

## Metric Equivalence Problem

1. Find a complete system of invariants, or
2. decide when two METRICS differ only by a coordinate transformation.
The most common statement of the problem is, "Given METRICS $g$ and $g^{\prime}$, does there exist a coordinate transformation from one to the other?" Christoffel and Lipschitz (1870) showed how to decide this question for two Riemannian Metrics.

The solution by E. Cartan requires computation of the 10th order Covariant Derivatives. The demonstration was simplified by A. Karlhede using the Tetrad formalism so that only seventh order Covariant Derivatives need be computed. However, in many common cases, the first or second-order Derivatives are Sufficient to answer the question.

## References

Karlhede, A. and Lindström, U. "Finding Space-Time Geometries without Using a Metric." Gen. Relativity Gravitation 15, 597-610, 1983.

## Metric Space

A Set $S$ with a global distance Function (the Metric $g$ ) which, for every two points $x, y$ in $S$, gives the Distance between them as a Nonnegative Real NumBER $g(x, y)$. A metric space must also satisfy

1. $g(x, x)=0 \operatorname{IFF} x=y$,
2. $g(x, y)=g(y, x)$,
3. The Triangle Inequality $g(x, y)+g(y, z) \geq$ $g(x, z)$.

## References

Munkres, J. R. Topology: A First Course. Englewood Cliffs, NJ: Prentice-Hall, 1975.
Rudin, W. Principles of Mathematical Analysis. New York: McGraw-Hill, 1976.

## Metric Tensor

A Tensor, also called a Riemannian Metric, which is symmetric and Positive Definite. Very roughly, the metric tensor $g_{i j}$ is a function which tells how to compute the distance between any two points in a given Space. Its components can be viewed as multiplication factors which must be placed in front of the differential displacements $d x_{i}$ in a generalized Pythagorean Theorem

$$
\begin{equation*}
d s^{2}=g_{11} d x_{1}{ }^{2}+g_{12} d x_{1} d x_{2}+g_{22} d x_{2}^{2}+\ldots \tag{1}
\end{equation*}
$$

In Euclidean Space, $g_{i j}=\delta_{i j}$ where $\delta$ is the Kronecker Delta (which is 0 for $i \neq j$ and 1 for $i=j$ ), reproducing the usual form of the Pythagorean TheOREM

$$
\begin{equation*}
d s^{2}=d x_{1}^{2}+d x_{2}^{2}+\ldots \tag{2}
\end{equation*}
$$

The metric tensor is defined abstractly as an InNer Product of every Tangent Space of a Manifold such that the Inner Product is a symmetric, nondegenerate, bilinear form on a Vector Space. This means that it takes two Vectors $\mathbf{v}, \mathbf{w}$ as arguments and produces a Real Number $\langle\mathbf{v}, \mathbf{w}\rangle$ such that

$$
\begin{gather*}
\langle k \mathbf{v}, w\rangle=k\langle\mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{v}, k \mathbf{w}\rangle  \tag{3}\\
\langle\mathbf{v}+\mathbf{w}, \mathbf{x}\rangle=\langle\mathbf{v}, \mathbf{x}\rangle+\langle\mathbf{w}, \mathbf{x}\rangle  \tag{4}\\
\langle\mathbf{v}, \mathbf{w}+\mathbf{x}\rangle=\langle\mathbf{v}, \mathbf{w}\rangle+\langle\mathbf{v}, \mathbf{x}\rangle  \tag{5}\\
\langle\mathbf{v}, \mathbf{w}\rangle=\langle\mathbf{w}, \mathbf{v}\rangle  \tag{6}\\
\langle\mathbf{v}, \mathbf{v}\rangle \geq 0, \tag{7}
\end{gather*}
$$

with equality $\operatorname{IfF} \mathbf{v}=0$.
In coordinate Notation (with respect to the basis),

$$
\begin{gather*}
g^{\alpha \beta}=\vec{e}^{\alpha} \cdot \vec{e}^{\beta}  \tag{8}\\
g_{\alpha \beta}=\vec{e}_{\alpha} \cdot \vec{e}_{\beta} .  \tag{9}\\
g_{\mu \nu} \equiv \frac{\partial \xi^{\alpha}}{\partial x^{\mu}} \frac{\partial \xi^{\beta}}{\partial x^{\nu}} \eta_{\alpha \beta}, \tag{10}
\end{gather*}
$$

where $\eta_{\alpha \beta}$ is the Minkowski Metric. This can also be written

$$
\begin{equation*}
g=D^{\mathrm{T}} \eta D, \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
D_{\alpha \mu} & \equiv \frac{\partial \xi^{\alpha}}{\partial x^{\mu}}  \tag{12}\\
D_{\alpha \mu}{ }^{\mathrm{T}} & =D_{\mu \alpha} .  \tag{13}\\
\frac{\partial}{\partial x^{m}} g_{i l} g^{l k} & =\frac{\partial}{\partial x^{m}} \delta_{i}^{k} \tag{14}
\end{align*}
$$

gives

$$
\begin{equation*}
g_{i l} \frac{\partial g^{l k}}{\partial x^{m}}=-g^{l k} \frac{\partial g_{i l}}{\partial x^{m}} \tag{15}
\end{equation*}
$$

The metric is Positive Definite, so a metric's Discriminant is Positive. For a metric in 2 -space,

$$
\begin{equation*}
g \equiv g_{11} g_{22}-g_{12}^{2}>0 \tag{16}
\end{equation*}
$$

The Orthogonality of Contravariant and Covariant metrics stipulated by

$$
\begin{equation*}
g_{i k} g^{i j}=\delta_{k}^{j} \tag{17}
\end{equation*}
$$

for $i=1, \ldots, n$ gives $n$ linear equations relating the $2 n$ quantities $g_{i j}$ and $g^{i j}$. Therefore, if $n$ metrics are known, the others can be determined.

In 2-space

$$
\begin{align*}
& g^{11}=\frac{g_{22}}{g}  \tag{18}\\
& g^{12}=g^{21}=-\frac{g_{12}}{g}  \tag{19}\\
& g^{22}=\frac{g_{11}}{g} \tag{20}
\end{align*}
$$

If $g$ is symmetric, then

$$
\begin{align*}
& g_{\alpha \beta}=g_{\beta \alpha}  \tag{21}\\
& g^{\alpha \beta}=g^{\beta \alpha} . \tag{22}
\end{align*}
$$

In Euclidean Space (and all other symmetric SPACES),

$$
\begin{equation*}
g_{\alpha}^{\beta}=g_{\alpha}^{\beta}=\delta_{\alpha}^{\beta} \tag{23}
\end{equation*}
$$

so

$$
\begin{equation*}
g_{\alpha \alpha}=\frac{1}{g^{\alpha \alpha}} \tag{24}
\end{equation*}
$$

The Angle $\phi$ between two parametric curves is given by

$$
\begin{equation*}
\cos \phi=\hat{\mathbf{r}}_{1} \cdot \hat{\mathbf{r}}_{2}=\frac{\mathbf{r}_{1}}{g_{1}} \cdot \frac{\mathbf{r}_{2}}{g_{2}}=\frac{g_{12}}{g_{1} g_{2}}, \tag{25}
\end{equation*}
$$

so

$$
\begin{equation*}
\sin \phi=\frac{\sqrt{g}}{g_{1} g_{2}} \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathbf{r}_{1} \times \mathbf{r}_{2}\right|=g_{1} g_{2} \sin \phi=\sqrt{g} \tag{27}
\end{equation*}
$$

The Line Element can be written

$$
\begin{equation*}
d s^{2}=d x_{i} d x_{i}=g_{i j} d q_{i} d q_{j} \tag{28}
\end{equation*}
$$

where Einstein Summation has been used. But

$$
\begin{equation*}
d x_{i}=\frac{\partial x_{i}}{\partial q_{1}} d q_{1}+\frac{\partial x_{i}}{\partial q_{2}} d q_{2}+\frac{\partial x_{i}}{\partial q_{3}} d q_{3}=\frac{\partial x_{i}}{\partial q_{j}} d q_{j} \tag{29}
\end{equation*}
$$

so

$$
\begin{equation*}
g_{i j}=\sum_{k} \frac{\partial^{2} x_{k}}{\partial q_{i} \partial q_{j}} \tag{30}
\end{equation*}
$$

For Orthogonal coordinate systems, $g_{i j}=0$ for $i \neq j$, and the Line Element becomes (for 3 -space)

$$
\begin{align*}
d s^{2} & =g_{11} d q_{1}^{2}+g_{22} d q_{2}^{2}+g_{33} d{q_{3}}^{2} \\
& =\left(h_{1} d q_{1}\right)^{2}+\left(h_{2} d q_{2}\right)^{2}+\left(h_{3} d q_{3}\right)^{2} \tag{31}
\end{align*}
$$

where $h_{i} \equiv \sqrt{g_{i i}}$ are called the Scale Factors.
see also Curvilinear Coordinates, Discriminant (Metric), Lichnerowicz Conditions, Line Element, Metric, Metric Equivalence Problem, Minkowski Space, Scale Factor, Space

## Mex

The Minimum excluded value. The mex of a Set $S$ of Nonnegative Integers is the least Nonnegative Integer not in the set.
see also Mex Sequence

## References

Guy, R. K. "Max and Mex Sequences." §E27 in Unsolved Problems in Number Theory, 2nd ed. New York: SpringerVerlag, pp. 227-228, 1994.

## Mex Sequence

A sequence defined from a Finite sequence $a_{0}, a_{1}, \ldots$, $a_{n}$ by defining $a_{n+1}=\operatorname{mex}_{i}\left(a_{i}+a_{n-i}\right)$, where mex is the MEX (minimum excluded value).
see also Max Sequence, Mex

## References

Guy, R. K. "Max and Mex Sequences." §E27 in Unsolved Problems in Number Theory, 2nd ed. New York: SpringerVerlag, pp. 227-228, 1994.

## Mian-Chowla Sequence

The sequence produced by starting with $a_{1}=1$ and applying the Greedy Algorithm in the following way: for each $k \geq 2$, let $a_{k}$ be the least Integer exceeding $a_{k-1}$ for which $a_{j}+a_{k}$ are all distinct, with $1 \leq j \leq k$. This procedure generates the sequence $1,2,4,8,13$, $21,31,45,66,81,97,123,148,182,204,252,290$, ... (Sloane's A005282). The Reciprocal sum of the sequence,

$$
S \equiv \sum_{i=1}^{\infty} \frac{1}{a_{i}}
$$

satisfies

$$
2.1568 \leq S \leq 2.1596
$$

see also $A$-SEQUENCE, $B_{2}$-SEQUENCE

## References

Guy, R. K. " $B_{2}$-Sequences." §E28 in Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, pp. 228-229, 1994.
Sloane, N. J. A. Sequence A005282/M1094 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Mice Problem

$n$ mice start at the corners of a regular $n$-gon of unit side length, each heading towards its closest neighboring mouse in a counterclockwise direction at constant speed. The mice each trace out a Spiral, meet in the center of the Polygon, and travel a distance

$$
d_{n}=\frac{1}{1-\cos \left(\frac{2 \pi}{m}\right)}
$$

The first few values for $n=2,3, \ldots$, are

$$
\begin{aligned}
& \frac{1}{2}, \frac{2}{3}, 1, \frac{1}{5}(5+\sqrt{5}), 2, \frac{1}{1-\cos \left(\frac{2 \pi}{7}\right)} \\
& 2+\sqrt{2}, \frac{1}{1-\cos \left(\frac{2 \pi}{9}\right)}, 3+\sqrt{5}, \ldots
\end{aligned}
$$

giving the numerical values $0.5,0.666667,1,1.44721,2$, 2.65597, 3.41421, 4.27432, 5.23607, ...
see also Apollonius Pursuit Problem, Pursuit Curve, Spiral, Tractrix

## References

Bernhart, A. "Polygons of Pursuit." Scripla Math. 24, 2350, 1959.
Madachy, J. S. Madachy's Mathematical Recreations. New York: Dover, pp. 201-204, 1979.

## Mid-Arc Points



The mid-arc points $M_{A B}, M_{A C}$, and $M_{B C}$ of a Triangle $\triangle A B C$ are the points on the Circumcircle of the triangle which lie half-way along each of the three Arcs determined by the vertices (Johnson 1929). These points arise in the definition of the Fuhrmann Circle and Fuhrmann Triangle, and lie on the extensions of the Perpendicular Bisectors of the triangle sides drawn from the Circumcenter $O$.

Kimberling $(1988,1994)$ and Kimberling and Veldkamp (1987) define the mid-arc points as the Points which have Triangle Center Functions

$$
\begin{aligned}
& \alpha_{1}=\left[\cos \left(\frac{1}{2} B\right)+\cos \left(\frac{1}{2} C\right)\right] \sec \left(\frac{1}{2} A\right) \\
& \alpha_{2}=\left[\cos \left(\frac{1}{2} B\right)+\cos \left(\frac{1}{2} C\right)\right] \csc \left(\frac{1}{2} A\right) .
\end{aligned}
$$

## see also Fuhrmann Circle, Fuhrmann Triangle

## References

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 228-229, 1929.
Kimberling, C. "Problem 804." Nieuw Archief voor Wiskunde 6, 170, 1988.
Kimberling, C. "Central Points and Central Lines in the Plane of a Triangle." Math. Mag. 67, 163-187, 1994.
Kimberling, C. and Veldkamp, G. R. "Problem 1160 and Solution." Crux Math. 13, 298-299, 1987.

Midcircle





The midcircle of two given Circles is the Circle which would Invert the circles into each other. Dixon (1991) gives constructions for the midcircle for four of the five possible configurations. In the case of the two given Circles tangent to each other, there are two midcircles. see also Inversion, Inversion Circle

## References

Dixon, R. Mathographics. New York: Dover, pp. 66-68, 1991.

## Middlespoint <br> see Mittenpunkt

## Midpoint



The point on a Line Segment dividing it into two segments of equal length. The midpoint of a line segment is easy to locate by first constructing a Lens using circular arcs, then connecting the cusps of the Lens. The point where the cusp-connecting line intersects the segment is then the midpoint (Pedoe 1995, p. xii). It is more challenging to locate the midpoint using only a Compass, but Pedoe (1995, pp. xviii-xix) gives one solution.

In a Right Triangle, the midpoint of the Hypotenuse is equidistant from the three Vertices (Dunham 1990).


Given a Triangle $\Delta A_{1} A_{2} A_{3}$ with Area $\Delta$, locate the midpoints $M_{i}$. Now inscribe two triangles $\Delta P_{1} P_{2} P_{3}$ and $\Delta Q_{1} Q_{2} Q_{3}$ with Vertices $P_{i}$ and $Q_{i}$ placed so that $\overline{P_{i} M_{i}}=\overline{Q_{i} M_{i}}$. Then $\Delta P_{1} P_{2} P_{3}$ and $\Delta Q_{1} Q_{2} Q_{3}$ have equal areas

$$
\begin{aligned}
\Delta_{P}=\Delta_{Q}=\Delta\left[1-\left(\frac{m_{1}}{a_{1}}\right.\right. & \left.+\frac{m_{2}}{a_{2}}+\frac{m_{3}}{a_{3}}\right) \\
& \left.+\frac{m_{2} m_{2}}{a_{2} a_{3}}+\frac{m_{3} m_{1}}{a_{3} a_{1}}+\frac{m_{1} m_{2}}{a_{1} a_{2}}\right]
\end{aligned}
$$

where $a_{i}$ are the sides of the original triangle and $m_{i}$ are the lengths of the Medians (Johnson 1929).
see also Archimedes' Midpoint Theorem, Brocard Midpoint, Circle-Point Midpoint Theorem, Line Segment, Median (Triangle), Midpoint Ellipse

## References

Dunham, W. Journey Through Genius: The Great Theorems of Mathematics. New York: Wiley, pp. 120-121, 1990.
Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, p. 80, 1929.
Pedoe, D. Circles: A Mathematical View, rev. ed. Washington, DC: Math. Assoc. Amer., 1995.

## Midpoint Ellipse

The unique Ellipse tangent to the Midpoints of a Triangle's Legs. The midpoint ellipse has the maximum Area of any Inscribed Ellipse (Chakerian 1979). Under an Affine Transformation, the midpoint ellipse can be transformed into the Incircle of an Equilateral Triangle.
see also Affine Transformation, Ellipse, Incircle, Midpoint, Triangle

## References

Central Similarities. University of Minnesota College Geometry Project. Distributed by International Film Bureau, Inc.
Chakerian, G. D. "A Distorted View of Geometry." Ch. 7 in Mathematical Plums (Ed. R. Honsberger). Washington, DC: Math. Assoc. Amer., pp. 135-136 and 145-146, 1979.
Pedoe, D. "Thinking Geometrically." Amer. Math. Monthly 77, 711-721, 1970.

## Midradius

The Radius of the Midsphere of a Polyhedron, also called the Interradius. For a Regular Polyhedron with Schläfli Symbol $\{q, p\}$, the Dual Polyhedron is $\{p, q\}$. Denote the Inradius $r$, midradius $\rho$, and CirCUMRADIUS $R$, and let the side length be $a$. Then

$$
\begin{align*}
& r^{2}=\left[a \csc \left(\frac{\pi}{p}\right)\right]^{2}+R^{2}=a^{2}+\rho^{2}  \tag{1}\\
& \rho^{2}=\left[a \cot \left(\frac{\pi}{p}\right)\right]^{2}+R^{2} \tag{2}
\end{align*}
$$

For Regular Polyhedra and Uniform Polyhedra, the Dual Polyhedron has Circumradius $\rho^{2} / r$ and

Inradius $\rho^{2} / R$. Let $\theta$ be the Angle subtended by the Edge of an Archimedean Solid. Then

$$
\begin{align*}
r & =\frac{1}{2} a \cos \left(\frac{1}{2} \theta\right) \cot \left(\frac{1}{2} \theta\right)  \tag{3}\\
\rho & =\frac{1}{2} a \cot \left(\frac{1}{2} \theta\right)  \tag{4}\\
R & =\frac{1}{2} a \csc \left(\frac{1}{2} \theta\right) \tag{5}
\end{align*}
$$

so

$$
\begin{equation*}
r: \rho: R=\cos \left(\frac{1}{2} \theta\right): 1: \sec \left(\frac{1}{2} \theta\right) \tag{6}
\end{equation*}
$$

(Cundy and Rollett 1989). Expressing the midradius in terms of the Inradius $r$ and Circumradius $R$ gives

$$
\begin{align*}
\rho & =\frac{1}{2} \sqrt{2} \sqrt{r^{2}+r \sqrt{r^{2}+a^{2}}} \\
& =\sqrt{R^{2}-\frac{1}{4} a^{2}} \tag{7}
\end{align*}
$$

for an Archimedean Solid.

## References

Cundy, H. and Rollett, A. Mathematical Models, 3rd ed.
Stradbroke, England: Tarquin Pub., pp. 126-127, 1989.

## Midrange

$$
\operatorname{midrange}[f(x)] \equiv \frac{1}{2}\{\max [f(x)]+\min [f(x)]\}
$$

see also Maximum, Mean, Median (Statistics), Minimum

## Midsphere

The Sphere with respect to which the Vertices of a POLYHEDRON are the poles of the planes of the faces of the Dual Polyhedron (and vice versa). It touches all Edges of a Semiregular Polyhedron or Regular Polyhedron. It is also called the Intersphere or Reciprocating Sphere.
see also Circumsphere, Dual Polyhedron, InSPHERE

## Midy's Theorem

If the period of a Repeating Decimal for $a / p$ has an Even number of digits, the sum of the two halves is a string of 9 s , where $p$ is Prime and $a / p$ is a Reduced Fraction.
see also Decimal Expansion, Repeating Decimal

## References

Rademacher, H. and Toeplitz, O. The Enjoyment of Mathematics: Selections from Mathematics for the Amateur. Princeton, NJ: Princeton University Press, pp. 158-160, 1957.

## Mikusiński’s Problem

Is it possible to cover completely the surface of a Sphere with congruent, nonoverlapping arcs of Great CirCles? Conway and Croft (1964) proved that it can be covered with half-open arcs, but not with open arcs. They also showed that the Plane can be covered with congruent closed and half-open segments, but not with open ones.

## References

Conway, J. H. and Croft, H. T. "Covering a Sphere with Great-Circle Arcs." Proc. Cambridge Phil. Soc. 60, 787900, 1964.
Gardner, M. "Point Sets on the Sphere." Ch. 12 in Knotted Doughnuts and Other Mathematical Entertainments. New York: W. H. Freeman, pp. 145-154, 1986.

## Milin Conjecture

An Inequality which Implies the correctness of the Robertson Conjecture (Milin 1971). de Branges (1985) proved this conjecture, which led to the proof of the full Bieberbach Conjecture.
see also Bieberbach Conjecture, Robertson ConJECTURE

## References

de Branges, L. "A Proof of the Bieberbach Conjecture." Acta Math. 154, 137-152, 1985.
Milin, I. M. Univalent Functions and Orthonormal Systems. Providence, RI: Amer. Math. Soc., 1977.
Stewart, I. From Here to Infinity: A Guide to Today's Mathematics. Oxford, England: Oxford University Press, p. 165, 1996.

## Mill

The $n$-roll mill curve is given by the equation

$$
x^{n}-\binom{n}{2} x^{n-2} y^{2}+\binom{n}{4} x^{n-4} y^{4}-\ldots=a^{n}
$$

where $\binom{n}{k}$ is a Binomial Coefficient.

## References

von Seggern, D. CRC Standard Curves and Surfaces. Boca Raton, FL: CRC Press, p. 86, 1993.

## Miller's Algorithm

For a catastrophically unstable recurrence in one direction, any seed values for consecutive $x_{j}$ and $x_{j+1}$ will converge to the desired sequence of functions in the opposite direction times an unknown normalization factor.

## Miller-Aškinuze Solid

see Elongated Square Gyrobicupola

## Miller Cylindrical Projection



A Map Projection given by the following transformation,

$$
\begin{align*}
x & =\lambda-\lambda_{0}  \tag{1}\\
y & =\frac{5}{4} \ln \left[\tan \left(\frac{1}{4} \pi+\frac{2}{5} \phi\right)\right]  \tag{2}\\
& =\frac{5}{4} \sinh ^{-1}\left[\tan \left(\frac{4}{5} \phi\right)\right] . \tag{3}
\end{align*}
$$

Here $x$ and $y$ are the plane coordinates of a projected point, $\lambda$ is the longitude of a point on the globe, $\lambda_{0}$ is central longitude used for the projection, and $\phi$ is the latitude of the point on the globe. The inverse FormuLAS are

$$
\begin{align*}
& \phi=\frac{5}{2} \tan ^{-1}\left(e^{4 y / 5}\right)-\frac{5}{8} \pi=\frac{5}{4} \tan ^{-1}\left[\sinh \left(\frac{4}{5} y\right)\right]  \tag{4}\\
& \lambda=\lambda_{0}+x \tag{5}
\end{align*}
$$

## References

Snyder, J. P. Map Projections-A Working Manual. U. S. Geological Survey Professional Paper 1395. Washington, DC: U. S. Government Printing Office, pp. 86-89, 1987.

## Miller's Primality Test

If a number fails this test, it is not a Prime. If the number passes, it may be a Prime. A number passing Miller's test is called a Strong Pseudoprime to base $a$. If a number $n$ does not pass the test, then it is called a Witness for the Compositeness of $n$. If $n$ is an Odd, Positive Composite Number, then $n$ passes Miller's test for at most $(n-1) / 4$ bases with $1 \leq a \leq-1$ (Long 1995). There is no analog of Carmichael Numbers for Strong Pseudoprimes.

The only Composite Number less than $2.5 \times 10^{13}$ which does not have $2,3,5$, or 7 as a Wirness is 3215031751 . Miller showed that any composite $n$ has a Witness less than $70(\ln n)^{2}$ if the Riemann Hypothesis is true.
see also Adleman-Pomerance-Rumely Primality Test, Strong Pseudoprime

## References
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Miller's Solid
see Elongated Square Gyrobicupola

## Milliard

In British, French, and German usage, one milliard equals $10^{9}$. American usage does not have a number called the milliard, instead using the term Billion to denote $10^{9}$.
see also Billion, Large Number, Million, Trillion

## Millin Series

The series with sum

$$
S^{\prime} \equiv \sum_{n=0}^{\infty} \frac{1}{F_{2^{n}}}=\frac{1}{2}(7-\sqrt{5})
$$

where $F_{k}$ is a Fibonacci Number (Honsberger 1985). see also Fibonacci Number
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## Million

The number $1,000,000=10^{6}$. While one million in America means the same thing as one million in Britain, the words Billion, Trillion, etc., refer to different numbers in the two naming systems. While Americans may say "Thanks a million" to express gratitude, Norwegians offer "Thanks a thousand" ("tusen takk").
see also Billion, Large Number, Milliard, ThouSANd, Trillion

## Mills' Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Mills (1947) proved the existence of a constant $\theta=$ 1.3064... such that

$$
\begin{equation*}
\left\lfloor\theta^{3^{n}}\right\rfloor \tag{1}
\end{equation*}
$$

is Prime for all $n \geq 1$, where $\lfloor x\rfloor$ is the Floor Function. It is not, however, known if $\theta$ is Irrational. Mills' proof was based on the following theorem by Hoheisel (1930) and Ingham (1937). Let $p_{n}$ be the $n$th Prime, then there exists a constant $K$ such that

$$
\begin{equation*}
p_{n+1}-p_{n}<K p_{n}^{5 / 8} \tag{2}
\end{equation*}
$$

for all $n$. This has more recently been strengthened to

$$
\begin{equation*}
p_{n+1}-p_{n}<K p_{n}^{1051 / 1920} \tag{3}
\end{equation*}
$$

(Mozzochi 1986). If the Riemann Hypothesis is true, then Cramér (1937) showed that

$$
\begin{equation*}
p_{n+1}-p_{n}=\mathcal{O}\left(\ln p_{n} \sqrt{p_{n}}\right) \tag{4}
\end{equation*}
$$

(Finch).

Hardy and Wright (1979) point out that, despite the beauty of such Formulas, they do not have any practical consequences. In fact, unless the exact value of $\theta$ is known, the Primes themselves must be known in advance to determine $\theta$. A generalization of Mills' theorem to an arbitrary sequence of Positive Integers is given as an exercise by Ellison and Ellison (1985). Consequently, infinitely many values for $\theta$ other than the number $1.3064 \ldots$ are possible.
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## Milne's Method

A Predictor-Corrector Method for solution of Ordinary Differential Equations. The third-order equations for predictor and corrector are

$$
\begin{aligned}
& y_{n+1}=y_{n-3}+\frac{4}{3} h\left(2 y_{n}^{\prime}-y_{n-1}^{\prime}+2 y_{n-2}^{\prime}\right)+\mathcal{O}\left(h^{5}\right) \\
& y_{n+1}=y_{n-1}+\frac{1}{3} h\left(y_{n-1}^{\prime}+4 y_{n}^{\prime}+y_{n+1}^{\prime}\right)+\mathcal{O}\left(h^{5}\right) .
\end{aligned}
$$

Abramowitz and Stegun (1972) also give the fifth order equations and formulas involving higher derivatives.
see also Adams' Method, Gill's Method, Predic-tor-Corrector Methods, Runge-Kutta Method
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## Milnor's Conjecture

The Unknotting Number for a Torus Knot ( $p, q$ ) is $(p-1)(q-1) / 2$. This 40 -year-old Conjecture was proved (Adams 1994) in Kronheimer and Mrowka (1993, 1995).
see also Torus Knot, Unknotting Number
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## Milnor's Theorem

If a Compact Manifold $M$ has Nonnegative Ricci Curvature, then its Fundamental Group has at most Polynomial growth. On the other hand, if $M$ has Negative curvature, then its Fundamental Group has exponential growth in the sense that $n(\lambda)$ grows exponentially, where $n(\lambda)$ is (essentially) the number of different "words" of length $\lambda$ which can be made in the Fundamental Group.
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## Minimal Cover

A minimal cover is a COvER for which removal of one member destroys the covering property. Let $\mu(n, k)$ be the number of minimal covers of $\{1, \ldots, n\}$ with $k$ members. Then

$$
\mu(n, k)=\frac{1}{k!} \sum_{m=k}^{\alpha_{k}}\binom{2^{k}-k-1}{m-k} m!s(n, m)
$$

where $\binom{n}{k}$ is a Binomial Coefficient, $s(n, m)$ is a Stirling Number of the Second Kind, and

$$
\alpha_{k}=\min \left(n, 2^{k}-1\right)
$$

Special cases include $\mu(n, 1)=1$ and $\mu(n, 2)=s(n+$ 1,3 ).

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Sloane <br> $n$ |  | 000392 | 003468 | 016111 |  |  |  |
| 1 | 1 |  |  |  |  |  |  |
| 2 | 1 | 1 |  |  |  |  |  |
| 3 | 1 | 6 | 1 |  |  |  |  |
| 4 | 1 | 25 | 22 | 1 |  |  |  |
| 5 | 1 | 90 | 305 | 65 | 1 |  |  |
| 6 | 1 | 301 | 3410 | 2540 | 171 | 1 |  |
| 7 | 1 | 966 | 33621 | 77350 | 17066 | 420 | 1 |

see also Cover, Lew $k$-GRam, Stirling Number of the Second Kind
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## Minimal Discriminant

## see Frey Curve

## Minimal Matrix

A Matrix with 0 Determinant whose Determinant becomes Nonzero when any element on or below the diagonal is changed from 0 to 1 . An example is

$$
M=\left[\begin{array}{cccc}
1 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
1 & 1 & 1 & -1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

There are $2^{n-1}$ minimal Special Matrices of size $n \times$ $n$.
see also Special Matrix
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## Minimal Residue

The value $b$ or $b-m$, whichever is smaller in ABSOLUTE Value, where $a \equiv b(\bmod m)$.
see also Residue (Congruence)

## Minimal Set

A Set for which the dynamics can be generated by the dynamics on any subset.

## Minimal Surface

Minimal surfaces are defined as surfaces with zero MEAN Curvature, and therefore satisfy Lagrange's EquaTION

$$
\left(1+f_{y}^{2}\right) f_{x x}+2 f_{x} f_{y} f_{x y}+\left(1+f_{x}^{2}\right) f_{y y}=0
$$

Minimal surfaces may also be characterized as surfaces of minimal AREA for given boundary conditions. A Plane is a trivial Minimal Surface, and the first nontrivial examples (the Catenoid and Helicoid) were found by Meusnier in 1776 (Meusnier 1785).
Euler proved that a minimal surface is planar IfF its Gaussian Curvature is zero at every point so that it is locally Saddle-shaped. The Existence of a solution to the general case was independently proven by Douglas (1931) and Radó (1933), although their analysis could not exclude the possibility of singularities. Osserman (1970) and Gulliver (1973) showed that a minimizing solution cannot have singularities.

The only known complete (boundaryless), embedded (no self-intersections) minimal surfaces of finite topology known for 200 years were the Catenoid, Helicoid, and Plane. Hoffman discovered a three-ended Genus 1 minimal embedded surface, and demonstrated the existence of an infinite number of such surfaces. A fourended embedded minimal surface has also been found. L. Bers proved that any finite isolated Singularity of a single-valued parameterized minimal surface is removable.

A surface can be parameterized using a Isothermal Parameterization. Such a parameterization is minimal if the coordinate functions $x_{k}$ are Harmonic, i.e., $\phi_{k}(\zeta)$ are Analytic. A minimal surface can therefore be defined by a triple of Analytic Functions such that $\phi_{k} \phi_{k}=0$. The Real parameterization is then obtained as

$$
\begin{equation*}
x_{k}=\Re \int \phi_{k}(\zeta) d \zeta \tag{1}
\end{equation*}
$$

But, for an Analytic Function $f$ and a MeromorPHIC function $g$, the triple of functions

$$
\begin{align*}
& \phi_{1}(\zeta)=f\left(1-g^{2}\right)  \tag{2}\\
& \phi_{2}(\zeta)=i f\left(1+g^{2}\right)  \tag{3}\\
& \phi_{3}(\zeta)=2 f g \tag{4}
\end{align*}
$$

are Analytic as long as $f$ has a zero of order $\geq m$ at every Pole of $g$ of order $m$. This gives a minimal surface in terms of the Enneper-Weierstraß Parameterization

$$
\Re \int\left[\begin{array}{c}
f\left(1-g^{2}\right)  \tag{5}\\
i f\left(1+g^{2}\right) \\
2 f g
\end{array}\right] d \zeta .
$$

see also Bernstein Minimal Surface Theorem, Calculus of Variations, Catalan's Surface, Catenoid, Costa Minimal Surface, Enneper-Weierstraß Parameterization, Flat Surface, Henneberg's Minimal Surface, Hoffman's Minimal Surface, Immersed Minimal Surface, Lichtenfels Surface, Maeder's Owl Minimal Surface, Nirenberg's Conjecture, Parameterization, Plateau's Problem, Scherk's Minimal Surfaces, Trinoid, Unduloid
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## Minimax Approximation

A minimization of the MAXIMUM error for a fixed number of terms.

## Minimax Polynomial

The approximating Polynomial which has the smallest maximum deviation from the true function. It is closely approximated by the Chebyshev Polynomials of the First Kind.

## Minimax Theorem

The fundamental theorem of Game Theory which states that every Finite, Zero-Sum, two-person Game has optimal Mixed Strategies. It was proved by John von Neumann in 1928.
Formally, let $\mathbf{X}$ and $\mathbf{Y}$ be Mixed Strategies for players A and B. Let A be the Payoff Matrix. Then

$$
\max _{X} \min _{Y} \mathbf{X}^{\mathrm{T}} \mathrm{~A} \mathbf{Y}=\min _{Y} \max _{X} \mathbf{X}^{\mathrm{T}} \mathrm{~A} \mathbf{Y}=v
$$

where $v$ is called the Value of the Game and $\mathbf{X}$ and $\mathbf{Y}$ are called the solutions. It also turns out that if there is more than one optimal Mixed Strategy, there are infinitely many.
see also Mixed Strategy
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## Minimum

The smallest value of a set, function, etc. The minimum value of a set of elements $A=\left\{a_{i}\right\}_{i=1}^{N}$ is denoted $\min A$ or $\min _{i} a_{i}$, and is equal to the first element of a sorted (i.e., ordered) version of $A$. For example, given the set $\{3,5,4,1\}$, the sorted version is $\{1,3,4,5\}$, so the minimum is 1 . The Maximum and minimum are the simplest Order Statistics.

minimum

maximum

stationary point

A continuous Function may assume a minimum at a single point or may have minima at a number of points. A Global Minimum of a Function is the smallest value in the entire Range of the Function, while a Local Minimum is the smallest value in some local neighborhood.

For a function $f(x)$ which is Continuous at a point $x_{0}$, a Necessary but not Sufficient condition for $f(x)$ to have a Relative Minimum at $x=x_{0}$ is that $x_{0}$ be a Critical Point (i.e., $f(x)$ is either not Differentiable at $x_{0}$ or $x_{0}$ is a Stationary Point, in which case $f^{\prime}\left(x_{0}\right)=0$ ).

The First Derivative Test can be applied to Continuous Functions to distinguish minima from MaXIMA. For twice differentiable functions of one variable, $f(x)$, or of two variables, $f(x, y)$, the Second Derivative Test can sometimes also identify the nature of an Extremum. For a function $f(x)$, the Extremum Test succeeds under more general conditions than the Second Derivative Test.
see also Critical Point, Extremum, First Derivative Test, Global Maximum, Inflection Point, Local Maximum, Maximum, Midrange, Order Statistic, Saddle Point (Function), Second DeRivative Test, Stationary Point
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## Minkowski-Bouligand Dimension

In many cases, the Hausdorff Dimension correctly describes the correction term for a resonator with Fractal Perimeter in Lorentz's conjecture. However, in general, the proper dimension to use turns out to be the Minkowski-Bouligand dimension (Schroeder 1991).
Let $F(r)$ be the Area traced out by a small Circle with Radius $r$ following a fractal curve. Then, providing the Limit exists,

$$
D_{M} \equiv \lim _{r \rightarrow 0} \frac{\ln F(r)}{-\ln r}+2
$$

(Schroeder 1991). It is conjectured that for all strictly self-similar fractals, the Minkowski-Bouligand dimension is equal to the Hausdorff Dimension $D$; otherwise $D_{M}>D$.

## see also Hausdorff Dimension
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## Minkowski Convex Body Theorem

A bounded plane convex region symmetric about a Lattice Point and with Area $>4$ must contain at least three Lattice Points in the interior. In $n$ - D , the theorem can be generalized to a region with AREA $>2^{n}$, which must contain at least three Lattice Points. The theorem can be derived from Blichfeldt's Theorem. see also Blichfeldt's Theorem

## Minkowski Geometry see Minkowski Space

## Minkowski-Hlawka Theorem

There exist lattices in $n$-D having Hypersphere PackING densities satisfying

$$
\eta \geq \frac{\zeta(n)}{2^{n-1}}
$$

where $\zeta(n)$ is the Riemann Zeta Function. However, the proof of this theorem is nonconstructive and it is still not known how to actually construct packings that are this dense.
see also Hermite Constants, Hypersphere PackING
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## Minkowski Integral Inequality

If $p>1$, then

$$
\begin{aligned}
{\left[\int_{a}^{b} \mid f(x)\right.} & \left.+\left.g(x)\right|^{p} d x\right]^{1 / p} \\
& \leq\left[\int_{a}^{b}|f(x)|^{p} d x\right]^{1 / p}+\left[\int_{a}^{b}|g(x)|^{p} d x\right]^{1 / p}
\end{aligned}
$$

## see also Minkowski Sum Inequality
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## Minkowski Measure

The Minkowski measure of a bounded, Closed SET is the same as its Lebesgue Measure.
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## Minkowski Metric

In Cartesian Coordinates,

$$
\begin{gather*}
d s^{2}=d x^{2}+d y^{2}+d z^{2}  \tag{1}\\
d \tau^{2}=-c^{2} d t^{2}+d x^{2}+d y^{2}+d z^{2}, \tag{2}
\end{gather*}
$$

and

$$
g_{\alpha \beta} \equiv \eta_{\alpha \beta}=\left[\begin{array}{cccc}
-1 & 0 & 0 & 0  \tag{3}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

In Spherical Coordinates,

$$
\begin{gather*}
d s^{2}=d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}  \tag{4}\\
d \tau^{2}=-c^{2} d t^{2}+d r^{2}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \phi^{2}, \tag{5}
\end{gather*}
$$

and

$$
g=\left[\begin{array}{cccc}
-1 & 0 & 0 & 0  \tag{6}\\
0 & 1 & 0 & 0 \\
0 & 0 & r^{2} & 0 \\
0 & 0 & 0 & r^{2} \sin ^{2} \theta
\end{array}\right]
$$

see also LorentZ Transformation, Minkowski Space

## Minkowski Sausage



A Fractal created from the base curve and motif illustrated below.


The number of segments after the $n$th iteration is

$$
N_{n}=8^{n},
$$

and

$$
\epsilon_{n}=\left(\frac{1}{4}\right)^{n},
$$

so the Capacity Dimension is
$D \equiv-\lim _{n \rightarrow \infty} \frac{\ln N_{n}}{\ln \epsilon_{n}}=-\lim _{n \rightarrow \infty} \frac{\ln 8^{n}}{\ln 4^{n}}=\frac{\ln 8}{\ln 4}=\frac{3 \ln 2}{2 \ln 2}=\frac{3}{2}$.
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## Minkowski Space

A 4-D space with the Minkowski Metric. Alternatively, it can be considered to have a Euclidean Metric, but with its Vectors defined by

$$
\left[\begin{array}{l}
x_{0}  \tag{1}\\
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{c}
i c t \\
x \\
y \\
z
\end{array}\right],
$$

where $c$ is the speed of light. The Metric is Diagonal with

$$
\begin{equation*}
g_{\alpha \alpha}=\frac{1}{g_{\sim n}} \tag{2}
\end{equation*}
$$

so

$$
\begin{equation*}
\eta^{\beta \delta}=\eta_{\beta \delta} . \tag{3}
\end{equation*}
$$

Let $\Lambda$ be the Tensor for a Lorentz Transformation. Then

$$
\begin{align*}
\eta^{\beta \delta} \Lambda_{\delta}^{\gamma} & =\Lambda^{\beta \gamma}  \tag{4}\\
\eta_{\alpha \gamma} \Lambda^{\beta \gamma} & =\Lambda_{\alpha}^{\beta}  \tag{5}\\
\Lambda_{\alpha}{ }^{\beta}=\eta_{\alpha \gamma} \Lambda^{\beta \gamma} & =\eta_{\alpha \gamma} \eta^{\beta \delta} \Lambda_{\delta}^{\gamma} \tag{6}
\end{align*}
$$

The Necessary and Sufficient conditions for a metric $g_{\mu \nu}$ to be equivalent to the Minkowski metric $\eta_{\alpha \beta}$ are that the Riemann Tensor vanishes everywhere $\left(R^{\lambda}{ }_{\mu \nu \kappa}=0\right)$ and that at some point $g^{\mu \nu}$ has three Positive and one Negative Eigenvalues.
see also Lorentz Transformation, Minkowski Metric
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## Minkowski Sum

The sum of sets $A$ and $B$ in a Vector Space, equal to $\{a+b: a \in A, b \in B\}$.

## Minkowski Sum Inequality

If $p>1$ and $a_{k}, b_{k}>0$, then
$\left[\sum_{k=1}^{n}\left(a_{k}+b_{k}\right)^{p}\right]^{1 / p} \leq\left(\sum_{k=1}^{n} a_{k}{ }^{p}\right)^{1 / p}+\left(\sum_{k=1}^{n} b_{k}{ }^{p}\right)^{1 / p}$.
Equality holds IFF the sequences $a_{1}, a_{2}, \ldots$ and $b_{1}, b_{2}$, ... are proportional.
see also Minkowski Integral Inequality
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## Minor

The reduced Determinant of a Determinant ExPANSION, denoted $M_{i j}$, which is formed by omitting the $i$ th row and $j$ th column.
see also Cofactor, Determinant, Determinant Expansion by Minors
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## Minor Axis

see Semiminor Axis

## Minor Graph

A "minor" is a sort of SUBGRAPH and is what Kuratowski means when he says "contain." It is roughly a small graph which can be mapped into the big one without merging Vertices.

## Minus

The operation of SUBTRACTION, i.e., $a$ minus $b$. The operation is denoted $a-b$. The Minus Sign "-" is also used to denote a Negative number, i.e., $-x$.
see also Minus Sign, Negative, Plus, Plus or Minus, Times

## Minus or Plus

see Plus or Minus

## Minus Sign

The symbol "-" which is used to denote a Negative number or Subtraction.
see also Minus, Plus Sign, Sign, Subtraction

## Minute

see ARC Minute

## Miquel Circles



For a Triangle $\triangle A B C$ and three points $A^{\prime}, B^{\prime}$, and $C^{\prime}$, one on each of its sides, the three Miquel circles are the circles passing through each Vertex and its neighboring sidc points (i.e., $A C^{\prime} B^{\prime}, B A^{\prime} C^{\prime}$, and $C B^{\prime} A^{\prime}$ ). According to Miquel's Theorem, the Miquel circles are Concurrent in a point $M$ known as the Miquel Point. Similarly, there are $n$ Miquel circles for $n$ lines taken $(n-1)$ at a time.
see also Miquel Point, Miquel's Theorem, Miquel Triangle

## Miquel Equation

$$
\measuredangle A_{2} M A_{3}=\measuredangle A_{2} A_{1} A_{3}+\measuredangle P_{2} P_{1} P_{3}
$$

where $\measuredangle$ is a Directed Angle.
see also Directed Angle, Miquel's Theorem

## References

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 131-144, 1929.

## Miquel Point

The point of Concurrence of the Miquel Circles. see also Miquel Circles, Miquel's Theorem, Miquel Triangle

## Miquel's Theorem



If a point is marked on each side of a Triangle $\triangle A B C$, then the three Miquel Circles (each through a VerTEX and the two marked points on the adjacent sides)
are Concurrent at a point $M$ called the Miquel Point. This result is a slight generalization of the socalled Pivot Theorem.

If $M$ lies in the interior of the triangle, then it satisfies

$$
\begin{aligned}
& \angle P_{2} M P_{3}=180^{\circ}-\alpha_{1} \\
& \angle P_{3} M P_{1}=180^{\circ}-\alpha_{2} \\
& \angle P_{1} M P_{2}=180^{\circ}-\alpha_{3} .
\end{aligned}
$$

The lines from the Miquel Point to the marked points make equal angles with the respective sides. (This is a by-product of the Miquel Equation.)


Given four lines $L_{1}, \ldots, L_{4}$ each intersecting the other three, the four Miquel Circles passing through each subset of three intersection points of the lines meet in a point known as the 4 -Miquel point $M$. Furthermore, the centers of these four Miquel Circles lie on a Circle $C_{4}$ (Johnson 1929, p. 139). The lines from $M$ to given points on the sides make equal ANGLES with respect to the sides.

Similarly, given $n$ lines taken by $(n-1)$ s yield $n$ Miquel Circles like $C_{4}$ passing through a point $P_{n}$, and their centers lie on a Circle $C_{n+1}$.
see also Miquel Circles, Miquel Equation, Miquel Triangle, Nine-Point Circle, Pedal Circle, Pivot Theorem
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## Miquel Triangle

Given a point $P$ and a triangle $\Delta A_{1} A_{2} A_{3}$, the Miquel triangle is the triangle connecting the side points $P_{1}$, $P_{2}$, and $P_{3}$ of $\Delta A_{1} A_{2} A_{3}$ with respect to which $P$ is the Miquel Point. All Miquel triangles of a given point $M$ are directly similar, and $M$ is the Similitude Center in every case.

## Mira Fractal

A Fractal based on the map

$$
F(x)=a x+\frac{2(1-a) x^{2}}{1+x^{2}} .
$$

## References
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## Mirimanoff's Congruence

If the first case of Fermat's Last Theorem is false for the Prime exponent $p$, then $3^{p-1} \equiv 1\left(\bmod p^{2}\right)$.
see also Fermat's Last Theorem

## Mirror Image

An image of an object obtained by reflecting it in a mirror so that the signs of one of its coordinates are reversed.
see Mmphichiral, Chiral, Enantiomer, HandedNESS

## Mirror Plane

The Symmetry Operation $(x, y, z) \rightarrow(x, y,-z)$, etc., which is equivalent to $\overline{2}$, where the bar denotes an Improper Rotation.

## Misère Form

A version of Nim-like Games in which the player taking the last piece is the loser. For most Impartial Games, this form is much harder to analyze, but it requires only a trivial modification for the game of NIM.

## Mitchell Index

The statistical Index

$$
P_{M} \equiv \frac{\sum p_{n} q_{a}}{\sum p_{0} q_{a}}
$$

where $p_{n}$ is the price per unit in period $n$ and $q_{n}$ is the quantity produced in period $n$.
see also Index
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Miter Surface


A Quartic Surface named after its resemblance to the liturgical headdress worn by bishops and given by the equation

$$
4 x^{2}\left(x^{2}+y^{2}+z^{2}\right)-y^{2}\left(1-y^{2}-z^{2}\right)=0 .
$$

see also Quartic Surface
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## Mittag-Leffler Function

$$
E_{\gamma}(x) \equiv \sum_{k=0}^{\infty} \frac{x^{k}}{\Gamma(\gamma k+1)}
$$

It is related to the Generalized Hyperbolic FuncTIONS by

$$
F_{n, 0}^{1}(x)=E_{n}\left(x^{n}\right)
$$

## References
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## Mittenpunkt



The Lemoine Point of the Excentral Triangle, i.e., the point of concurrence $M$ of the lines from the Excenters $J_{i}$ through the corresponding Triangle side Midpoint $M_{i}$. It is also called the Middlespoint and has Triangle Center Function

$$
\alpha=b+c-a=\frac{1}{2} \cot A
$$

see also Excenter, Excentral Triangle, Nagel Point
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## Mixed Partial Derivative

A Partial Derivative of second or greater order with respect to two or more different variables, for example

$$
f_{x y}=\frac{\partial^{2} f}{\partial x \partial y}
$$

If the mixed partial derivatives exist and are continuous at a point $\mathbf{x}_{0}$, then they are equal at $\mathbf{x}_{0}$ regardless of the order in which they are taken.
see also Partial Derivative

## Mixed Strategy

A collection of moves together with a corresponding set of weights which are followed probabilistically in the playing of a Game. The Minimax Theorem of Game THEORY states that every finite, zero-sum, two-person game has optimal mixed strategies.
see also Game Theory, Minimax Theorem, StratEGY

## Mixed Tensor

A Tensor having Contravariant and Covariant indices.
see also Contravariant Tensor, Covariant Tensor, TENSOR

## Mnemonic

A mental device used to aid memorization. Common mnemonics for mathematical constants such as $e$ and $\mathrm{PI}_{\mathrm{I}}$ consist of sentences in which the number of letters in each word give successive digits.
see also e, Josephus Problem, Pi
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## Möbius Band

see Möbius Strip

## Möbius Function


$\mu(n) \equiv$
$\begin{cases}0 & \text { if } n \text { has one or more repeated prime factors } \\ 1 & \text { if } n=1 \\ (-1)^{k} & \text { if } n \text { is a product of } k \text { distinct primes }\end{cases}$
so $m u(n) \neq 0$ indicates that $n$ is SQuarefree. The first few values are $1,-1,-1,0,-1,1,-1,0,0,1,-1$, $0, \ldots$ (Sloane's A008683).

The Summatory Function of the Möbius function is called Mertens Function.
see also Braun's Conjecture, Mertens Function, Möbius Inversion Formula, Möbius Periodic Function, Prime Zeta Function, Riemann Function, SQuarefree
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## Möbius Group

The equation

$$
x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}{ }^{2}-2 x_{0} x_{\infty}=0
$$

represents an $n$-D Hypersphere $\mathbb{S}^{n}$ as a quadratic hypersurface in an $(n+1)$-D real projective space $\mathbb{P}^{n+1}$, where $x_{a}$ are homogeneous coordinates in $\mathbb{P}^{n+1}$. Then the Group $M(n)$ of projective transformations which leave $\mathbb{S}^{n}$ invariant is called the Möbius group.
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## Möbius Inversion Formula

If $g(n) \equiv \sum_{d \mid n} f(d)$, then

$$
f(n)=\sum_{d \mid n} \mu(d) g\left(\frac{n}{d}\right),
$$

where the sums are over all possible Integers $d$ that Divide $n$ and $\mu(d)$ is the Möbius Function. The Logarithm of the Cyclotomic Polynomial

$$
\Phi_{n}(x)=\prod_{d \mid n}\left(1-x^{n / d}\right)^{\mu(d)}
$$

is the Möbius inversion formula.
see also Cyclotomic Polynomial, Möbius FuncTION
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## Möbius Periodic Function

A function periodic with period $2 \pi$ such that

$$
p(\theta+\pi)=-p(\theta)
$$

for all $\theta$ is said to be Möbius periodic.

## Möbius Problem

Let $A=\left\{a_{1}, a_{2}, \ldots\right\}$ be a free Abelian Semigroup, where $a_{1}$ is the unit element. Then do the following properties,

1. $a<b$ Implies $a c<b c$ for $a, b, c \in A$, where $A$ has the linear order $a_{1}<a_{2}<\ldots$,
2. $\mu\left(a_{n}\right)=\mu(n)$ for all $n$,
imply that

$$
a_{m n}=a_{m} a_{n}
$$

for all $m, n \geq 1$ ? The problem is known to be true for $m n \leq 74$ for all $n \leq 240$.
see also Braun's Conjecture, Möbius Function

## References

Flath, A. and Zulauf, A. "Does the Möbius Function Determine Multiplicative Arithmetic?" Amer. Math. Monthly 102, $354-256,1995$.

## Möbius Shorts



A one-sided surface reminiscent of the MöbiUS STRIP. see also MÖBIUS STRIP
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## Möbius Strip



A one-sided surface obtained by cutting a band widthwise, giving it a half twist, and re-attaching the two ends. According to Madachy (1979), the B. F.Goodrich Company patented a conveyor belt in the form of a Möbius strip which lasts twice as long as conventional belts.

A Möbius strip can be represented parametrically by

$$
\begin{aligned}
& x=\left[R+s \cos \left(\frac{1}{2} \theta\right)\right] \cos \theta \\
& y=\left[R+s \cos \left(\frac{1}{2} \theta\right)\right] \sin \theta \\
& z=s \sin \left(\frac{1}{2} \theta\right),
\end{aligned}
$$

for $s \in[-1,1]$ and $\theta \in[0,2 \pi)$. Cutting a Möbius strip, giving it extra twists, and reconnecting the ends produces unexpected figures called Paradromic Rings (Listing and Tait 1847, Ball and Coxeter 1987) which are summarized in the table below.

| half- <br> twists | cuts | divs. | result |
| :---: | :---: | :--- | :--- |
| 1 | 1 | 2 | 1 band, length 2 |
| 1 | 1 | 3 | 1 band, length 2 <br> 1 Möbius strip, length 1 <br>  <br> 1 |
| 2 | 4 | 2 bands, length 2 |  |
| 1 | 2 | 5 | 2 bands, length 2 |
|  |  |  | 1 Möbius strip, length 1 |
| 1 | 3 | 6 | 3 bands, length 2 |
| 1 | 3 | 7 | 3 bands, length 2 |
|  |  |  | 1 Möbius strip, length 1 |
| 2 | 1 | 2 | 2 bands, length 1 |
| 2 | 2 | 3 | 3 bands, length 1 |
| 2 | 3 | 4 | 4 bands, length 1 |

A Torus can be cut into a Möbius strip with an Even number of half-twists, and a Klein Bottle can be cut in half along its length to make two Möbius strips. In addition, two strips on top of each other, each with a half-twist, give a single strip with four twists when disentangled.

There are three possible Surfaces which can be obtained by sewing a Möbius strip to the edge of a Disk: the Boy Surface, Cross-Cap, and Roman Surface.
The Möbius strip has Euler Characteristic 1, and the Heawood Conjecture therefore shows that any set of regions on it can be colored using six-colors only.
see also Boy Surface, Cross-Cap, Map Coloring, Paradromic Rings, Prismatic Ring, Roman Surface
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## Möbius Transformation

A transformation of the form

$$
w=f(z)=\frac{a z+b}{c z+d}
$$

where $a, b, c, d \in \mathbb{C}$ and

$$
a d-b c \neq 0
$$

is a Conformal Transformation and is called a Möbius transformation. It is linear in both $w$ and $z$.
Every Möbius transformation except $f(z)=z$ has one or two Fixed Points. The Möbius transformation sends Circles and lines to Circles or lines. Möbius transformations preserve symmetry. The Cross-Ratio is invariant under a Möbius transformation. A Möbius transformation is a composition of translations, rotations, magnifications, and inversions.
To determine a particular Möbius transformation, specify the map of three points which preserve orientation. A particular Möbius transformation is then uniquely
determined. To determine a general Möbius transformation, pick two symmetric points $\alpha$ and $\alpha_{S}$. Define $\beta \equiv f(\alpha)$, restricting $\beta$ as required. Compute $\beta_{S} . f\left(\alpha_{S}\right)$ then equals $\beta_{S}$ since the Möbius transformation preserves symmetry (the Symmetry Principle). Plug in $\alpha$ and $\alpha_{S}$ into the general Möbius transformation and set equal to $\beta$ and $\beta_{S}$. Without loss of generality, let $c=1$ and solve for $a$ and $b$ in terms of $\beta$. Plug back into the general expression to obtain a Möbius transformation.
see also Symmetry Principle

## Möbius Triangles

Spherical Triangles into which a Sphere is divided by the planes of symmetry of a Uniform Polyhedron. see also Spherical Triangle, Uniform Polyhedron

## Mock Theta Function

Ramanujan was the first to extensively study these Theta Function-like functions

$$
\begin{aligned}
& f(q)=\sum_{n=0}^{\infty} \frac{q^{n^{2}}}{(1+q)^{2}\left(1+q^{2}\right)^{2} \cdots\left(1+q^{n}\right)^{2}} \\
& \phi(q)=\sum_{n=0}^{\infty} \frac{q^{n^{2}}}{\left(1+q^{2}\right)\left(1+q^{4}\right) \cdots\left(1+q^{2 n}\right)} .
\end{aligned}
$$

see also $q$-Series, Theta Function
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## Mod

see Congruence

## Mode

The most common value obtained in a set of observations.
see also Mean, Median (Statistics), Order StatisTIC

## Mode Locking

A phenomenon in which a system being forced at an IrRational period undergoes rational, periodic motion which persists for a finite range of forcing values. It may occur for strong couplings between natural and forcing oscillation frequencies.

The phenomenon can be exemplified in the Circle Map when, after $q$ iterations of the map, the new angle differs from the initial value by a Rational Number

$$
\theta_{n+q}=\theta_{n}+\frac{p}{q}
$$

This is the form of the unperturbed Circle Map with the Winding Number

$$
\Omega=\frac{p}{q}
$$

For $\Omega$ not a Rational Number, the trajectory is Quasiperiodic.
see also Chaos, Quasiperiodic Function

## Model Completion

Model completion is a term employed when Existential Closure is successful. The formation of the Complex Numbers, and the move from affine to projective geometry, are successes of this kind. The theory of existential closure gives a theoretical basis of Hilbert's "method of ideal elements."

## References
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## Model Theory

Model theory is a general theory of interpretations of an Axiomatic Set Theory. It is the branch of Logic studying mathematical structures by considering firstorder sentences which are true of those structures and the sets which are definable in those structures by firstorder Formulas (Marker 1996).

Mathematical structures obeying axioms in a system are called "models" of the system. The usual axioms of Analysis are second order and are known to have the Real Numbers as their unique model. Weakening the axioms to include only the first-order ones leads to a new type of model in what is called Nonstandard Analysis.
see also Khovanski's Theorem, Nonstandard Analysis, Wilkie's Theorem
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## Modified Bessel Differential Equation

The second-order ordinary differential equation

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-\left(x^{2}+n^{2}\right) y=0
$$

The solutions are the Modified Bessel Functions of the First and Second Kinds. If $n=0$, the modified Bessel differential equation becomes

$$
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}-x^{2} y=0
$$

which can also be written

$$
\frac{d}{d x}\left(x \frac{d y}{d x}\right)=x y
$$



A function $I_{n}(x)$ which is one of the solutions to the Modified Bessel Differential Equation and is closely related to the Bessel Function of the First Kind $J_{n}(x)$. The above plot shows $I_{n}(x)$ for $n=1,2$, $\ldots, 5$. In terms of $J_{n}(x)$,

$$
\begin{equation*}
I_{n}(x) \equiv i^{-n} J_{n}(i x)=e^{-n \pi i / 2} J_{n}\left(x e^{i \pi / 2}\right) \tag{1}
\end{equation*}
$$

For a Real Number $\nu$, the function can be computed using

$$
\begin{equation*}
I_{\nu}(z)=\left(\frac{1}{2} z\right)^{\nu} \sum_{k=0}^{\infty} \frac{\left(\frac{1}{4} z^{2}\right)^{k}}{k!\Gamma(\nu+k+1)} \tag{2}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function. An integral formula is

$$
\begin{align*}
I_{\nu}(z)=\frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} & \cos (\nu \theta) d \theta \\
& -\frac{\sin (\nu \pi)}{\pi} \int_{0}^{\infty} e^{--z \cosh t-\nu t} d t \tag{3}
\end{align*}
$$

which simplifies for $\nu$ an INTEGER $n$ to

$$
\begin{equation*}
I_{n}(z)=\frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} \cos (n \theta) d \theta \tag{4}
\end{equation*}
$$

(Abramowitz and Stegun 1972, p. 376).
A derivative identity for expressing higher order modified Bessel functions in terms of $I_{0}(x)$ is

$$
\begin{equation*}
I_{n}(x)=T_{n}\left(\frac{d}{d x}\right) I_{0}(x) \tag{5}
\end{equation*}
$$

where $T_{n}(x)$ is a Chebyshev Polynomial of the First Kind.
see also Bessel Function of the First Kind, Modified Bessel Function of the First Kind, Weber's Formula
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## Modified Bessel Function of the Second Kind



The function $K_{n}(x)$ which is one of the solutions to the Modified Bessel Differential Equation. The above plot shows $K_{n}(x)$ for $n=1,2, \ldots, 5 . K_{n}(x)$ is closely related to the Modified Bessel Function of the First Kind $I_{n}(x)$ and Hankel Function $H_{n}(x)$,

$$
\begin{align*}
K_{n}(x) & \equiv \frac{1}{2} \pi i^{n+1} H_{n}^{(1)}(i x)  \tag{1}\\
& =\frac{1}{2} \pi i^{n+1}\left[J_{n}(i x)+i N_{n}(i x)\right]  \tag{2}\\
& =\frac{\pi}{2} \frac{I_{-n}(x)-I_{n}(x)}{\sin (n \pi)} \tag{3}
\end{align*}
$$

(Watson 1966, p. 185). A sum formula for $K_{n}$ is

$$
\begin{align*}
& K_{n}(z)=\frac{1}{2}\left(\frac{1}{2} z\right)^{-n} \sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!}\left(-\frac{1}{4} z^{2}\right)^{k} \\
& \quad+(-1)^{n+1} \ln \left(\frac{1}{2} z\right) I_{n}(z) \\
& +(-1)^{n} \frac{1}{2}\left(\frac{1}{2} z\right)^{n} \sum_{k=0}^{\infty}[\psi(k+1)+\psi(n+k+1)] \frac{\left(\frac{1}{4} z^{2}\right)^{k}}{k!(n+k)!} \tag{4}
\end{align*}
$$

where $\psi$ is the Digamma Function (Abramowitz and Stegun 1972). An integral formula is

$$
\begin{equation*}
K_{\nu}(z)=\frac{\Gamma\left(\nu+\frac{1}{2}\right)(2 z)^{\nu}}{\sqrt{\pi}} \int_{0}^{\infty} \frac{\cos t d t}{\left(t^{2}+z^{2}\right)^{\nu+1 / 2}} \tag{5}
\end{equation*}
$$

which, for $\nu=0$, simplifies to

$$
\begin{equation*}
K_{0}(x)=\int_{0}^{\infty} \cos (x \sinh t) d t=\int_{0}^{\infty} \frac{\cos (x t) d t}{\sqrt{t^{2}+1}} \tag{6}
\end{equation*}
$$

Other identities are

$$
\begin{equation*}
K_{n}(z)=\frac{\sqrt{\pi}}{\left(n-\frac{1}{2}\right)!}\left(\frac{1}{2} z\right)^{n} \int_{1}^{\infty} e^{-z x}\left(x^{2}-1\right)^{n-1 / 2} d x \tag{7}
\end{equation*}
$$

for $n>-1 / 2$ and

$$
\begin{align*}
K_{n}(z)= & \sqrt{\frac{\pi}{2 z}} \frac{e^{-z}}{\left(n-\frac{1}{2}\right)!} \int_{0}^{\infty} e^{-t} t^{n-1 / 2}\left(1-\frac{t}{2 z}\right)^{n-1 / 2} d t  \tag{8}\\
= & \sqrt{\frac{\pi}{2 z}} \frac{e^{-z}}{\left(n-\frac{1}{2}\right)!} \sum_{r=0}^{\infty} \frac{\left(n-\frac{1}{2}\right)!}{r!\left(n-r-\frac{1}{2}\right)!}(2 z)^{-r} \\
& \times \int_{0}^{\infty} e^{-t} t^{n+r-1 / 2} d t \tag{9}
\end{align*}
$$

The modified Bessel function of the second kind is sometimes called the Basset Function.
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## Modified Spherical Bessel Differential

## Equation

The Spherical Bessel Differential Equation with a Negative separation constant, given by

$$
r^{2} \frac{d^{2} R}{d r^{2}}+2 r \frac{d R}{d r}-\left[k^{2} r^{2}+n(n+1)\right] R=0
$$

The solutions are called Modified Spherical Bessel Functions.

## Modified Spherical Bessel Function

Solutions to the Modified Spherical Bessel Differential Equation, given by

$$
\begin{align*}
i_{n}(x) & \equiv \sqrt{\frac{\pi}{2 x}} I_{n+1 / 2}(x)  \tag{1}\\
i_{0}(x) & =\frac{\sinh (x)}{x}  \tag{2}\\
k_{n}(x) & \equiv \sqrt{\frac{2 \pi}{x}} K_{n+1 / 2}(x)  \tag{3}\\
k_{0}(x) & =\frac{e^{-x}}{x} \tag{4}
\end{align*}
$$

where $I_{n}(x)$ is a Modified Bessel Function of the First Kind and $K_{n}(x)$ is a Modified Bessel Function of the Second Kind.
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## Modified Struve Function

$$
\begin{aligned}
\mathcal{L}_{\nu}(z) & =\left(\frac{1}{2} z\right)^{\nu+1} \sum_{k=0}^{\infty} \frac{\left(\frac{z}{2}\right)^{2 k}}{\Gamma\left(k+\frac{3}{2}\right) \Gamma\left(k+\nu+\frac{3}{2}\right)} \\
& =\frac{2\left(\frac{z}{2}\right)^{\nu}}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)} \int_{0}^{\pi / 2} \sinh (z \cos \theta) \sin ^{2 \nu} \theta d \theta
\end{aligned}
$$

where $\Gamma(z)$ is the Gamma Function.
see also Anger Function, Struve Function, Weber Functions
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## Modular Angle

Given a Modulus $k$ in an Elliptic Integral, the modular angle is defined by $k \equiv \sin \alpha$. An Elliptic Integral is written $I(\phi \mid m)$ when the Parameter is used, $I(\phi, k)$ when the Modulus is used, and $I(\phi \backslash \alpha)$ when the modular angle is used.
see also Amplitude, Characteristic (Elliptic Integral), Elliptic Integral, Modulus (Elliptic Integral), Nome, Parameter
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## Modular Equation

The modular equation of degree $n$ gives an algebraic connection of the form

$$
\begin{equation*}
\frac{K^{\prime}(l)}{K(l)}=n \frac{K^{\prime}(k)}{K(k)} \tag{1}
\end{equation*}
$$

between the Transcendental Complete Elliptic Integrals of the First Kind with moduli $k$ and $l$. When $k$ and $l$ satisfy a modular equation, a relationship of the form

$$
\begin{equation*}
\frac{M(l, k) d y}{\sqrt{\left(1-y^{2}\right)\left(1-l^{2} y^{2}\right)}}=\frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}} \tag{2}
\end{equation*}
$$

exists, and $M$ is called the Modular Function Multiplier. In general, if $p$ is an Odd Prime, then the modular equation is given by

$$
\begin{equation*}
\Omega_{p}(u, v)=\left(v-u_{0}\right)\left(v-u_{1}\right) \cdots\left(v-u_{p}\right) \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{p} \equiv(-1)^{\left(p^{2}-1\right) / 8}\left[\lambda\left(q^{p}\right)\right]^{1 / 8} \equiv(-1)^{\left(p^{2}-1\right) / 8} u\left(q^{p}\right) \tag{4}
\end{equation*}
$$

$\lambda$ is a Elliptic Lambda Function, and

$$
\begin{equation*}
q \equiv e^{\imath \pi t} \tag{5}
\end{equation*}
$$

(Borwein and Borwein 1987, p. 126). An Elliptic InTEGRAL identity gives

$$
\begin{equation*}
\frac{K^{\prime}(k)}{K(k)}=2 \frac{K^{\prime}\left(\frac{2 \sqrt{k}}{1+k}\right)}{K\left(\frac{2 \sqrt{k}}{1+k}\right)} \tag{6}
\end{equation*}
$$

so the modular equation of degree 2 is

$$
\begin{equation*}
l=\frac{2 \sqrt{k}}{1+k} \tag{7}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
l^{2}(1+k)^{2}=4 k \tag{8}
\end{equation*}
$$

A few low order modular equations written in terms of $k$ and $l$ are

$$
\begin{align*}
& \Omega_{2}=l^{2}(1+k)^{2}-4 k=0  \tag{9}\\
& \Omega_{7}=(k l)^{1 / 4}+\left(k^{\prime} l^{\prime}\right)^{1 / 4}-1=0  \tag{10}\\
& \Omega_{23}=(k l)^{1 / 4}+\left(k^{\prime} l^{\prime}\right)^{1 / 4}+2^{2 / 3}\left(k l k^{\prime} l^{\prime}\right)^{1 / 12}-1=0 . \tag{11}
\end{align*}
$$

In terms of $u$ and $v$,

$$
\begin{align*}
\Omega_{3}(u, v) & =u^{4}-v^{4}+2 u v\left(1-u^{2} v^{2}\right)=0  \tag{12}\\
\Omega_{5}(u, v) & =v^{6}-u^{6}+5 u^{2} v^{2}\left(v^{2}-u^{2}\right)+4 u v\left(u^{4} v^{4}-1\right) \\
& =\left(\frac{u}{v}\right)^{3}+\left(\frac{v}{u}\right)^{3}=2\left(u^{2} v^{2}-\frac{1}{u^{2} v^{2}}\right)=0 \\
\Omega_{7}(u, v) & =\left(1-u^{8}\right)\left(1-v^{8}\right)-(1-u v)^{8}=0, \tag{13}
\end{align*}
$$

where

$$
\begin{equation*}
u^{2} \equiv \sqrt{k}=\frac{\vartheta_{2}(q)}{\vartheta_{3}(q)} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
v^{2} \equiv \sqrt{l}=\frac{\vartheta_{2}\left(q^{p}\right)}{\vartheta_{3}\left(q^{p}\right)} . \tag{16}
\end{equation*}
$$

Here, $\vartheta_{i}$ are Theta Functions.
A modular equation of degree $2^{r}$ for $r \geq 2$ can be obtained by iterating the equation for $2^{r-1}$. Modular equations for Prime $p$ from 3 to 23 are given in Borwein and Borwein (1987).
Quadratic modular identities include

$$
\begin{equation*}
\frac{\vartheta_{3}(q)}{\vartheta_{3}\left(q^{4}\right)}-1=\left[\frac{\vartheta_{3}^{2}\left(q^{2}\right)}{\vartheta_{3}^{2}\left(q^{4}\right)}-1\right]^{1 / 2} . \tag{17}
\end{equation*}
$$

Cubic identities include

$$
\begin{align*}
& {\left[3 \frac{\vartheta_{2}\left(q^{9}\right)}{\vartheta_{2}(q)}-1\right]^{3}=9 \frac{\vartheta_{2}{ }^{4}\left(q^{3}\right)}{\vartheta_{2}{ }^{4}(q)}-1}  \tag{18}\\
& {\left[3 \frac{\vartheta_{3}\left(q^{9}\right)}{\vartheta_{3}(q)}-1\right]^{3}=9 \frac{\vartheta_{3}{ }^{4}\left(q^{3}\right)}{\vartheta_{3}{ }^{4}(q)}-1}  \tag{19}\\
& {\left[3 \frac{\vartheta_{4}\left(q^{9}\right)}{\vartheta_{4}(q)}-1\right]^{3}=9 \frac{\vartheta_{4}{ }^{4}\left(q^{3}\right)}{\vartheta_{4}{ }^{4}(q)}-1 .} \tag{20}
\end{align*}
$$

A seventh-order identity is

$$
\begin{equation*}
\sqrt{\vartheta_{3}(q) \vartheta_{3}\left(q^{7}\right)}-\sqrt{\vartheta_{4}(q) \vartheta_{4}\left(q^{7}\right)}=\sqrt{\vartheta_{2}(q) \vartheta_{2}\left(q^{7}\right)} \tag{21}
\end{equation*}
$$

From Ramanujan (1913-1914),

$$
\begin{gather*}
(1+q)\left(1+q^{3}\right)\left(1+q^{5}\right) \cdots=2^{1 / 6} q^{1 / 24}\left(k k^{\prime}\right)^{-1 / 12}  \tag{22}\\
(1-q)\left(1-q^{3}\right)\left(1-q^{5}\right) \cdots=2^{1 / 6} q^{1 / 24} k^{-1 / 12} k^{1 / 6} \tag{23}
\end{gather*}
$$

see also SChLÄfli's Modular Form
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## Modular Form

A modular form is a function in the Complex Plane with rather spectacular and spccial properties resulting from a surprising array of internal symmetries. If

$$
F\left(\frac{a z+b}{c z+d}\right)=(c z+d)^{2} F(z)
$$

then $F(z)$ is said to be a modular form of weight 2 and level $N$. If it is correctly parameterized, a modular form is Analytic and vanishes at the cusps, so it is called
a CUSP FORM. It is also an eigenform under a certain Hecke Algebra.

A remarkable connection between rational Elliptic Curves and modular forms is given by the TaniyamaShimura Conjecture, which states that any rational Elliptic Curve is a modular form in disguise. This result was the one proved by Andrew Wiles in his celebrated proof of Fermat's Last Theorem.
see also Cusp Form, Elliptic Curve, Elliptic Function, Fermat's Last Theorem, Hecke Algebra, Modular Function, Modular Function Multiplier, Schläfli's Modular Form, TaniyamaShimura Conjecture
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## Modular Function

$f$ is a modular function of level $N$ on the upper half $H$ of the Complex Plane if it is Meromorphic (even at the CUSPS), $a d-b c=1$ for all $a, b, c, d$, and $N \mid c$.
see also Elliptic Function, Elliptic Modular Function, Modular Form
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## Modular Function Multiplier

When $k$ and $l$ satisfy a Modular Equation, a relationship of the form

$$
\begin{equation*}
\frac{M(l, k) d y}{\sqrt{\left(1-y^{2}\right)\left(1-l^{2} y^{2}\right)}}=\frac{d x}{\sqrt{\left(1-x^{2}\right)\left(1-k^{2} x^{2}\right)}} \tag{1}
\end{equation*}
$$

exists, and $M$ is called the multiplier. The multiplier of degree $n$ can be given by

$$
\begin{equation*}
M_{n}(l, k) \equiv \frac{\vartheta_{3}^{2}(q)}{\vartheta_{3}^{2}\left(q^{1 / p}\right)}=\frac{K(k)}{K(l)} \tag{2}
\end{equation*}
$$

where $\vartheta_{i}$ is a Theta Function and $K(k)$ is a complete Elliptic Integral of the First Kind.

The first few multipliers in terms of $l$ and $k$ are

$$
\begin{align*}
& M_{2}(l, k)=\frac{1}{1+k}=\frac{1+l^{\prime}}{2}  \tag{3}\\
& M_{3}(l, k)=\frac{1-\sqrt{\frac{l^{3}}{k}}}{1-\sqrt{\frac{k^{3}}{l}}} \tag{4}
\end{align*}
$$

In terms of the $u$ and $v$ defined for Modular EquaTIONS,

$$
\begin{align*}
M_{3} & =\frac{v}{v+2 u^{3}}=\frac{2 v^{3}-u}{3 u}  \tag{5}\\
M_{5} & =\frac{v\left(1-u v^{3}\right)}{v-u^{5}}=\frac{u+v^{5}}{5 u\left(1+u^{3} v\right)}  \tag{6}\\
M_{7} & =\frac{v(1-u v)\left[1-u v+(u v)^{2}\right]}{v-u^{7}} \\
& =\frac{v^{7}-u}{7 u(1-u v)\left[1-u v+(u v)^{2}\right]} . \tag{7}
\end{align*}
$$

## Modular Gamma Function

The Gamma Group $\Gamma$ is the set of all transformations $w$ of the form

$$
w(t)=\frac{a t+b}{c t+d}
$$

where $a, b, c$, and $d$ are Integers and $a d-b c=1$. $\Gamma$-modular functions are then defined as in Borwein and Borwein (1987, p. 114).
see also Klein's Arsolute Invariant, Lambda Group, Theta Function
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## Modular Group

The Group of all Möbius Transformations having Integer coefficients and Determinant equal to 1.

## Modular Lambda Function

see Elliptic Lambda Function

## Modular Lattice

A Lattice which satisfies the identity

$$
(x \wedge y) \vee(x \wedge z)=x \wedge(y \vee(x \wedge z))
$$

is said to be modular.

## see also Distributive Lattice
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## Modular System

A set $M$ of all Polynomials in $s$ variables, $x_{1}, \ldots, x_{s}$ such that if $P, P_{1}$, and $P_{2}$ are members, then so are $P_{1}+P_{2}$ and $Q P$, where $Q$ is any Polynomial in $x_{1}$, $\ldots, x_{s}$.
see also Hilbert's Theorem, Modular System BaSIS

## Modular System Basis

A basis of a Modular System $M$ is any set of Polynomials $B_{1}, B_{2}, \ldots$ of $M$ such that every Polynomial of $M$ is expressible in the form

$$
R_{1} B_{1}+R_{2} B_{2}+\ldots
$$

where $R_{1}, R_{2}, \ldots$ are Polynomials.

## Modular Transformation <br> see Modular Equation

## Modulation Theorem

The important property of Fourier Transforms that $\mathcal{F}\left[\cos \left(2 \pi k_{0} x\right) f(x)\right]$ can be expressed in terms of $\mathcal{F}[f(x)]=F(k)$ as follows,

$$
\mathcal{F}\left[\cos \left(2 \pi k_{0} x\right) f(x)\right]=\frac{1}{2}\left[F\left(k-k_{0}\right)+F\left(k+k_{0}\right)\right]
$$

## see also Fourier Transform
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## Module

A mathematical object in which things can be added together Commutatively by multiplying Coefficients and in which most of the rules of manipulating VECTORS hold. A module is abstractly very similar to a Vector Space, although modules have Coefficients in much more general algebraic objects and use Rings as the Coefficients instead of Fields.

The additive submodule of the InTEGERS is a set of quantities closed under Addition and Subtraction (although it is Sufficient to require closure under SubTRACTION). Numbers of the form $n \alpha \pm m \alpha$ for $n, m \in \mathbb{Z}$ form a module since,

$$
n \alpha \pm m \alpha=(n \pm m) \alpha
$$

Given two Integers $a$ and $b$, the smallest module containing $a$ and $b$ is $\operatorname{GCD}(a, b)$.
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## Modulo

see Congruence

## Modulo Multiplication Group

A Finite Group $M_{m}$ of Residue Classes prime to $m$ under multiplication $\bmod m . M_{m}$ is Abelian of Order $\phi(m)$, where $\phi(m)$ is the Totient Function. The following table gives the modulo multiplication groups of small orders.

| $M_{m}$ | Group | $\phi(m)$ | Elements |
| :--- | :--- | ---: | :--- |
| $M_{2}$ | $\langle e\rangle$ | 1 | 1 |
| $M_{3}$ | $Z_{2}$ | 2 | 1,2 |
| $M_{4}$ | $Z_{2}$ | 2 | 1,3 |
| $M_{5}$ | $Z_{4}$ | 4 | $1,2,3,4$ |
| $M_{6}$ | $Z_{2}$ | 2 | 1,5 |
| $M_{7}$ | $Z_{6}$ | 6 | $1,2,3,4,5,6$ |
| $M_{8}$ | $Z_{2} \otimes Z_{2}$ | 4 | $1,3,5,7$ |
| $M_{9}$ | $Z_{6}$ | 6 | $1,2,4,5,7,8$ |
| $M_{10}$ | $Z_{4}$ | 4 | $1,3,7,9$ |
| $M_{11}$ | $Z_{10}$ | 10 | $1,2,3,4,5,6,7,8,9,10$ |
| $M_{12}$ | $Z_{2} \otimes Z_{2}$ | 4 | $1,5,7,11$ |
| $M_{13}$ | $Z_{12}$ | 12 | $1,2,3,4,5,6,7,8,9,10,11$ |
| $M_{14}$ | $Z_{6}$ | 6 | $1,3,5,9,11,13$ |
| $M_{15}$ | $Z_{2} \otimes Z_{4}$ | 8 | $1,2,4,7,8,11,13,14$ |
| $M_{16}$ | $Z_{2} \otimes Z_{4}$ | 8 | $1,3,5,7,9,11,13,15$ |
| $M_{17}$ | $Z_{16}$ | 16 | $1,2,3, \ldots, 16$ |
| $M_{18}$ | $Z_{6}$ | 6 | $1,5,7,11,13,17$ |
| $M_{19}$ | $Z_{18}$ | 18 | $1,2,3, \ldots, 18$ |
| $M_{20}$ | $Z_{2} \otimes Z_{4}$ | 8 | $1,3,7,9,11,13,17,19$ |
| $M_{21}$ | $Z_{2} \otimes Z_{6}$ | 12 | $1,2,4,5,7,8,10,11,13,16,17,19$ |
| $M_{22}$ | $Z_{10}$ | 10 | $1,3,5,7,9,13,15,17,19,21$ |
| $M_{23}$ | $Z_{22}$ | 22 | $1,2,3, \ldots, 22$ |
| $M_{24}$ | $Z_{2} \otimes Z_{2} \otimes Z_{2}$ | 8 | $1,5,7,11,13,17,19,23$ |

$M_{m}$ is a Cyclic Group (which occurs exactly when $m$ has a Primitive Root) Iff $m$ is of one of the forms $m=2,4, p^{n}$, or $2 p^{n}$, where $p$ is an Odd Prime and $n \geq 1$ (Shanks 1993, p. 92).


Isomorphic modulo multiplication groups can be determined using a particular type of factorization of $\phi(m)$ as described by Shanks (1993, pp. 92-93). To perform this
factorization (denoted $\phi_{m}$ ), factor $m$ in the standard form

$$
\begin{equation*}
m=p_{1}{ }^{a_{1}} p_{2}{ }^{a_{2}} \cdots p_{n}{ }^{a_{n}} \tag{1}
\end{equation*}
$$

Now write the factorization of the Totient Function involving each power of an Odd Prime

$$
\begin{equation*}
\phi\left(p_{i}{ }^{a_{i}}\right)=\left(p_{i}-1\right){p_{i}}^{a_{i}-1} \tag{2}
\end{equation*}
$$

as

$$
\begin{equation*}
\phi\left(p_{i}^{a_{i}}\right)=\left\langle q_{1}^{b_{1}}\right\rangle\left\langle q_{2}^{b_{2}}\right\rangle \cdots\left\langle q_{s}^{b_{s}}\right\rangle\left\langle{p_{i}}^{a_{i}-1}\right\rangle, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{i}-1=q_{1}^{b_{1}} q_{2}^{b_{2}} \cdots q_{s}^{b_{s}} \tag{4}
\end{equation*}
$$

$\left\langle q^{b}\right\rangle$ denotes the explicit expansion of $q^{b}$ (i.e., $5^{2}=25$ ), and the last term is omitted if $a_{i}=1$. If $p_{1}=2$, write

$$
\phi\left(2^{a_{1}}\right)= \begin{cases}2 & \text { for } a_{1}=2  \tag{5}\\ 2\left\langle 2^{a_{1}-2}\right\rangle & \text { for } a_{1}>2\end{cases}
$$

Now combine terms from the odd and even primes. For example, consider $m=104=2^{3} \cdot 13$. The only odd prime factor is 13 , so factoring gives $13-1=12=$ $\left\langle 2^{2}\right\rangle\langle 3\rangle=3 \cdot 4$. The rule for the powers of 2 gives $2^{3}=2\left\langle 2^{3-2}\right\rangle=2\langle 2\rangle=2 \cdot 2$. Combining these two gives $\phi_{104}=2 \cdot 2 \cdot 3 \cdot 4$. Other explicit values of $\phi_{m}$ are given below.

$$
\begin{aligned}
\phi_{3} & =2 \\
\phi_{4} & =2 \\
\phi_{5} & =4 \\
\phi_{6} & =2 \\
\phi_{15} & =2 \cdot 4 \\
\phi_{16} & =2 \cdot 4 \\
\phi_{17} & =16 \\
\phi_{104} & =2 \cdot 2 \cdot 3 \cdot 4 \\
\phi_{105} & =2 \cdot 2 \cdot 3 \cdot 4 .
\end{aligned}
$$

$M_{m}$ and $M_{n}$ are isomorphic IFF $\phi_{m}$ and $\phi_{n}$ are identical. More specifically, the abstract Group corresponding to a given $M_{m}$ can be determined explicitly in terms of a Direct Product of Cyclic Groups of the so-called Characteristic Factors, whose product is denoted $\Phi_{n}$. This representation is obtained from $\phi_{m}$ as the set of products of largest powers of each factor of $\phi_{m}$. For example, for $\phi_{104}$, the largest power of 2 is $4=2^{2}$ and the largest power of 3 is $3=3^{1}$, so the first characteristic factor is $4 \times 3=12$, leaving $2 \cdot 2$ (i.e., only powers of two). The largest power remaining is $2=2^{1}$, so the second Characteristic Factor is 2, leaving 2, which is the third and last Characteristic Factor. Therefore, $\Phi_{104}=2 \cdot 2 \cdot 4$, and the group $M_{m}$ is isomorphic to $Z_{2} \otimes Z_{2} \otimes Z_{4}$.

The following table summarizes the isomorphic modulo multiplication groups $M_{n}$ for the first few $n$ and identifies the corresponding abstract Group. No $M_{m}$ is Isomorphic to $Z_{8}, Q_{8}$, or $D_{4}$. However, every finite Abelian Group is isomorphic to a Subgroup of $M_{m}$ for infinitely many different values of $m$ (Shanks 1993, p. 96). Cycle Graphs corresponding to $M_{n}$ for small $n$ are illustrated above, and more complicated CyCle GRaphs are illustrated by Shanks (1993, pp. 87-92).

| Group | Isomorphic $M_{m}$ |
| :--- | :--- |
| $\langle e\rangle$ | $M_{2}$ |
| $Z_{2}$ | $M_{3}, M_{4}, M_{6}$ |
| $Z_{4}$ | $M_{5}, M_{10}$ |
| $Z_{2} \otimes Z_{2}$ | $M_{8}, M_{12}$ |
| $Z_{6}$ | $M_{7}, M_{9}, M_{14}, M_{18}$ |
| $Z_{2} \otimes Z_{4}$ | $M_{15}, M_{16}, M_{20}, M_{30}$ |
| $Z_{2} \otimes Z_{2} \otimes Z_{2}$ | $M_{24}$ |
| $Z_{10}$ | $M_{11}, M_{22}$ |
| $Z_{12}$ | $M_{13}, M_{26}$ |
| $Z_{2} \otimes Z_{6}$ | $M_{21}, M_{28}, M_{36}, M_{42}$ |
| $Z_{16}$ | $M_{17}, M_{34}$ |
| $Z_{2} \otimes Z_{8}$ | $M_{32}$ |
| $Z_{2} \otimes Z_{2} \otimes Z_{4}$ | $M_{40}, M_{48}, M_{60}$ |
| $Z_{18}$ | $M_{19}, M_{27}, M_{38}, M_{54}$ |
| $Z_{20}$ | $M_{25}, M_{50}$ |
| $Z_{2} \otimes Z_{10}$ | $M_{33}, M_{44}, M_{66}$ |
| $Z_{22}$ | $M_{23}, M_{46}$ |
| $Z_{2} \otimes Z_{12}$ | $M_{35}, M_{39}, M_{45}, M_{52}, M_{70}, M_{78}, M_{90}$ |
| $Z_{28}$ | $M_{29}, M_{58}$ |
| $Z_{30}$ | $M_{31}, M_{62}$ |
| $Z_{36}$ | $M_{37}, M_{74}$ |

The number of Characteristic Factors $r$ of $M_{m}$ for $m=1,2, \ldots$ are $1,1,1,1,1,1,1,2,1,1,1$, $2, \ldots$ (Sloane's A046072). The number of Quadratic Residues in $M_{m}$ for $m>2$ are given by $\phi(m) / 2^{r}$ (Shanks 1993, p. 95). The first few for $m=1,2, \ldots$ are $0,1,1,1,2,1,3,1,3,2,5,1,6, \ldots$ (Sloane's A046073).
In the table below, $\phi(n)$ is the Totient Function (Sloane's A000010) factored into Characteristic Factors, $\lambda(n)$ is the Carmichael Function (Sloane's A011773), and $g_{i}$ are the smallest generators of the group $M_{n}$ (of which there is a number equal to the number of Characteristic Factors).

| $n$ | $\phi(n)$ | $\lambda(n)$ | $g_{i}$ | $n$ | $\phi(n) \lambda(n)$ | $g_{i}$ |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 2 | 2 | 2 | 27 | 18 | 18 | 2 |
| 4 | 2 | 2 | 3 | 28 | $2 \cdot 6$ | 6 | 13,3 |
| 5 | 4 | 2 | 2 | 29 | 28 | 28 | 2 |
| 6 | 2 | 2 | 5 | 30 | $2 \cdot 4$ | 4 | 11,7 |
| 7 | 6 | 6 | 3 | 31 | 30 | 30 | 3 |
| 8 | $2 \cdot 2$ | 2 | 7,3 | 32 | $2 \cdot 8$ | 8 | 31,3 |
| 9 | 6 | 6 | 2 | 33 | $2 \cdot 10$ | 10 | 10,2 |
| 10 | 4 | 4 | 3 | 34 | 16 | 16 | 3 |
| 11 | 10 | 10 | 2 | 35 | $2 \cdot 12$ | 12 | 6,2 |
| 12 | $2 \cdot 2$ | 2 | 5,7 | 36 | $2 \cdot 6$ | 6 | 19,5 |
| 13 | 12 | 12 | 2 | 37 | 36 | 36 | 2 |
| 14 | 6 | 6 | 3 | 38 | 18 | 18 | 3 |
| 15 | $2 \cdot 4$ | 4 | 14,2 | 39 | $2 \cdot 12$ | 12 | 38,2 |
| 16 | $2 \cdot 4$ | 4 | 15,3 | 40 | $2 \cdot 2 \cdot 4$ | 4 | $39,11,3$ |
| 17 | 16 | 16 | 3 | 41 | 40 | 40 | 6 |
| 18 | 6 | 6 | 5 | 42 | $2 \cdot 6$ | 6 | 13,5 |
| 19 | 18 | 18 | 2 | 43 | 42 | 42 | 3 |
| 20 | $2 \cdot 4$ | 4 | 19,3 | 44 | $2 \cdot 10$ | 10 | 43,3 |
| 21 | $2 \cdot 6$ | 6 | 20,2 | 45 | $2 \cdot 12$ | 12 | 44,2 |
| 22 | 10 | 10 | 7 | 46 | 22 | 22 | 5 |
| 23 | 22 | 22 | 5 | 47 | 46 | 46 | 5 |
| 24 | $2 \cdot 2 \cdot 2$ | 2 | $5,7,13$ | 48 | $2 \cdot 2 \cdot 4$ | 4 | $47,7,5$ |
| 25 | 20 | 20 | 2 | 49 | 42 | 42 | 3 |
| 26 | 12 | 12 | 7 | 50 | 20 | 20 | 3 |

see also Characteristic Factor, Cycle Graph, Finite Group, Residue Class
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## Modulus (Complex Number)

The modulus of a Complex Number $z$ is denoted $|z|$.

$$
\begin{gather*}
|x+i y| \equiv \sqrt{x^{2}+y^{2}}  \tag{1}\\
\left|r e^{i \phi}\right|=|r| \tag{2}
\end{gather*}
$$

Let $c_{1} \equiv A e^{i \phi_{1}}$ and $c_{2} \equiv B e^{i \phi_{2}}$ be two Complex Numbers. Then

$$
\begin{align*}
& \left|\frac{c_{1}}{c_{2}}\right|=\left|\frac{A e^{i \phi_{1}}}{B e^{i \phi_{2}}}\right|=\frac{A}{B}\left|e^{i\left(\phi_{1}-\phi_{2}\right)}\right|=\frac{A}{B}  \tag{3}\\
& \frac{\left|c_{1}\right|}{\left|c_{2}\right|}=\frac{\left|A e^{i \phi_{1}}\right|}{\left|B e^{i \phi_{2}}\right|}=\frac{A}{B} \frac{\left|e^{i \phi_{1}}\right|}{\left|e^{i \phi_{2}}\right|}=\frac{A}{B} \tag{4}
\end{align*}
$$

so

$$
\begin{equation*}
\left|\frac{c_{1}}{c_{2}}\right|=\frac{\left|c_{1}\right|}{\left|c_{2}\right|} \tag{5}
\end{equation*}
$$

Also,

$$
\begin{gather*}
\left|c_{1} c_{2}\right|=\left|\left(A e^{i \phi_{1}}\right)\left(B e^{i \phi_{2}}\right)\right|=A B\left|e^{i\left(\phi_{1}+\phi_{2}\right)}\right|=A B \\
\left|c_{1}\right|\left|c_{2}\right|=\left|A e^{i \phi_{1}}\right|\left|B e^{i \phi_{2}}\right|=A B\left|e^{i \phi_{1}}\right|\left|e^{i \phi_{2}}\right|=A B \tag{6}
\end{gather*}
$$

so

$$
\begin{equation*}
\left|c_{1} c_{2}\right|=\left|c_{1}\right|\left|c_{2}\right| \tag{8}
\end{equation*}
$$

and, by extension,

$$
\begin{equation*}
\left|z^{n}\right|=|z|^{n} \tag{9}
\end{equation*}
$$

The only functions satisfying identities of the form

$$
\begin{equation*}
|f(x+i y)|=|f(x)+f(i y)| \tag{10}
\end{equation*}
$$

are $f(z)=A z, f(z)=A \sin (b z)$, and $f(z)=A \sinh (b z)$
(Robinson 1957).
see also Absolute SQuare
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## Modulus (Congruence)

see Congruence

## Modulus (Elliptic Integral)

A parameter $k$ used in Elliptic Integrals and Elliptic Functions defined to be $k \equiv \sqrt{m}$, where $m$ is the Parameter. An Elliptic Integral is written $I(\phi, k)$ when the modulus is used. It can be computed explicitly in terms of Theta Functions of zero argument:

$$
\begin{equation*}
k=\frac{\vartheta_{2}^{2}(0 \mid \tau)}{\vartheta_{3}^{2}(0 \mid \tau)} \tag{1}
\end{equation*}
$$

The Real period $K(k)$ and Imaginary period $K^{\prime}(k)=$ $K\left(k^{\prime}\right)=K\left(\sqrt{1-k^{2}}\right)$ are given by

$$
\begin{align*}
4 K(k) & =2 \pi \vartheta_{3}^{2}(0 \mid \tau)  \tag{2}\\
2 i K^{\prime}(k) & =\pi \tau \vartheta_{3}^{2}(0 \mid \tau) \tag{3}
\end{align*}
$$

where $K(k)$ is a complete Elliptic Integral of the First Kind and the complementary modulus is defined by

$$
\begin{equation*}
k^{\prime 2} \equiv 1-k^{2} \tag{4}
\end{equation*}
$$

with $k$ the modulus.
see also Amplitude, Characteristic (Elliptic Integral), Elliptic Function, Elliptic Integral, Elliptic Integral Singular Value, Modular Angle, Nome, Parameter, Theta Function
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## Modulus (Quadratic Invariants)

The quantity $p s-r q$ obtained by letting

$$
\begin{align*}
& x=p X+q Y  \tag{1}\\
& y=r X+s Y \tag{2}
\end{align*}
$$

in

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2} \tag{3}
\end{equation*}
$$

so that

$$
\begin{align*}
& A=a p^{2}+2 b p r+c r^{2}  \tag{4}\\
& B=a p q+b(p s+q r)+c r s  \tag{5}\\
& C=a q^{2}+2 b q s+c s^{2} \tag{6}
\end{align*}
$$

and

$$
\begin{equation*}
B^{2}-A C=(p s-r q)^{2}\left(b^{2}-a c\right) \tag{7}
\end{equation*}
$$

is called the modulus.

## Modulus (Set)

The name for the SET of Integers modulo $m$, denoted $\mathbb{Z} \backslash m \mathbb{Z}$. If $m$ is a Prime $p$, then the modulus is a Finite Field $\mathbb{F}_{p}=\mathbb{Z} \backslash p \mathbb{Z}$.

## Moessner's Theorem

Write down the Positive Integers in row one, cross out every $k_{1}$ th number, and write the partial sums of the remaining numbers in the row below. Now cross off every $k_{2}$ th number and write the partial sums of the remaining numbers in the row below. Continue. For every Positive Integer $k>1$, if every $k$ th number is ignored in row 1 , every $(k-1)$ th number in row 2 , and every $(k+1-i)$ th number in row $i$, then the $k$ th row of partial sums will be the $k$ th Powers $1^{k}, 2^{k}, 3^{k}, \ldots$
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## Mohammed Sign



A curve consisting of two mirror-reversed intersecting crescents. This curve can be traced Unicursally.
see also Unicursal Circuit

## Møiré Pattern

An interference pattern produced by overlaying similar but slightly offset templates. Møiré patterns can also be created be plotting series of curves on a computer screen. Here, the interference is provided by the discretization of the finite-sized pixels.
see also Circles-And-Squares Fractal
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## Mollweide's Formulas

Let a Triangle have side lengths $a, b$, and $c$ with opposite angles $A, B$, and $C$. Then

$$
\begin{aligned}
\frac{b-c}{a} & =\frac{\sin \left[\frac{1}{2}(B-C)\right]}{\cos \left(\frac{1}{2} A\right)} \\
\frac{c-a}{b} & =\frac{\sin \left[\frac{1}{2}(C-A)\right]}{\cos \left(\frac{1}{2} B\right)} \\
\frac{a-b}{c} & =\frac{\sin \left[\frac{1}{2}(A-B)\right]}{\cos \left(\frac{1}{2} C\right)}
\end{aligned}
$$

see also Newton's Formulas, Triangle
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## Mollweide Projection



A Map Projection also called the Elliptical Projection or Homolographic Equal Area ProjecTION. The forward transformation is

$$
\begin{align*}
& x=\frac{2 \sqrt{2}\left(\lambda-\lambda_{0}\right) \cos \theta}{\pi}  \tag{1}\\
& y=2^{1 / 2} \sin \theta \tag{2}
\end{align*}
$$

where $\theta$ is given by

$$
\begin{equation*}
2 \theta+\sin (2 \theta)=\pi \sin \phi \tag{3}
\end{equation*}
$$

Newton's Method can then be used to compute $\theta^{\prime}$ iteratively from

$$
\begin{equation*}
\Delta \theta^{\prime}=-\frac{\theta^{\prime}+\sin \theta^{\prime}-\pi \sin \phi}{1+\cos \theta^{\prime}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta^{\prime}=\frac{1}{2} \theta^{\prime} \tag{5}
\end{equation*}
$$

or, better yet,

$$
\begin{equation*}
\theta^{\prime}=2 \sin ^{-1}\left(\frac{2 \phi}{\pi}\right) \tag{6}
\end{equation*}
$$

can be used as a first guess.
The inverse Formulas are

$$
\begin{align*}
& \phi=\sin ^{-1}\left[\frac{2 \theta+\sin (2 \theta)}{\pi}\right]  \tag{7}\\
& \lambda=\lambda_{0}+\frac{\pi x}{2 \sqrt{2} \cos \theta} \tag{8}
\end{align*}
$$

where

$$
\begin{equation*}
\theta=\sin ^{-1}\left(\frac{y}{\sqrt{2}}\right) \tag{9}
\end{equation*}
$$
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## Moment

The $n$th moment of a distribution about zero $\mu_{n}^{\prime}$ is defined by

$$
\begin{equation*}
\mu_{n}^{\prime}=\left\langle x^{n}\right\rangle \tag{1}
\end{equation*}
$$

where

$$
\langle f(x)\rangle= \begin{cases}\sum f(x) P(x) & \text { discrete distribution }  \tag{2}\\ \int f(x) P(x) d x & \text { continuous distribution }\end{cases}
$$

$\mu_{1}^{\prime}$, the MEAN, is usually simply denoted $\mu=\mu_{1}$. If the moment is instead taken about a point $a$,

$$
\begin{equation*}
\mu_{n}(a)=\left\langle(x-a)^{n}\right\rangle=\sum(x-a)^{n} P(x) \tag{3}
\end{equation*}
$$

The moments are most commonly taken about the MEan. These moments are denoted $\mu_{n}$ and are defined by

$$
\begin{equation*}
\mu_{n} \equiv\left\langle(x-\mu)^{n}\right\rangle \tag{4}
\end{equation*}
$$

with $\mu_{1}=0$. The moments about zero and about the Mean are related by

$$
\begin{align*}
& \mu_{2}=\mu_{2}^{\prime}-\left(\mu_{1}^{\prime}\right)^{2}  \tag{5}\\
& \mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2\left(\mu_{1}^{\prime}\right)^{3}  \tag{6}\\
& \mu_{4}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime}\left(\mu_{1}^{\prime}\right)^{2}-3\left(\mu_{1}^{\prime}\right)^{4} \tag{7}
\end{align*}
$$

The second moment about the MEAN is equal to the Variance

$$
\begin{equation*}
\mu_{2}=\sigma^{2} \tag{8}
\end{equation*}
$$

where $\sigma=\sqrt{\mu_{2}}$ is called the Standard Deviation.
The related Characteristic Function is defined by

$$
\begin{equation*}
\phi^{(n)}(0) \equiv\left[\frac{d^{n} \phi}{d t^{n}}\right]_{t=0}=i^{n} \mu_{n}(0) \tag{9}
\end{equation*}
$$

The moments may be simply computed using the Moment-Generating Function,

$$
\begin{equation*}
\mu_{n}^{\prime}=M^{(n)}(0) . \tag{10}
\end{equation*}
$$

A Distribution is not uniquely specified by its moments, although it is by its Characteristic FuncTION.
see also Characteristic Function, Charlier's Check, Cumulant-Generating Function, Factorial Moment, Kurtosis, Mean, MomentGenerating Function, Skewness, Standard DeViation, Standardized Moment, Variance
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## Moment-Generating Function

Given a Random Variable $x \in R$, if there exists an $h>0$ such that
$M(t) \equiv\left\langle e^{t x}\right\rangle$
$= \begin{cases}\sum_{R} e^{t x} P(x) & \text { for a discrete distribution } \\ \int_{-\infty}^{\infty} e^{t x} P(x) d x & \text { for a continuous distribution }\end{cases}$
for $|t|<h$, then

$$
\begin{equation*}
M(t) \equiv\left\langle e^{t x}\right\rangle \tag{2}
\end{equation*}
$$

is the moment-generating function.

$$
\begin{align*}
M(t) & =\int_{-\infty}^{\infty}\left(1+t x+\frac{1}{2!} t^{2} x^{2}+\ldots\right) P(x) d x \\
& =1+t m_{1}+\frac{1}{2!} t^{2} m_{2}+\ldots \tag{3}
\end{align*}
$$

where $m_{r}$ is the $r$ th Moment about zero. The momentgenerating function satisfies

$$
\begin{align*}
M_{x+y}(t) & =\left\langle e^{t(x+y)}\right\rangle=\left\langle e^{t x} e^{t y}\right\rangle \\
& =\left\langle e^{t x}\right\rangle\left\langle e^{t y}\right\rangle=M_{x}(t) M_{y}(t) \tag{4}
\end{align*}
$$

If $M(t)$ is differentiable at zero, then the $n$th Moments about the ORIGIN are given by $M^{n}(0)$

$$
\begin{array}{cl}
M(t)=\left\langle e^{t x}\right\rangle & M(0)=1 \\
M^{\prime}(t)=\left\langle x e^{t x}\right\rangle & M^{\prime}(0)=\langle x\rangle \\
M^{\prime \prime}(t)=\left\langle x^{2} e^{t x}\right\rangle & M^{\prime \prime}(0)=\left\langle x^{2}\right\rangle \\
M^{(n)}(t)=\left\langle x^{n} e^{t x}\right\rangle & M^{(n)}(0)=\left\langle x^{n}\right\rangle \tag{8}
\end{array}
$$

The Mean and Variance are therefore

$$
\begin{align*}
\mu & \equiv\langle x\rangle=M^{\prime}(0)  \tag{9}\\
\sigma^{2} & \equiv\left\langle x^{2}\right\rangle-\langle x\rangle^{2}=M^{\prime \prime}(0)-\left[M^{\prime}(0)\right]^{2} \tag{10}
\end{align*}
$$

It is also true that

$$
\begin{equation*}
\mu_{n}=\sum_{j=0}^{n}\binom{n}{j}(-1)^{n-j} \mu_{j}^{\prime}\left(\mu_{1}^{\prime}\right)^{n-j} \tag{11}
\end{equation*}
$$

where $\mu_{0}^{\prime}=1$ and $\mu_{j}^{\prime}$ is the $j$ th moment about the origin.
It is sometimes simpler to work with the LOGARITHM of the moment-generating function, which is also called the Cumulant-Generating Function, and is defined by

$$
\begin{align*}
R(t) & \equiv \ln [M(t)]  \tag{12}\\
R^{\prime}(t) & =\frac{M^{\prime}(t)}{M(t)}  \tag{13}\\
R^{\prime \prime}(t) & =\frac{M(t) M^{\prime \prime}(t)-\left[M^{\prime}(t)\right]^{2}}{[M(t)]^{2}} \tag{14}
\end{align*}
$$

But $M(0)=\langle 1\rangle=1$, so

$$
\begin{align*}
\mu & =M^{\prime}(0)=R^{\prime}(0)  \tag{15}\\
\sigma^{2} & =M^{\prime \prime}(0)-\left[M^{\prime}(0)\right]^{2}=R^{\prime \prime}(0) \tag{16}
\end{align*}
$$

see also Characteristic Function, Cumulant, Cumulant-Generating Function, Moment
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## Momental Skewness

$$
\alpha^{(m)} \equiv \frac{1}{2} \gamma_{1}=\frac{\mu_{3}}{2 \sigma^{3}},
$$

where $\gamma_{1}$ is the Fisher Skewness.
see also Fisher Skewness, Skewness

## Monad

A mathematical object which consists of a set of a single element. The Yin-Yang is also known as the monad.
see also Hexad, Quartet, Quintet, Tetrad, Triad, Yin-Yang

## Money-Changing Problem <br> see Coin Problem

## Monge-Ampère Differential Equation

A second-order Partial Differential Equation of the form

$$
H r+2 K s+L t+M+N\left(r t-s^{2}\right)=0
$$

where $H, K, L, M$, and $N$ are functions of $x, y, z, p$, and $q$, and $r, s, t, p$, and $q$ are defined by

$$
\begin{aligned}
r & =\frac{\partial^{2} z}{\partial x^{2}} \\
s & =\frac{\partial^{2} z}{\partial x \partial y} \\
t & =\frac{\partial^{2} z}{\partial y^{2}} \\
p & =\frac{\partial z}{\partial x} \\
q & =\frac{\partial z}{\partial y}
\end{aligned}
$$

The solutions are given by a system of differential equations given by Iyanaga and Kawada (1980).
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## Monge's Chordal Theorem

see Radical Center

## Monge's Form

A surface given by the form $z=F(x, y)$.
see also Monge Patch

## Monge Patch

A Monge patch is a Patch $\mathbf{x}: U \rightarrow \mathbb{R}^{3}$ of the form

$$
\begin{equation*}
\mathbf{x}(u, v)=(u, v, h(u, v)) \tag{1}
\end{equation*}
$$

where $U$ is an OpEN SET in $\mathbb{R}^{2}$ and $h: U \rightarrow \mathbb{R}$ is a differentiable function. The coefficients of the first Fundamental Form are given by

$$
\begin{align*}
& E=1+h_{u}{ }^{2}  \tag{2}\\
& F=h_{u} h_{v}  \tag{3}\\
& G=1+h_{v}{ }^{2} \tag{4}
\end{align*}
$$

and the second Fundamental Form by

$$
\begin{align*}
& e=\frac{h_{u u}}{\sqrt{1+h_{u}^{2}+h_{v}^{2}}}  \tag{5}\\
& f=\frac{h_{u v}}{\sqrt{1+h_{u}^{2}+h_{v}^{2}}}  \tag{6}\\
& g=\frac{g_{v v}}{\sqrt{1+{h_{u}}^{2}+h_{v}^{2}}} . \tag{7}
\end{align*}
$$

For a Monge patch, the Gaussian Curvature and Mean Curvature are

$$
\begin{align*}
K & =\frac{h_{u u} h_{v v}-h_{u v}{ }^{2}}{\left(1+h_{u}^{2}+{h_{v}}^{2}\right)^{2}}  \tag{8}\\
H & =\frac{\left(1+{h_{v}}^{2}\right) h_{u u}-2 h_{u} h_{v} h_{u v}+\left(1+{h_{u}}^{2}\right) h_{v v}}{\left(1+{h_{u}}^{2}+{h_{v}}^{2}\right)^{3 / 2}} \tag{9}
\end{align*}
$$

## see also Monge's Form, Patch

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 305-306, 1993.

## Monge's Problem



Draw a Circle that cuts three given Circles Perpendicularly. The solution is obtained by drawing the Radical Center $R$ of the given three Circles. If it lies outside the three Circles, then the Circle with center $R$ and Radius formed by the tangent from $R$ to one of the given Circles intersects the given Circles perpendicularly. Otherwise, if $R$ lies inside one of the circles, the problem is unsolvable.
see also Circle Tangents, Radical Center
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## Monge's Shuffle

A Shuffle in which Cards from the top of the deck in the left hand are alternatively moved to the bottom and top of the deck in the right hand. If the deck is shuffled $m$ times, the final position $x_{m}$ and initial position $x_{0}$ of a card are related by

$$
\begin{aligned}
2^{m+1} x_{m}=(4 p+1)\left[2^{m-1}\right. & \left.+(-1)^{m-1}\left(2^{m-2}+\ldots+2+1\right)\right] \\
& +(-1)^{m-1} 2 x_{0}+2^{m}+(-1)^{m-1}
\end{aligned}
$$

for a deck of $2 p$ cards (Kraitchik 1942).
see also Cards, Shuffle

## References

Conway, J. H. and Guy, R. K. "Fractions Cycle into Decimals." In The Book of Numbers. New York: SpringerVerlag, pp. 157-163, 1996.
Kraitchik, M. "Monge's Shuffle." §12.2.14 in Mathematical Recreations. New York: W. W. Norton, pp. 321-323, 1942.

## Monge's Theorem



Draw three nonintersecting Circles in the plane, and the common tangent line for each pair of two. The points of intersection of the three pairs of tangent lines lie on a straight line.
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## Monic Polynomial

A Polynominl in which the Coefficient of the highest Order term is 1.
see also Monomial

## Monica Set

The $n$th Monica set $M_{n}$ is defined as the set of Composite Numbers $x$ for which $n \mid S(x)-S_{p}(x)$, where

$$
\begin{equation*}
x=a_{0}+a_{1}\left(10^{1}\right)+\ldots+a_{d}\left(10^{d}\right)=p_{1} p_{2} \cdots p_{n} \tag{1}
\end{equation*}
$$

and

$$
\begin{align*}
S(x) & =\sum_{j=0}^{d} a_{j}  \tag{2}\\
S_{p}(x) & =\sum_{i=1}^{m} S\left(p_{i}\right) \tag{3}
\end{align*}
$$

Every Monica set has an infinite number of elements. The Monica set $M_{n}$ is a subset of the Suzanne Set $S_{n}$.

If $x$ is a Smith Number, then it is a member of the Monica set $M_{n}$ for all $n \in \mathbb{N}$. For any Integer $k>1$, if $x$ is a $k$-Smith Number, then $x \in M_{k-1}$.
see also Suzanne SEt
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## Monkey and Coconut Problem

A Diophantine problem (i.e., one whose solution must be given in terms of INTEGERS) which secks a solution to the following problem. Given $n$ men and a pile of coconuts, each man in sequence takes $(1 / n)$ th of the coconuts and gives the $m$ coconuts which do not divide equally to a monkey. When all $n$ men have so divided, they divide the remaining coconuts five ways, and give the $m$ coconuts which are left-over to the monkey. How many coconuts $N$ were there originally? The solution is equivalent to solving the $n+1$ DIophantine Equations

$$
\begin{aligned}
& N=n A+m \\
&(n-1) A=n B+m \\
&(n-1) B=n C+m \\
& \vdots \\
&(n-1) X=n Y+m \\
&(n-1) Y=n Z+m
\end{aligned}
$$

and is given by

$$
N=k n^{n+1}-m(n-1)
$$

where $k$ is an an arbitrary INTEGER (Gardner 1961).
For the particular case of $n=5$ men and $m=1$ left over coconuts, the 6 equations can be combined into the single Diophantine Equation

$$
1,024 N=15,625 F+11,529
$$

where $F$ is the number given to each man in the last division. The smallest Positive solution in this case is $N=15,621$ coconuts, corresponding to $k=1$ and $F=$ 1, 023 (Gardner 1961). The following table shows how this rather large number of coconuts is divided under the scheme described above.

| Removed | Given to Monkey | Left |
| :--- | :--- | ---: |
|  |  | 15,621 |
| 3,124 | 1 | 12,496 |
| 2,499 | 1 | 9,996 |
| 1,999 | 1 | 7,996 |
| 1,599 | 1 | 6,396 |
| 1,279 | 1 | 5,116 |
| $5 \times 1023$ | 1 | 0 |

If no coconuts are left for the monkey after the final $n$ way division (Williams 1926), then the original number of coconuts is

$$
\begin{cases}(1+n k) n^{n}-(n-1) & n \text { odd } \\ (n-1+n k) n^{n}-(n-1) & n \text { even. }\end{cases}
$$

The smallest Positive solution for case $n=5$ and $m=$ 1 is $N=3,121$ coconuts, corresponding to $k=1$ and 1,020 coconuts in the final division (Gardner 1961). The following table shows how these coconuts are divided.

| Removed | Given to Monkey | Left |
| :--- | :--- | ---: |
|  |  | 3,121 |
| 624 | 1 | 2,496 |
| 499 | 1 | 1,996 |
| 399 | 1 | 1,596 |
| 319 | 1 | 1,276 |
| 255 | 1 | 1,020 |
| $5 \times 204$ | 0 | 0 |

A different version of the problem having a solution of 79 coconuts is considered by Pappas (1989).
see also Diophantine Equation-Linear, Pell Equation

References
Anning, N. "Monkeys and Coconuts." Math. Teacher 54, 560-562, 1951.
Bowden, J. "The Problem of the Dishonest Men, the Monkeys, and the Coconuts." In Special Topics in Theoretical Arithmetic. Lancaster, PA: Lancaster Press, pp. 203-212, 1936.

Gardner, M. "The Monkey and the Coconuts." Ch. 9 in The Second Scientific American Book of Puzzles \& Diversions: A New Selection. New York: Simon and Schuster, 1961.
Kirchner, R. B. "The Generalized Coconut Problem." Amer. Math. Monthly 67, 516-519, 1960.
Moritz, R. E. "Solution to Problem 3,242." Amer. Malh. Monthly 35, 47-48, 1928.
Ogilvy, C. S. and Anderson, J. T. Excursions in Number Theory. New York: Dover, pp. 52-54, 1988.
Olds, C. D. Continued Fractions. New York: Random House, pp. 48-50, 1963.
Pappas, T. "The Monkey and the Coconuts." The Joy of Mathematics. San Carlos, CA: Wide World Publ./Tetra, pp. 226-227 and 234, 1989.
Williams, B. A. "Coconuts." The Saturday Evening Post, Oct. 9, 1926.

## Monkey Saddle



A SURFACE which a monkey can straddle with both his two legs and his tail. A simply Cartesian equation for such a surface is

$$
\begin{equation*}
z=x\left(x^{2}-3 y^{2}\right) \tag{1}
\end{equation*}
$$

which can also be given by the parametric equations

$$
\begin{align*}
& x(u, v)=u  \tag{2}\\
& y(u, v)=v  \tag{3}\\
& z(u, v)=u^{3}-3 u v^{2} . \tag{4}
\end{align*}
$$

The coefficients of the first and second Fundamental FORMS of the monkey saddle are given by

$$
\begin{align*}
& e=\frac{6 u}{\sqrt{1+9 u^{4}+18 u^{2} v^{2}+9 v^{4}}}  \tag{5}\\
& f=-\frac{6 v}{\sqrt{1+9 u^{4}+18 u^{2} v^{2}+9 v^{4}}}  \tag{6}\\
& g=-\frac{6 u}{\sqrt{1+9 u^{4}+18 u^{2} v^{2}+9 v^{4}}}  \tag{7}\\
& E=1+9\left(u^{2}-v^{2}\right)^{2}  \tag{8}\\
& F=-18 u v\left(u^{2}-v^{2}\right)  \tag{9}\\
& G=1+36 u^{2} v^{2} \tag{10}
\end{align*}
$$

## giving Riemannian Metric

$$
\begin{align*}
d s^{2}=\left[1+\left(3 u^{2}-3 v^{2}\right)^{2}\right] d u^{2}- & 2\left[18 u v\left(u^{2}-v^{2}\right)\right] d u d v \\
& +\left(1+36 u^{2} v^{2}\right) d v^{2}, \tag{11}
\end{align*}
$$

## Area Element

$$
\begin{equation*}
d A=\sqrt{1+9 u^{4}+18 u^{2} v^{2}+9 v^{4}} d u \wedge d v \tag{12}
\end{equation*}
$$

and Gaussian and Mean Curvatures

$$
\begin{align*}
& K=-\frac{36\left(u^{2}+v^{2}\right)}{\left(1+9 u^{4}+18 u^{2} v^{2}+9 v^{4}\right)^{2}}  \tag{13}\\
& H=-\frac{27 u\left(-u^{4}+2 u^{2} v^{2}+3 v^{4}\right)}{\left(1+9 u^{4}+18 u^{2} v^{2}+9 v^{4}\right)^{3 / 2}} \tag{14}
\end{align*}
$$

(Gray 1993). Every point of the monkey saddle except the origin has Negative Gaussian Curvature.
see also Crossed Trough, Partial Derivative
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## Monochromatic Forced Triangle

Given a Complete Graph $K_{n}$ which is two-colored, the number of forced monochromatic Triangles is at least

$$
\begin{cases}\frac{1}{3} u(u-1)(u-2) & \text { for } n=2 u \\ \frac{2}{3} u(u-1)(4 u+1) & \text { for } n=4 u+1 \\ \frac{2}{3} u(u+1)(4 u-1) & \text { for } n=4 u+3\end{cases}
$$

The first few numbers of monochromatic forced triangles are $0,0,0,0,0,2,4,8,12,20,28,40, \ldots$ (Sloane's A014557).
see also Complete Graph, Extremal Graph
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## Monodromy

A general concept in Category Theory involving the globalization of local MORPHISMS.
see also Holonomy

## Monodromy Group

A technically defined Group characterizing a system of linear differential equations

$$
y_{j}^{\prime}=\sum_{k=1}^{n} a_{j k}(x) y_{k}
$$

for $j=1, \ldots, n$, where $a_{j k}$ are Complex Analytic Functions of $x$ in a given Complex Domain.
see also Hilbert's 21st Problem, Riemann P-Series
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## Monodromy Theorem

If a Complex function $f$ is Analytic in a Disk contained in a simply connected Domain $D$ and $f$ can be Analytically Continued along every polygonal arc in $D$, then $f$ can be Analytically Continued to a single-valued Analytic Function on all of $D$ !
see also Analytic Continuation

## Monogenic Function

If

$$
\lim _{z \rightarrow z_{0}} \frac{f(z)-f\left(z_{0}\right)}{z-z_{0}}
$$

is the same for all paths in the Complex Plane, then $f(z)$ is said to be monogenic at $z_{0}$. Monogenic therefore essentially means having a single Derivative at a point. Functions are either monogenic or have infinitely many Derivatives (in which case they are called PolyGENIC); intermediate cases are not possible.

## see also Polygenic Function
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## Monohedral Tiling

A Tiling is which all tiles are congruent.
see also Anisohedral Tiling, Isohedral Tiling
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## Monoid

A Group-like object which fails to be a Group because elements need not have an inverse within the object. A monoid $S$ must also be Associative and an Identity Element $I \in S$ such that for all $a \in S, 1 a=a 1=a$. A monoid is therefore a SEmigroup with an identity element. A monoid must contain at least one element.

The numbers of free idempotent monoids on $n$ letters are $1,2,7,160,332381, \ldots$ (Sloane's A005345).
see also Binary Operator, Group, Semigroup
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## Monomial

A Polynomial consisting of a single term.
see also Binomial, Monic Polynomial, Polynomial, Trinomial

## Monomino

The unique 1-Polyomino, consisting of a single Square.
see also Domino, Triomino
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## Monomorph

An Integer which is expressible in only one way in the form $x^{2}+D y^{2}$ or $x^{2}-D y^{2}$ where $x^{2}$ is Relatively Prime to $D y^{2}$. If the Integer is expressible in more than one way, it is called a Polymorph.
see also Antimorph, Idoneal Number, Polymorph

## Monotone

Another word for monotonic.
see also Monotonic Function, Monotonic Sequence, Monotonic Voting

## Monotone Decreasing

Always decreasing; never remaining constant or increasing.

## Monotone Increasing

Always increasing; never remaining constant or decreasing.

## Monotonic Function

A function which is either entirely nonincreasing or nondecreasing. A function is monotonic if its first DERIVative (which need not be continuous) does not change sign.

## Monotonic Sequence

A Sequence $\left\{a_{n}\right\}$ such that either (1) $a_{i+1} \geq a_{i}$ for every $i \geq 1$, or (2) $a_{i+1} \leq a_{i}$ for every $i \geq 1$.

## Monotonic Voting

A term in Social Choice Theory meaning a change favorable for $X$ does not hurt $X$.
see also Anonymous, Dual Voting

## Monster Group

The highest order Sporadic Group M. It has Order

$$
2^{46} \cdot 3^{20} \cdot 5^{9} \cdot 7^{6} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71
$$

and is also called the Friendly Giant Group. It was constructed in 1982 by Robert Griess as a Group of Rotations in 196,883-D space.
see also Baby Monster Group, Bimonster, Leech Lattice
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## Monomorphism

An Injective Morphism.

## Monte Carlo Integration

In order to integrate a function over a complicated Domain $D$, Monte Carlo integration picks random points over some simple DOMAIN $D^{\prime}$ which is a superset of $D$, checks whether each point is within $D$, and estimates the Area of $D$ (Volume, $n$-D Content, etc.) as the Area of $D^{\prime}$ multiplied by the fraction of points falling within $D^{\prime}$.

An estimate of the uncertainty produced by this technique is given by

$$
\int f d V \approx V\langle f\rangle \pm \sqrt{\frac{\left\langle f^{2}\right\rangle-\langle f\rangle^{2}}{N}}
$$

## see also Monte Carlo Method
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## Monte Carlo Method

Any method which solves a problem by generating suitable random numbers and observing that fraction of the numbers obeying some property or properties. The method is useful for obtaining numerical solutions to problems which are too complicated to solve analytically. The most common application of the Monte Carlo method is Monte Carlo Integration.
see also Monte Carlo Integration
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## Montel's Theorem

Let $f(z)$ be an analytic function of $z$, regular in the half-strip $S$ defined by $a<x<b$ and $y>0$. If $f(z)$ is bounded in $S$ and tends to a limit $l$ as $y \rightarrow \infty$ for a certain fixed value $\xi$ of $x$ between $a$ and $b$, then $f(z)$ tends to this limit $l$ on every line $x=x_{0}$ in $S$, and $f(z) \rightarrow l$ uniformly for $a+\delta \leq x_{0} \leq b-\delta$.
see also Vitali's Convergence Theorem
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## Monty Hall Dilemma

see Monty Hall Problem

## Monty Hall Problem

The Monty Hall problem is named for its similarity to the Let's Make a Deal television game show hosted by Monty Hall. The problem is stated as follows. Assume that a room is equipped with three doors. Behind two are goats, and behind the third is a shiny new car. You are asked to pick a door, and will win whatever is behind it. Let's say you pick door 1. Before the door is opened, however, someone who knows what's behind the doors (Monty Hall) opens one of the other two doors, revealing a goat, and asks you if you wish to change your selection to the third door (i.e., the door which neither you picked nor he opened). The Monty Hall problem is deciding whether you do.

The correct answer is that you do want to switch. If you do not switch, you have the expected $1 / 3$ chance of winning the car, since no matter whether you initially picked the correct door, Monty will show you a door with a goat. But after Monty has eliminated one of the doors for you, you obviously do not improve your chances of winning to better than $1 / 3$ by sticking with your original choice. If you now switch doors, however, there is a $2 / 3$ chance you will win the car (counterintuitive though it seems).

| $d_{1}$ | $d_{2}$ | Winning Probability |
| :--- | :--- | :--- |
| pick | stick | $1 / 3$ |
| pick | switch | $2 / 3$ |

The problem can be generalized to four doors as follows. Let one door conceal the car, with goats behind the other three. Pick a door $d_{1}$. Then the host will open one of the nonwinners and give you the option of switching. Call your new choice (which could be the same as $d_{1}$ if you don't switch) $d_{2}$. The host will then open a second nonwinner, and you must decide for choice $d_{3}$ if you want to stick to $d_{2}$ or switch to the remaining door. The probabilities of winning are shown below for the four possible strategies.

| $d_{1}$ | $d_{2}$ | $d_{3}$ |  | Winning Probability |
| :--- | :--- | :--- | :--- | :--- |
| pick | stick | stick | $4 / 8$ |  |
| pick | switch | stick | $3 / 8$ |  |
| pick | stick | switch | $6 / 8$ |  |
| pick | switch | switch | $5 / 8$ |  |

The above results are characteristic of the best strategy for the $n$-stage Monty Hall problem: stick until the last choice, then switch.
see also Alias' Paradox
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## Moore Graph

A Graph with Diameter $d$ and Girth $2 d+1$. Moore graphs have Diameter of at most 2. Every Moore graph is both Regular and distance regular. Hoffman and Singleton (1960) show that $k$-regular Moore graphs with Diameter 2 have $k \in\{2,3,7,57\}$.
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## Moore-Penrose Generalized Matrix Inverse

Given an $m \times n$ Matrix B, the Moore-Penrose generalized Matrix Inverse is a unique $n \times m$ Matrix $\mathrm{B}^{+}$ which satisfies

$$
\begin{align*}
\mathrm{BB}^{+} \mathrm{B} & =\mathrm{B}  \tag{1}\\
\mathrm{~B}^{+} \mathrm{BB}^{+} & =\mathrm{B}^{+}  \tag{2}\\
\left(\mathrm{BB}^{+}\right)^{\mathrm{T}} & =\mathrm{BB}^{+}  \tag{3}\\
\left(\mathrm{B}^{+} \mathrm{B}\right)^{\mathrm{T}} & =\mathrm{B}^{+} \mathrm{B} . \tag{4}
\end{align*}
$$

It is also true that

$$
\begin{equation*}
\mathbf{z}=\mathrm{B}^{+} \mathbf{c} \tag{5}
\end{equation*}
$$

is the shortest length Least Squares solution to the problem

$$
\begin{equation*}
\mathrm{Bz}=\mathbf{c} . \tag{6}
\end{equation*}
$$

If the inverse of $\left(B^{T} B\right)$ exists, then

$$
\begin{equation*}
\mathrm{B}^{+}=\left(\mathrm{B}^{\mathrm{T}} \mathrm{~B}\right)^{-1} \mathrm{~B}^{\mathrm{T}}, \tag{7}
\end{equation*}
$$

where $B^{T}$ is the Matrix Transpose, as can be seen by premultiplying both sides of (7) by $\mathrm{B}^{\mathrm{T}}$ to create a Square Matrix which can then be inverted,

$$
\begin{equation*}
\mathrm{B}^{\mathrm{T}} \mathrm{Bz}=\mathrm{B}^{\mathrm{T}} \mathbf{c} \tag{8}
\end{equation*}
$$

giving

$$
\begin{align*}
\mathbf{z} & =\left(B^{T} B\right)^{-1} B^{T} \mathbf{c} \\
& \equiv \mathrm{~B}^{+} \mathbf{c} . \tag{9}
\end{align*}
$$

see also Least Squares Fitting, Matrix Inverse
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## Mordell Conjecture

Diophantine Equations that give rise to surfaces with two or more holes have only finite many solutions in Gaussian Integers with no common factors. Fermat's equation has $(n-1)(n-2) / 2$ Holes, so the Mordell conjecture implies that for each Integer $n \geq 3$, the Fermat Equation has at most a finite number of solutions. This conjecture was proved by Faltings (1984).
see also Fermat Equation, fermat's Last Theorem, Safarevich Conjecture, Shimura-Taniyama Conjecture
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## Mordell Integral

The integral

$$
\phi(t, u)=\int \frac{e^{\pi i t x^{2}+2 \pi i u x}}{e^{2 \pi i x}-1} d x
$$

which is related to the Theta Functions, Моck theta Functions, and Riemann Zeta Function.

## Mordell-Weil Theorem

For Elliptic Curves over the Rationals, $\mathbb{Q}$, the number of generators of the set of Rational Points is always finite. This theorem was proved by Mordell in 1921 and extended by Weil in 1928 to Abelian Varieties over Number Fields.
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## Morera's Theorem

If $f(z)$ is continuous in a simply connected region $D$ and satisfies

$$
\int_{\gamma} f d z=0
$$

for all closed Contours $\gamma$ in $D$, then $f(z)$ is Analytic in $D$. see also Cauchy Integral Theorem
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## Morgado Identity

An identity satisfied by $w$ Generalized Fibonacci Numbers:

$$
\begin{align*}
& 4 w_{n} w_{n+1} w_{n+2} w_{n+4} w_{n+5} w_{n+6} \\
& +e^{2} q^{2 n}\left(w_{n} U_{4} U_{5}-w_{n+1} U_{2} U_{6}-w_{n} U_{1} U_{8}\right)^{2} \\
& \quad=\left(w_{n+1} w_{n+2} w_{n+6}+w_{n} w_{n+4} w_{n+5}\right)^{2} \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
e & \equiv p a b-q a^{2}-b^{2}  \tag{2}\\
U_{n} & \equiv w_{n}(0,1 ; p, q) \tag{3}
\end{align*}
$$

## see also Generalized Fibonacci Number
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## Morgan-Voyce Polynomial

Polynomials related to the Brahmagupta Polynomials. They are defined by the Recurrence Relations

$$
\begin{gather*}
b_{n}(x)=x B_{n-1}(x)+b_{n-1}(x)  \tag{1}\\
B_{n}(x)=(x+1) B_{n-1}(x)+b_{n-1}(x) \tag{2}
\end{gather*}
$$

for $n \geq 1$, with

$$
\begin{equation*}
b_{0}(x)=B_{0}(x)=1 \tag{3}
\end{equation*}
$$

Alternative recurrences are

$$
\begin{align*}
B_{n+1} B_{n-1}-B_{n}^{2} & =-1  \tag{4}\\
b_{n+1} b_{n-1}-b_{n}^{2} & =x \tag{5}
\end{align*}
$$

The polynomials can be given explicitly by the sums

$$
\begin{align*}
B_{n}(x) & =\sum_{k=0}^{n}\binom{n+k-1}{n-k}  \tag{6}\\
b_{n}(x) & =\sum_{k=0}^{n}\binom{n+k}{n-k} . \tag{7}
\end{align*}
$$

Defining the Matrix

$$
\mathrm{Q}=\left[\begin{array}{cc}
x+2 & -1  \tag{8}\\
1 & 0
\end{array}\right]
$$

gives the identities

$$
\begin{gather*}
\mathrm{Q}^{n}=\left[\begin{array}{cc}
B_{n} & -B_{n-1} \\
B_{n-1} & -B_{n-2}
\end{array}\right]  \tag{9}\\
\mathrm{Q}^{n}-\mathrm{Q}^{n-1}=\left[\begin{array}{cc}
b_{n} & -b_{n-1} \\
b_{n-1} & -b_{n-2}
\end{array}\right] . \tag{10}
\end{gather*}
$$

Defining

$$
\begin{align*}
\cos \theta & =\frac{1}{2}(x+2)  \tag{11}\\
\cosh \phi & =\frac{1}{2}(x+2) \tag{12}
\end{align*}
$$

gives

$$
\begin{align*}
& B_{n}(x)=\frac{\sin [(n+1) \theta]}{\sin \theta}  \tag{13}\\
& B_{n}(x)=\frac{\sinh [(n+1) \phi]}{\sinh \phi} \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
& b_{n}(x)=\frac{\cos \left[\frac{1}{2}(2 n+1) \theta\right]}{\cos \left(\frac{1}{2} \theta\right)}  \tag{15}\\
& b_{n}(x)=\frac{\cosh \left[\frac{1}{2}(2 n+1) \phi\right]}{\cosh \left(\frac{1}{2} \theta\right)} \tag{16}
\end{align*}
$$

The Morgan-Voyce polynomials are related to the FIbONACCI Polynomials $F_{n}(x)$ by

$$
\begin{align*}
b_{n}\left(x^{2}\right) & =F_{2 n+1}(x)  \tag{17}\\
B_{n}\left(x^{2}\right) & =\frac{1}{x} F_{2 n+2}(x) \tag{18}
\end{align*}
$$

(Swamy 1968).
$B_{n}(x)$ satisfies the Ordinary Differential EqUaTION

$$
\begin{equation*}
x(x+4) y^{\prime \prime}+3(x+2) y^{\prime}-n(n+2) y=0 \tag{19}
\end{equation*}
$$

and $b_{n}(x)$ the equation

$$
\begin{equation*}
x(x+4) y^{\prime \prime}+2(x+1) y^{\prime}-n(n+1) y=0 \tag{20}
\end{equation*}
$$

These and several other identities involving derivatives and integrals of the polynomials are given by Swamy (1968).
see also Brahmagupta Polynomial, Fibonacci Polynomial
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## Morley Centers

The Centroid of Morley's Triangle is called Morley's first center. It has Triangle Center Function

$$
\alpha=\cos \left(\frac{1}{3} A\right)+2 \cos \left(\frac{1}{3} B\right) \cos \left(\frac{1}{3} C\right)
$$

The Perspective Center of Morley's Triangle with reference Triangle $A B C$ is called Morley's second center. The Triangle Center Function is

$$
\alpha=\sec \left(\frac{1}{3} A\right)
$$

see also Centroid (Geometric), Morley's Theorem, Perspective Center
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## Morley's Formula

$$
\begin{aligned}
\sum_{k=0}^{\infty}\binom{m}{k}^{3} & =1+\left(\frac{m}{1}\right)^{3}+\left[\frac{m(m+1)}{1 \cdot 2}\right]^{3}+\ldots \\
& =\frac{\Gamma\left(1-\frac{3}{2} m\right)}{\left[\Gamma\left(1-\frac{1}{2} m\right)\right]^{3}} \cos \left(\frac{1}{2} m \pi\right)
\end{aligned}
$$

where $\binom{n}{k}$ is a Binomial Coefficient and $\Gamma(z)$ is the Gamma Function.

## Morley's Theorem



The points of intersection of the adjacent Trisectors of the Angles of any Triangle $\triangle A B C$ are the Vertices of an Equilateral Triangle $\triangle D E F$ known as Morley's Triangle. Taylor and Marr (1914) give two geometric proofs and one trigonometric proof.


A generalization of Morley's Theorem was discovered by Morley in 1900 but first published by Taylor and Marr (1914). Each Angle of a Triangle $\triangle A B C$ has six trisectors, since each interior angle trisector has two associated lines making angles of $120^{\circ}$ with it. The generalization of Morley's theorem states that these trisectors intersect in 27 points (denoted $D_{i j}, E_{i j}, F_{i j}$, for $i, j=0,1,2$ ) which lie six by six on nine lines. Furthermore, these lines are in three triples of Parallel lines, $\left(D_{22} E_{22}, E_{12} D_{21}, F_{10} F_{01}\right),\left(D_{22} F_{22}, F_{21} D_{12}, E_{01} E_{10}\right)$, and ( $E_{22} F_{22}, F_{12} E_{21}, D_{10} D_{01}$ ), making Angles of $60^{\circ}$ with one another (Taylor and Marr 1914, Johnson 1929, p. 254).


Let $L, M$, and $N$ be the other trisector-trisector intersections, and let the 27 points $L_{i j}, M_{i j}, N_{i j}$ for $i, j=0$, 1,2 be the Isogonal Conjugates of $D, E$, and $F$. Then these points lie 6 by 6 on 9 Conics through $\triangle A B C$. In addition, these Conics meet 3 by 3 on the Circumcircle, and the three meeting points form an Equilateral Triangle whose sides are Parallel to those of $\triangle D E F$.
see also Conic Section, Morley Centers, TrisecTION
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## Morley's Triangle

An Equilateral Triangle considered by Morley's Theorem with side lengths

$$
8 R \sin \left(\frac{1}{3} A\right) \sin \left(\frac{1}{3} B\right) \sin \left(\frac{1}{3} C\right),
$$

where $R$ is the Circumradius of the original Triangle.

## Morphism

A map between two objects in an abstract Category.

1. A general morphism is called a Номомоrphism,
2. An injective morphism is called a Monomorphism,
3. A surjective morphism is an Epimorphism,
4. A bijective morphism is called an Isomorphism (if there is an isomorphism between two objects, then we say they are isomorphic),
5. A surjective morphism from an object to itself is called an Endomorphism, and
6. An Isomorphism between an object and itself is called an Automorphism.
see also Automorphism, Epimorphism, Homeomorphism, Номомоrphism, Isomorphism, Monomorphism, Оbject

## Morrie's Law

$$
\cos \left(20^{\circ}\right) \cos \left(40^{\circ}\right) \cos \left(80^{\circ}\right)=\frac{1}{8} .
$$

This identity was referred to by Feynman (Gleick 1992). It is a special case of the general identity

$$
2^{k} \prod_{j=0}^{k-1} \cos \left(2^{j} a\right)=\frac{\sin \left(2^{k} a\right)}{\sin a}
$$

with $k=3$ and $a=20^{\circ}$ (Beyer et al. 1996).
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## Morse Inequalities

Topological lower bounds in terms of Betti Numbers for the number of critical points form a smooth function on a smooth Manifold.

## Morse Theory

"Calculus of Variations in the large" which uses nonlinear techniques to address problems in the CaLculus of Variations. Morse theory applied to a Function $g$ on a Manifold $W$ with $g(M)=0$ and $g\left(M^{\prime}\right)=1$ shows that every Совordism can be realized as a finite sequence of Surgeries. Conversely, a sequence of Surgeries gives a Cobordism.
see also Calculus of Variations, Cobordism, Surgery

Morse-Thue Sequence<br>see Thue-Morse Sequence

## Mortal

A nonempty finite set of $n \times n$ Matrices with InteGER entries for which there exists some product of the Matrices in the set which is equal to the zero Matrix.

## Mortality Problem

For a given $n$, is the problem of determining if a set is MORTAL solvable? $n=1$ is solvable, $n=2$ is unknown, and $n \geq 3$ is unsolvable.
see also Life Expectancy

## Morton-Franks-Williams Inequality

Let $E$ be the largest and $e$ the smallest Power of $\ell$ in the HOMFLY Polynomial of an oriented Link, and $i$ be the Braid Index. Then the Morton-FranksWilliams Inequality holds,

$$
i \geq \frac{1}{2}(E-e)+1
$$

(Franks and Williams 1985, Morton 1985). The inequality is sharp for all Prime Knots up to 10 crossings with the exceptions of $09_{042}, 09_{049}, 10_{132}, 10_{150}$, and $10_{156}$. see also Braid Index
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## Mosaic

see TESSELLATION

## Moser

The very Large Number consisting of the number 2 inside a MEgA-gon.
see also Mega, Megistron
Moser's Circle Problem
see Circle Cutting

## Moss's Egg



An Oval whose construction is illustrated in the above diagram.
see also EgG, Oval
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## Motzkin Number



The Motzkin numbers enumerate various combinatorial objects. Donaghey and Shapiro (1977) give 14 different manifestations of these numbers. In particular, they give the number of paths from $(0,0)$ to $(n, 0)$ which never dip below $y=0$ and are made up only of the steps ( 1 , 0 ), $(1,1)$, and $(1,-1)$, i.e., $\rightarrow, \nearrow$, and $\searrow$. The first are $1,2,4,9,21,51, \ldots$ (Sloane's A001006). The Motzkin number Generating Function $M(z)$ satisfies

$$
\begin{equation*}
M=1+x M+x^{2} M^{2} \tag{1}
\end{equation*}
$$

and is given by

$$
\begin{align*}
M(x)= & \frac{1-x-\sqrt{1-2 x-3 x^{2}}}{2 x^{2}} \\
& =1+x+2 x^{2}+4 x^{3}+9 x^{4}+21 x^{5}+\ldots, \tag{2}
\end{align*}
$$

or by the Recurrence Relation

$$
\begin{equation*}
M_{n}=a_{n-1}+\sum_{k=0}^{n-2} M_{k} M_{n-2-k} \tag{3}
\end{equation*}
$$

with $M_{0}=1$. The Motzkin number $M_{n}$ is also given by

$$
\begin{align*}
M_{n} & =-\frac{1}{2} \sum_{\substack{a+b=n+2 \\
a \geq 0, b \geq 0}}(-3)^{a}\binom{\frac{1}{2}}{a}\binom{\frac{1}{2}}{b}  \tag{4}\\
& =\frac{(-1)^{n+1}}{2^{2 n+5}} \sum_{\substack{a+b=n+2 \\
a \geq 0, b \geq 0}} \frac{(-3)^{a}}{(2 a-1)(2 b-1)}\binom{2 a}{a}\binom{2 b}{b}, \tag{5}
\end{align*}
$$

where $\binom{n}{k}$ is a Binomial Coefficient.
see also Catalan Number, King Walk, Schröder Number
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## Moufang Plane

A Projective Plane in which every line is a translation line is called a Moufang plane.
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## Mousetrap

A Permutation problem invented by Cayley.

## References

Guy, R. K. "Mousetrap." §E37 in Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, pp. 237-238, 1994.

## Mouth

A Principal Vertex $x_{i}$ of a Simple Polygon $P$ is called a mouth if the diagonal $\left[x_{i-1}, x_{i+1}\right]$ is an extremal diagonal (i.e., the interior of $\left[x_{i-1}, x_{i+1}\right]$ lies in the exterior of $P$ ).
see also Anthropomorphic polygon, Ear, OneMouth Theorem
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## Moving Average

Given a Sequence $\left\{a_{i}\right\}_{i=1}^{N}$, an $n$-moving average is a new sequence $\left\{s_{i}\right\}_{i=1}^{N-n+1}$ defined from the $a_{i}$ by taking the Average of subsequences of $n$ terms,

$$
s_{i}=\frac{1}{n} \sum_{j=i}^{i+n-1} a_{j} .
$$

see also Average, Spencer's 15-Point Moving AvErage
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## Moving Ladder Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

What is the longest ladder which can be moved around a right-angled hallway of unit width? For a straight, rigid ladder, the answer is $2 \sqrt{2}$. For a smoothly-shaped ladder, the largest diampter is $\geq 2(1+\sqrt{2})$ (Finch).
see also Moving Sofa Constant, Piano Mover's Problem
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## Moving Sofa Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
What is the sofa of greatest Area $S$ which can be moved around a right-angled hallway of unit width? Hammersley (Croft et al. 1994) showed that

$$
\begin{equation*}
S \geq \frac{\pi}{2}+\frac{2}{\pi}=2.2074 \ldots \tag{1}
\end{equation*}
$$

Gerver (1992) found a sofa with larger Area and provided arguments indicating that it is either optimal or close to it. The boundary of Gerver's sofa is a complicated shape composed of 18 Arcs. Its Area can be given by defining the constants $A, B, \phi$, and $\theta$ by solving

$$
\begin{gather*}
A(\cos \theta-\cos \phi)-2 B \sin \phi+(\theta-\phi-1) \cos \theta \\
\quad-\sin \theta+\cos \phi+\sin \phi=0  \tag{2}\\
\begin{array}{c}
A(3 \sin \theta+\sin \phi)-2 B \cos \phi+3(\theta-\phi-1) \sin \theta \\
+3 \cos \theta-\sin \phi+\cos \phi=0
\end{array} \\
A \cos \phi-\left(\sin \phi+\frac{1}{2}-\frac{1}{2} \cos \phi+B \sin \phi\right)=0  \tag{3}\\
\left(A+\frac{1}{2} \pi-\phi-\theta\right)-\left[B-\frac{1}{2}(\theta-\phi)(1+A)-\frac{1}{4}(\theta-\phi)^{2}\right]=0 \tag{4}
\end{gather*}
$$

This gives

$$
\begin{align*}
A & =0.094426560843653 \ldots  \tag{6}\\
B & =1.399203727333547 \ldots  \tag{7}\\
\phi & =0.039177364790084 \ldots  \tag{8}\\
\theta & =0.681301509382725 \ldots \tag{9}
\end{align*}
$$

Now define
$r(\alpha) \equiv$

$$
\left\{\begin{array}{l}
\frac{1}{2}  \tag{10}\\
\quad \text { for } 0 \leq \alpha<\phi \\
\frac{1}{2}(1+A+\alpha-\phi) \\
\quad \text { for } \phi \leq \alpha<\theta \\
A+\alpha-\phi \\
\text { for } \theta \leq \alpha<\frac{1}{2} \pi-\theta \\
B-\frac{1}{2}\left(\frac{1}{2} \pi-\alpha-\phi\right)(1+A)-\frac{1}{4}\left(\frac{1}{2} \pi-\alpha-\phi\right)^{2} \\
\text { for } \frac{1}{2} \pi-\theta \leq \alpha<\frac{1}{2} \pi-\phi
\end{array}\right.
$$

where

$$
\begin{equation*}
s(\alpha) \equiv 1-r(\alpha) \tag{11}
\end{equation*}
$$

$u(\alpha) \equiv \begin{cases}B-\frac{1}{2}(\alpha-\phi)(1+A) & \text { for } \phi \leq \alpha<\theta \\ -\frac{1}{4}(\alpha-\phi)^{2} & \text { for } \theta \leq \alpha<\frac{1}{4} \pi\end{cases}$
$D_{u}(\alpha)=\frac{d u}{d \alpha}= \begin{cases}-\frac{1}{2}(1+A)-\frac{1}{2}(\alpha-\phi) & \text { for } \phi \leq \alpha \leq \theta \\ -1 & \text { if } \theta \leq \alpha<\frac{1}{4} \pi\end{cases}$

Finally, define the functions

$$
\begin{align*}
& y_{1}(\alpha) \equiv 1-\int_{0}^{\alpha} r(t) \sin t d t  \tag{14}\\
& y_{2}(\alpha) \equiv 1-\int_{0}^{\alpha} s(t) \sin t d t  \tag{15}\\
& y_{3}(\alpha) \equiv 1-\int_{0}^{\alpha} s(t) \sin t d t-u(\alpha) \sin \alpha \tag{16}
\end{align*}
$$

The Area of the optimal sofa is given by

$$
\begin{align*}
& A=2 \int_{0}^{\pi / 2-\phi} y_{1}(\alpha) r(\alpha) \cos \alpha d \alpha \\
& \quad+2 \int_{0}^{\theta} y_{2}(\alpha) s(\alpha) \cos \alpha d \alpha
\end{align*} \begin{array}{r}
+2 \int_{\phi}^{\pi / 4} y_{3}(\alpha)\left[u(\alpha) \sin \alpha-D_{u}(\alpha) \cos \alpha-s(\alpha) \cos \alpha\right] d \alpha \\
=2.21953166887197 \ldots
\end{array}
$$

(Finch).
see also Piano Mover's Problem
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## Mrs. Perkins' Quilt

The DISSECTION of a SQUARE of side $n$ into a number $S_{n}$ of smaller squares. Unlike a Perfect Square DisSECTION, however, the smaller SQUARES need not be all different sizes. In addition, only prime dissections are considered so that patterns which can be dissected on lower order SQUARES are not permitted. The following table gives the smallest number of coprime dissections of an $n \times n$ quilt (Sloane's A005670).

| $n$ | $S_{n}$ |
| ---: | ---: |
| 1 | 1 |
| 2 | 4 |
| 3 | 6 |
| 4 | 7 |
| 5 | 8 |
| $6-7$ | 9 |
| $8-9$ | 10 |
| $10-13$ | 11 |
| $14-17$ | 12 |
| $18-23$ | 13 |
| $24-29$ | 14 |
| $30-39$ | 15 |
| 40 | 16 |
| 41 | 15 |
| $42-100$ | $[17,19]$ |

## see also Perfect Square Dissection
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## Mu Function

$$
\begin{aligned}
\mu(x, \beta) & \equiv \int_{0}^{\infty} \frac{x^{t} t^{\beta} d t}{\Gamma(\beta+1) \Gamma(t+1)} \\
\mu(x, \beta, \alpha) & \equiv \int_{0}^{\infty} \frac{x^{\alpha+t} t^{\beta} d t}{\Gamma(\beta+1) \Gamma(\alpha+t+1)}
\end{aligned}
$$

where $\Gamma(z)$ is the Gamma Function (Gradshteyn and Ryzhik 1980, p. 1079).
see also Lambda Function, Nu Function
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## $\mu$ Molecule

see Mandelbrot Set

## Much Greater

A strong Inequality in which $a$ is not only Greater than $b$, but much greater (by some convention), is denoted $a \gg b$. For an astronomer, "much" may mean by a factor of 100 (or even 10), while for a mathematician, it might mean by a factor of $10^{4}$ (or even much more).
see also Greater, Much Less

## Much Less

A strong Inequality in which $a$ is not only Less than $b$, but much less (by some convention) is denoted $a \ll b$. see also Less, Much Greater

## Muirhead's Theorem

A Necessary and Sufficient condition that [ $\alpha^{\prime}$ ] should be comparable with $[\alpha]$ for all Positive values of the $a$ is that one of $\left(\alpha^{\prime}\right)$ and $(\alpha)$ should be majorized by the other. If $\left(\alpha^{\prime}\right) \prec(\alpha)$, then

$$
\left[\alpha^{\prime}\right] \leq[\alpha]
$$

with equality only when $\left(\alpha^{\prime}\right)$ and $(\alpha)$ are identical or when all the $a$ are equal. See Hardy et al. (1988) for a definition of notation.
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## Müller-Lyer Illusion



An optical Illusion in which the orientation of arrowheads makes one Line Segment look longer than another. In the above figure, the Line Segments on the left and right are of equal length in both cases.
see also Illusion, Poggendorff Illusion, Ponzo's Illusion, Vertical-Horizontal Illusion
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## Muller's Method

Generalizes the SEcant Method of root finding by using quadratic 3 -point interpolation

$$
\begin{equation*}
q \equiv \frac{x_{n}-x_{n-1}}{x_{n-1}-x_{n-2}} \tag{1}
\end{equation*}
$$

Then define

$$
\begin{align*}
& A \equiv q P\left(x_{n}\right)-q(1+q) P\left(x_{n-1}\right)+q^{2} P\left(x_{n-2}\right)  \tag{2}\\
& B \equiv(2 q+1) P\left(x_{n}\right)-(1+q)^{2} P\left(x_{n-1}\right)+q^{2} P\left(x_{n-2}\right) \tag{3}
\end{align*}
$$

$$
\begin{equation*}
C \equiv(1+q) P\left(x_{n}\right), \tag{4}
\end{equation*}
$$

and the next iteration is

$$
\begin{equation*}
x_{n+1}=x_{n}-\left(x_{n}-x_{n-1}\right) \frac{2 C}{\max \left(B \pm \sqrt{B^{2}-4 A C}\right)} \tag{5}
\end{equation*}
$$

This method can also be used to find Complex zeros of Analytic Functions.
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## Mulliken Symbols

Symbols used to identify irreducible representations of Grours:
$A=$ singly degenerate state which is symmetric with respect to Rotation about the principal $C_{n}$ axis,
$B=$ singly Degenerate state which is antisymmetric with respect to Rotation about the principal $C_{n}$ axis,
$E=$ doubly Degenerate,
$T=$ triply Degenerate,
$X_{g}=$ (gerade, symmetric) the sign of the wavefunction does not change on Inversion through the center of the atom,
$X_{u}=$ (ungerade, antisymmetric) the $\operatorname{sig}_{\text {. }}$ of the wavefunction changes on Inversion through the center of the atom,
$X_{1}=$ (on $a$ or $b$ ) the sign of the wavefunction does not change upon Rotation about the center of the atom,
$X_{2}=$ (on $a$ or $b$ ) the sign of the wavefunction changes upon Rotation about the center of the atom,
' $=$ symmetric with respect to a horizontal symmetry plane $\sigma_{h}$,
$"=$ antisymmetric with respect to a horizontal symmetry plane $\sigma_{h}$.
see also Group Theory

## Multiamicable Numbers

Two integers $n$ and $m<n$ are $(\alpha, \beta)$-multiamicable if

$$
\sigma(m)-m=\alpha n
$$

and

$$
\sigma(n)-n=\beta m
$$

where $\sigma(n)$ is the Divisor Function and $\alpha, \beta$ are Positive integers. If $\alpha=\beta=1,(m, n)$ is an Amicable Pair.
$m$ cannot have just one distinct prime factor, and if it has precisely two prime factors, then $\alpha=1$ and $m$ is Even. Small multiamicable numbers for small $\alpha, \beta$ are given by Cohen et al. (1995). Several of these numbers are reproduced in the below table.

| $\alpha$ | $\beta$ | $m$ | $n$ |
| ---: | ---: | ---: | ---: |
| 1 | 6 | 76455288 | 183102192 |
| 1 | 7 | 52920 | 152280 |
| 1 | 7 | 16225560 | 40580280 |
| 1 | 7 | 90863136 | 227249568 |
| 1 | 7 | 16225560 | 40580280 |
| 1 | 7 | 70821324288 | 177124806144 |
| 1 | 7 | 199615613902848 | 499240550375424 |

see also Amicable Pair, Divisor Function
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## Multifactorial

A generalization of the Factorial and Double FacTORIAL,

$$
\begin{aligned}
n! & =n(n-1)(n-2) \cdots 2 \cdot 1 \\
n!! & =n(n-2)(n-4) \cdots \\
n!!! & =n(n-3)(n-6) \cdots,
\end{aligned}
$$

etc., where the product runs through positive integers. The Factorials $n!$ for $n=1,2, \ldots$, are $1,2,6,24,120$, $720, \ldots$ (Sloane's A000142); the Double Factorials $n$ !! are $1,2,3,8,15,48,105, \ldots$ (Sloane's A006882); the triple factorials $n!!!$ are $1,2,3,4,10,18,28,80$, $162,280, \ldots$ (Sloane's A007661); and the quadruple factorials $n!!!!$ are $1,2,3,4,5,12,21,32,45,120, \ldots$ (Sloane's A007662).

## see also Factorial, Gamma Function
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## Multifractal Measure

A Measure for which the $q$-Dimension $D_{q}$ varies with $q$.

References
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## Multigrade Equation

A $(k, l)$-multigrade equation is a DIOPhantine EQUATION of the form

$$
\sum_{i=1}^{l} n_{i}^{j}=\sum_{i=1}^{l} m_{i}^{j}
$$

for $j=1, \ldots, k$, where $\mathbf{m}$ and $\mathbf{n}$ are $l$-VEctors. Multigrade identities remain valid if a constant is added to each element of $\mathbf{m}$ and $\mathbf{n}$ (Madachy 1979), so multigrades can always be put in a form where the minimum component of one of the vectors is 1 .

Small-order examples are the $(2,3)$-multigrade with $\mathbf{m}=\{1,6,8\}$ and $\mathbf{n}=\{2,4,9\}$ :

$$
\begin{aligned}
& \sum_{i=1}^{3} m_{i}^{1}=\sum_{i=1}^{3} n_{i}^{1}=15 \\
& \sum_{i=1}^{3} m_{i}^{2}=\sum_{i=1}^{3} n_{i}^{2}=101
\end{aligned}
$$

the (3, 4)-multigrade with $\mathbf{m}=\{1,5,8,12\}$ and $\mathbf{n}=$ $\{2,3,10,11\}$ :

$$
\begin{aligned}
\sum_{i=1}^{4} m_{i}^{1} & =\sum_{i=1}^{4} n_{i}^{1}=26 \\
\sum_{i=1}^{4} m_{i}^{2} & =\sum_{i=1}^{4} n_{i}^{2}=234 \\
\sum_{i=1}^{4} m_{i}^{3} & =\sum_{i=1}^{4} n_{i}^{3}=2366
\end{aligned}
$$

and the $(4,6)$-multigrade with $\mathbf{m}=\{1,5,8,12,18,19\}$ and $\mathbf{n}=\{2,3,9,13,16,20\}$ :

$$
\begin{aligned}
& \sum_{i=1}^{6} m_{i}^{1}=\sum_{i=1}^{6} n_{i}^{1}=63 \\
& \sum_{i=1}^{6} m_{i}^{2}=\sum_{i=1}^{6} n_{i}^{2}=919 \\
& \sum_{i=1}^{6} m_{i}^{3}=\sum_{i=1}^{6} n_{i}^{3}=15057 \\
& \sum_{i=1}^{6} m_{i}^{4}=\sum_{i=1}^{6} n_{i}^{4}=260755
\end{aligned}
$$

(Madachy 1979).
A spectacular example with $k=9$ and $l=10$ is given by $\mathbf{n}=\{ \pm 12, \pm 11881, \pm 20231, \pm 20885, \pm 23738\}$ and
$\mathbf{m}=\{ \pm 436, \pm 11857, \pm 20449, \pm 20667, \pm 23750\}$ (Guy 1994), which has sums

$$
\begin{aligned}
\sum_{i=1}^{9} m_{i}^{1} & =\sum_{i=1}^{9} n_{i}^{1}=0 \\
\sum_{i=1}^{9} m_{i}^{2} & =\sum_{i=1}^{9} n_{i}^{2}=3100255070 \\
\sum_{i=1}^{9} m_{i}^{3} & =\sum_{i=1}^{9} n_{i}^{3}=0 \\
\sum_{i=1}^{9} m_{i}^{4} & =\sum_{i=1}^{9} n_{i}^{4}=1390452894778220678 \\
\sum_{i=1}^{9} m_{i}^{5} & =\sum_{i=1}^{9} n_{i}^{5}=0 \\
\sum_{i=1}^{9} m_{i}^{6} & =\sum_{i=1}^{9} n_{i}^{6}=666573454337853049941719510 \\
\sum_{i=1}^{9} m_{i}^{7} & =\sum_{i=1}^{9} n_{i}^{7}=0 \\
\sum_{i=1}^{9} m_{i}^{8} & =\sum_{i=1}^{9} n_{i}^{8} \\
& =330958142560259813821203262692838598 \\
\sum_{i=1}^{9} m_{i}^{9} & =\sum_{i=1}^{9} n_{i}^{9}=0
\end{aligned}
$$

## see also Diophantine Equation
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## Multilinear

A function, form, etc., in two or more variables is said to be multilinear if it is linear in each variable separately.
see also Bilinear, Linear Operator

## Multimagic Series

$n$ numbers form a $p$-multimagic series if the sum of their $k$ th powers is the Magic Constant of degree $k$ for every $k=1, \ldots, p$. The following table gives the number
of $p$-multimagic series $N_{p}$ of given orders $n$ (Kraitchik 1942).

| $n$ | $N_{1}$ | $N_{2}$ | $N_{3}$ |
| ---: | ---: | ---: | ---: |
| 2 | 2 |  |  |
| 3 | 8 |  |  |
| 4 | 86 | 2 | 2 |
| 5 | 1,394 | 8 | 2 |
| 6 | 0 | 98 | 0 |
| 7 | 0 | 1,844 | 0 |
| 8 | 0 | 38,039 | 115 |
| 9 | 0 | 0 | 41 |
| 10 | 0 | 0 | 0 |
| 11 | 0 | 0 | 961 |

## References
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## Multimagic Square

A Magic SQuare is $p$-multimagic if the square formed by replacing each element by its $k$ th power for $k=1,2$, $\ldots, p$ is also magic. A 2 -multimagic square is called a BIMAGIC SQUARE, and a 3 -multimagic square is called a Trimagic Square.
see also Bimagic Square, Magic Square, Trimagic SQUARE
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## Multinomial Coefficient

The multinomial Coefficients

$$
\left(x_{1}, x_{2}, \ldots\right)=\frac{x_{1}+x_{2}+\ldots}{x_{1}!x_{2}!\cdots}
$$

are the terms in the Multinomial Series expansion. They satisfy

$$
\begin{aligned}
\left(x_{1}, x_{2}, x_{3}, \ldots\right) & =\left(x_{1}+x_{2}, x_{3}, \ldots\right)\left(x_{1}, x_{2}\right) \\
& =\left(x_{1}+x_{2}+x_{3}, \ldots\right)\left(x_{1}, x_{2}, x_{3}\right)=\ldots
\end{aligned}
$$

(Beeler et al. 1972, Item 44).
see also Binomial Coefficient, Multinomial SeRIES
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## Multinomial Distribution

Let a set of random variates $X_{1}, X_{2}, \ldots, X_{n}$ have a probability function

$$
\begin{equation*}
P\left(X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right)=\frac{N!}{\prod_{i=1}^{n} x_{i}!} \prod_{i=1}^{n} \theta_{i}^{x_{i}} \tag{1}
\end{equation*}
$$

where $x_{i}$ are Positive Integers, $\theta_{i}>0$, and

$$
\begin{align*}
& \sum_{i=1}^{n} \theta_{i}=1  \tag{2}\\
& \sum_{i=1}^{n} x_{i}=N \tag{3}
\end{align*}
$$

Then the joint distribution of $X_{1}, \ldots, X_{n}$ is a multinomial distribution and $P\left(X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right)$ is given by the corresponding coefficient of the Multinomial SERies

$$
\begin{equation*}
\left(\theta_{1}+\theta_{2}+\ldots+\theta_{n}\right)^{N} \tag{4}
\end{equation*}
$$

The Mean and Variance of $X_{i}$ are

$$
\begin{align*}
\mu_{i} & =N \theta_{i}  \tag{5}\\
{\sigma_{i}}^{2} & =N \theta_{i}\left(1-\theta_{i}\right) \tag{6}
\end{align*}
$$

The Covariance of $X_{i}$ and $X_{j}$ is

$$
\begin{equation*}
\sigma_{i j}^{2}=-N \theta_{i} \theta_{j} \tag{7}
\end{equation*}
$$

see also Binomial Distribution
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## Multinomial Series

A generalization of the Binomial Series discovered by Johann Bernoulli and Leibniz.

$$
\begin{aligned}
\left(a_{1}+a_{2}+\ldots\right. & \left.+a_{k}\right)^{n} \\
& =\sum_{n_{1}, n_{2}, \ldots, n_{k}}^{n} \frac{n!}{n_{1}!n_{2}!\cdots n_{k}!} a_{1}^{n_{1}} a_{2}^{n_{2}} \cdots a_{k}^{n_{k}}
\end{aligned}
$$

where $n \equiv n_{1}+n_{2}+\ldots+n_{k}$. The multinomial series arises in a generalization of the Binomial Distribution called the Multinomial Distributión.
see also Binomial Series, Multinomial DistribuTION

## Multinomial Theorem

see Multinomial Series

## Multiperfect Number

A number $n$ is $k$-multiperfect (also called a $k$-Multiply Perfect Number or $k$-Pluperfect Number) if

$$
\sigma(n)=k n
$$

for some Integer $k>2$, where $\sigma(n)$ is the Divisor Function. The value of $k$ is called the Class. The special case $k=2$ corresponds to Perfect Numbers $P_{2}$, which are intimately connected with Mersenne Primes (Sloane's A000396). The number 120 was long known to be 3-multiply perfect $\left(P_{3}\right)$ since

$$
\sigma(120)=3 \cdot 120
$$

The following table gives the first few $P_{n}$ for $n=2,3$,

| $\ldots$ |  |  |
| :--- | :--- | :--- |
| $n$ |  |  |
| $n$ | Sloane | $P_{n}$ |
| 2 | 000396 | $6,28,496,8128, \ldots$, |
| 3 | 005820 | $120,672,523776,459818240, \ldots$ |
| 4 | 027687 | $30240,32760,2178540,23569920, \ldots$ |
| 5 | 046060 | $14182439040,31998395520, \ldots$ |
| 6 | 046061 | $154345556085770649600, \ldots$ |

In 1900-1901, Lehmer proved that $P_{3}$ has at least three distinct Prime factors, $P_{4}$ has at least four, $P_{5}$ at least six, $P_{6}$ at least nine, and $P_{7}$ at least 14.
As of of 1911, 251 pluperfect numbers were known (Carmichael and Mason 1911). As of 1929, 334 pluperfect numbers were known, many of them found by Poulet. Franqui and García (1953) found 63 additional ones (five $P_{5} \mathrm{~s}, 29 P_{6} \mathrm{~s}$, and $29 P_{7} \mathrm{~s}$ ), several of which were known to Poulet but had not been published, bringing the total to 397. Brown (1954) discovered 110 pluperfects, including 31 discovered but not published by Poulet and 25 previously published by Franqui and García (1953), for a total of 482 . Franqui and García (1954) subsequently discovered 57 additional pluperfects ( $3 P_{6} \mathrm{~s}, 52 P_{7} \mathrm{~s}$, and $2 P_{8} \mathrm{~s}$ ), increasing the total known to 539.

An outdated database is maintained by R. Schroeppel, who lists 2,094 multiperfects, and an up-to-date list by J. L. Moxham (1998). It is believed that all multiperfect numbers of index $3,4,5,6$, and 7 are known. The number of known $n$-multiperfect numbers are $1,37,6$, $36,65,245,516,1101,1129,46,0,0, \ldots$.

If $n$ is a $P_{5}$ number such that $3 \nmid n$, then $3 n$ is a $P_{4}$ number. If $3 n$ is a $P_{4 k}$ number such that $3 \nmid n$, then $n$ is a $P_{3 k}$ number. If $n$ is a $P_{3}$ number such that 3 (but not 5 and 9) Divides $n$, then $45 n$ is a $P_{4}$ number.
see also e-Multiperfect Number, Friendly Pair, Hyperperfect Number, Infinary Multiperfect Number, Mersenne Prime, Perfect Number, Unitary Multiperfect Number
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## Multiple Integral

A repeated integral over $n>1$ variables

$$
\underbrace{\int \cdots \int}_{n} f\left(x_{1}, \ldots, x_{n}\right) d x_{1} \cdots d x_{n}
$$

is called a multiple integral. An $n$th order integral corresponds, in general, to an $n$-D Volume (Content), with $n=2$ corresponding to an Area. In an indefinite multiple integral, the order in which the integrals are carried out can be varied at will; for definite multiple integrals, care must be taken to correctly transform the limits if the order is changed.
see also Integral, Monte Carlo Integration
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## Multiple Regression

A REGRESSION giving conditional expectation values of a given variable in terms of two or more other variables.
see also Least Squares Fitting, Multivariate Analysis, Nonlinear Least Squares Fitting
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## Multiplication

In simple algebra, multiplication is the process of calculating the result when a number $a$ is taken $b$ times. The result of a multiplication is called the Product of $a$ and $b$. It is denoted $a \times b, a \cdot b,(a)(b)$, or simply $a b$. The symbol $\times$ is known as the Multiplication Sign. Normal multiplication is Associative, Commutative, and Distributive.

More generally, multiplication can also be defined for other mathematical objects such as Groups, Matrices, Sets, and Tensors.

Karatsuba and Ofman (1962) discovered that multiplication of two $n$ digit numbers can be done with a Bit COMPLEXITY of less than $n^{2}$ using an algorithm now known as Karatsuba Multiplication.
see also Addition, Bit Complexity, Complex Multiplication, Division, Karatsuba Multiplication, Matrix Multiplication, Product, Russian Multiplication, Subtraction, Times
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## Multiplication Magic Square

| 128 | 1 | 32 |
| ---: | ---: | ---: |
| 4 | 16 | 64 |
| 8 | 256 | 2 |

A square which is magic under multiplication instead of addition (the operation used to define a conventional MAGIC SQUARE) is called a multiplication magic square. Unlike (normal) Magic SQuares, the $n^{2}$ entries for an $n$th order multiplicative magic square are not required to be consecutive. The above multiplication magic square has a multiplicative magic constant of 4,096 .
see also Addition-Multiplication Magic Square, Magic Square

## References

Hunter, J. A. H. and Madachy, J. S. "Mystic Arrays." Ch. 3 in Mathematical Diversions. New York: Dover, pp. 30-31, 1975.

Madachy, J. S. Madachy's Mathematical Recreations. New York: Dover, pp. 89-91, 1979.

## Multiplication Principle

If one event can occur in $m$ ways and a second can occur independently of the first in $n$ ways, then the two events can occur in $m n$ ways.

## Multiplication Sign

The symbol $\times$ used to denote Multiplication, i.e., $a \times b$ denotes $a$ times $b$.

## Multiplication Table

A multiplication table is an array showing the result of applying a Binary Operator to elements of a given set $S$.

| $\times$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| 2 | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 | 18 | 20 |
| 3 | 3 | 6 | 9 | 12 | 15 | 18 | 21 | 24 | 27 | 30 |
| 4 | 4 | 8 | 12 | 16 | 20 | 24 | 28 | 32 | 36 | 40 |
| 5 | 5 | 10 | 15 | 20 | 25 | 30 | 35 | 40 | 45 | 50 |
| 6 | 6 | 12 | 18 | 24 | 30 | 36 | 42 | 48 | 54 | 60 |
| 7 | 7 | 14 | 21 | 28 | 35 | 42 | 49 | 56 | 63 | 70 |
| 8 | 8 | 16 | 24 | 32 | 40 | 48 | 56 | 64 | 72 | 80 |
| 9 | 9 | 18 | 27 | 36 | 45 | 54 | 63 | 72 | 81 | 90 |
| 10 | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |

see also Binary Operator, Truth Table

## Multiplicative Character <br> see Character (Multiplicative)

## Multiplicative Digital Root

Consider the process of taking a number, multiplying its Digits, then multiplying the Digits of numbers derived from it, etc., until the remaining number has only one Diglt. The number of multiplications required to obtain a single Digit from a number $n$ is called the Multiplicative Persistence of $n$, and the Digit obtained is called the multiplicative digital root of $n$.

For example, the sequence obtained from the starting number 9876 is $(9876,3024,0)$, so 9876 has a MULtiplicative Persistence of two and a multiplicative digital root of 0 . The multiplicative digital roots of the first few positive integers are $1,2,3,4,5,6,7,8,9,0$, $1,2,3,4,5,6,7,8,9,0,2,4,6,8,0,2,4,6,8,0,3,6$, $9,2,5,8,2, \ldots$ (Sloane's A031347).
see also Additive Persistence, Digitadition, Digital Root, Multiplicative Persistence

## References
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## Multiplicative Function

A function $f(m)$ is called multiplicative if $\left(m, m^{\prime}\right)=$ 1 (i.e., the statement that $m$ and $m^{\prime}$ are Relatively Prime) implies

$$
f\left(m m^{\prime}\right)=f(m) f\left(m^{\prime}\right)
$$

see also Quadratic Residue, Totient Function

## Multiplicative Inverse

The multiplicative of a Real or Complex Number $z$ is its Reciprocal $1 / z$. For complex $z=x+i y$,

$$
\frac{1}{z}=\frac{1}{x+i y}=\frac{x}{x^{2}-y^{2}}-i \frac{y}{x^{2}-y^{2}}
$$

## Multiplicative Perfect Number

A number $n$ for which the Product of Divisors is equal to $n^{2}$. The first few are $1,6,8,10,14,15,21,22$, ... (Sloane's A007422).
see also Perfect Number
References
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## Multiplicative Persistence

Multiply all the digits of a number $n$ by each other, repeating with the product until a single Digit is obtained. The number of steps required is known as the multiplicative persistence, and the final Digit obtained is called the Multiplicative Digital Root of $n$.

For example, the sequence obtained from the starting number 9876 is ( $9876,3024,0$ ), so 9876 has an multiplicative persistence of two and a Multiplicative Digital Root of 0 . The multiplicative persistences of the first few positive integers are $0,0,0,0,0,0$, $0,0,0,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,2,2$, $2,2,2,1,1,1,1,2,2,2,2,2,3,1,1, \ldots$ (Sloane's A031346). The smallest numbers having multiplicative persistences of $1,2, \ldots$ are $10,25,39,776796788$ 68889267889268889993778888999277777788888899 (Sloane's A003001). There is no number $<10^{50}$ with multiplicative persistence $>11$.

The multiplicative persistence of an $n$-Digit number is also called its Length. The maximum lengths for $n=$ $2-, 3-, \ldots$, digit numbers are $4,5,6,7,7,8,9,9,10,10$, 10, ... (Sloane's A014553; (Beeler et al. 1972, Item 56; Gottlieb 1969-1970).
The concept of multiplicative persistence can be generalized to multiplying the $k$ th powers of the digits of a number and iterating until the result remains constant. All numbers other than Repunits, which converge to 1 , converge to 0 . The number of iterations required for the $k$ th powers of a number's digits to converge to 0 is called its $k$-multiplicative persistence. The following table gives the $n$-multiplicative persistences for the first few positive integers.

| $n$ | Sloane | $n$-Persistences |
| ---: | ---: | :--- |
| 2 | 031348 | $0,7,6,6,3,5,5,4,5,1, \ldots$ |
| 3 | 031349 | $0,4,5,4,3,4,4,3,3,1, \ldots$ |
| 4 | 031350 | $0,4,3,3,3,3,2,2,3,1, \ldots$ |
| 5 | 031351 | $0,4,4,2,3,3,2,3,2,1, \ldots$ |
| 6 | 031352 | $0,3,3,2,3,3,3,3,3,1, \ldots$ |
| 7 | 031353 | $0,4,3,3,3,3,3,2,3,1, \ldots$ |
| 8 | 031354 | $0,3,3,3,2,4,2,3,2,1, \ldots$ |
| 9 | 031355 | $0,3,3,3,3,2,2,3,2,1, \ldots$ |
| 10 | 031356 | $0,2,2,2,3,2,3,2,2,1, \ldots$ |

see also 196-Algorithm, Additive Persistence, Digitadition, Digital Root, Kaprekar Number, Length (Number), Multiplicative Digital Root,

Narcissistic Number, Recurring Digital InvariANT
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## Multiplicative Primitive Residue Class Group <br> see Modulo Multiplication Group

## Multiplicity

The word multiplicity is a general term meaning "the number of values for which a given condition holds." The most common use of the word is as the value of the Totient Valence Function.
see also Degenerate, Noether's Fundamental Theorem, Totient Valence Function

## Multiplier <br> see Modular Function Multiplier

## Multiply Connected

A set which is Connected but not Simply Connected is called multiply connected. A Space is $n$-Multiply Connected if it is $(n-1)$-connected and if every MAP from the $n$-SPHERE into it extends continuously over the $(n+1)$-Disk

A theorem of Whitehead says that a Space is infinitely connected IFF it is contractible.
see also Connectivity, Locally Pathwise-Connected Space, Pathwise-Connected, Simply ConNECTED

## Multiply Perfect Number see Multiperfect Number

## Multisection

see Series Multisection

## Multivalued Function

A Function which assumes two or more distinct values at one or more points in its Domain.
see also Branch Cut, Branch Point

## References

Morse, P. M. and Feshbach, H. "Multivalued Functions." $\S 4.4$ in Methods of Theoretical Physics, Part I. New York: McGraw-Hill, pp. 398-408, 1953.

## Multivariate Analysis

The study of random distributions involving more than one variable.
see also Gaussian Joint Variable Theorem, Multiple Regression, Multivariate Function

## References

Abramowitz, M. and Stegun, C. A. (Eds.). Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, pp. 927-928, 1972.
Feinstein, A. R. Multivariable Analysis. New Haven, CT: Yale University Press, 1996.
Hair, J. F. Jr. Multivariate Data Analysis with Readings, 4th ed. Englewood Cliffs, NJ: Prentice-Hall, 1995.
Sharma, S. Applied Multivariate Techniques. New York: Wiley, 1996.

## Multivariate Function

A FUNCTION of more than one variable.
see also Multivariate Analysis, Univariate FuncTION

## Multivariate Theorem

see Gaussian Joint Variable Theorem

## Müntz Space

A Müntz space is a technically defined Space

$$
M(\Lambda)=\operatorname{span}\left\{x^{\lambda_{0}}, x^{\lambda_{1}}, \ldots\right\}
$$

which arises in the study of function approximations.

## Müntz's Theorem

Müntz's theorem is a generalization of the Weierstraß Approximation Theorem, which states that any continuous function on a closed and bounded interval can be uniformly approximated by Polynomials involving constants and any Infinite Sequence of Powers whose Reciprocals diverge.

In technical language, Müntz's theorem states that the Müntz Space $M(\Lambda)$ is dense in $C[0,1]$ Iff

$$
\sum_{i=1}^{\infty} \frac{1}{\lambda_{i}}=\infty
$$

see also Weierstraß Approximation Theorem

## Mutant Knot

Given an original Knot $K$, the three knots produced by Mutation together with $K$ itself are called mutant knots. Mutant knots are often difficult to distinguish. For instant, mutants have the same HOMFLY Polynomials and Hyperbolic Knot volume. Many but not all mutants also have the same Genus (Knot).

## Mutation

Consider a Knot as being formed from two Tangles. The following three operations are called mutations.

1. Cut the knot open along four points on each of the four strings coming out of $T_{2}$, flipping $T_{2}$ over, and gluing the strings back together.
2. Cut the knot open along four points on each of the four strings coming out of $T_{2}$, flipping $T_{2}$ to the right, and gluing the strings back together.
3. Cut the knot, rotate it by $180^{\circ}$, and reglue. This is equivalent to performing (1), then (2).

Mutations applied to an alternating Knot projection always yield an Alternating Knot. The mutation of a Knot is always another Knot (a opposed to a Link).

## References

Adams, C. C. The Knot Book: An Elementary Introduction to the Mathematical Theory of Knots. New York: W. H. Freeman, p. 49, 1994.

## Mutual Energy

Let $\Omega$ be a Space with Measure $\mu \geq 0$, and let $\Phi(P, Q)$ be a real function on the Product Space $\Omega \times \Omega$. When

$$
\begin{aligned}
(\mu, n u) & =\iint \Phi(P, Q) d \mu(Q) d \nu(P) \\
& =\int \Phi(P, \mu) d \nu(P)
\end{aligned}
$$

exists for measures $\mu, \nu \geq 0,(\mu, \nu)$ is called the mutual energy. $(\mu, \mu)$ is then called the Energy.

## see also Energy

## References

Iyanaga, S. and Kawada, Y. (Eds.). "General Potential." §335.B in Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, p. 1038, 1980.

## Mutually Exclusive

Two events $E_{1}$ and $E_{2}$ are mutually exclusive if $E_{1} \cap$ $E_{2} \equiv \varnothing$. $n$ events $E_{1}, E_{2}, \ldots, E_{n}$ are mutually exclusive if $E_{i} \cap E_{j} \equiv \varnothing$ for $i \neq j$.

## Mutually Singular

Let $M$ be a Sigma Algebra $M$, and let $\lambda_{1}$ and $\lambda_{2}$ be Measures on $M$. If there Exists a pair of disjoint Sets $A$ and $B$ such that $\lambda_{1}$ is Concentrated on $A$ and $\lambda_{2}$ is Concentrated on $B$, then $\lambda_{1}$ and $\lambda_{2}$ are said to be mutually singular, written $\lambda_{1} \perp \lambda_{2}$.
see also Absolutely Continuous, Concentrated, Sigma Algebra

References
Rudin, W. Functional Analysis. New York: McGraw-Hill, p. 121, 1991.

Myriad
The Greek word for 10,000 .

Myriagon
A 10,000 -sided Polygon.
Mystic Pentagram
see Pentagram

The Set of Natural Numbers (the Positive InteGERS $\mathbb{Z}^{+} 1,2,3, \ldots$; Sloane's A000027), denoted $\mathbb{N}$, also called the Whole Numbers. Like whole numbers, there is no general agreement on whether 0 should be included in the list of natural numbers.

Due to lack of standard terminology, the following terms are recommended in preference to "Counting NumBER," "natural number," and "Whole Number."

| Set | Name | Symbol |
| :--- | :--- | :--- |
| $\ldots,-2,-1,0,1,2, \ldots$ | integers | $\mathbb{Z}$ |
| $1,2,3,4, \ldots$ | positive integers | $\mathbb{Z}^{+}$ |
| $0,1,2,3,4 \ldots$ | nonnegative integers | $\mathbb{Z}^{*}$ |
| $-1,-2,-3,-4, \ldots$ | negative integers | $\mathbb{Z}^{-}$ |

see also $\mathbb{C}$, Cardinal Number, Counting Number, $\mathbb{I}$, Integer., $\mathbb{Q}, \mathbb{R}$, Whole Number, $\mathbb{Z}, \mathbb{Z}^{+}$

## References

Sloane, N. J. A. Sequence A000027/M0472 in "An On-Line Version of the Encyclopedia of Integer Scquences."

## N-Cluster

A Lattice Point configuration with no three points Collinear and no four Concyclic. An example is the 6 -cluster $(0,0),(132,-720),(546,-272),(960$, $-720),(1155,540),(546,1120)$. Call the Radius of the smallest Circle centered at one of the points of an N -cluster which contains all the points in the N -cluster the Extent. Noll and Bell (1989) found 91 nonequivalent prime 6-clusters of Extent less than 20937, but found no 7 -clusters.

## References

Guy, R. K. Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, p. 187, 1994.
Noll, L. C. and Bell, D. I. " $n$-clusters for $1<n<7$." Math. Comput. 53, 439-444, 1989.

## $n$-Cube

see Hypercube, Polycube

## $n$-in-a-Row

see Tic-TAC-ToE

## $n$-minex

$n$-minex is defined as $10^{-n}$.
see also n-PLEX

## References

Conway, J. H. and Guy, R. K. The Book of Numbers. New
York: Springer-Verlag, p. 16, 1996.

## $n$-Omino

see Polyomino

## $n$-plex

$n$-plex is defined as $10^{n}$.
see also GOoGOLPLEX, $n$-MINEX

## References

Conway, J. H. and Guy, R. K. The Book of Numbers. New York: Springer-Verlag, p. 16, 1996.

## $n$-Sphere

see Hypersphere

## Nabla

see Del, Laplacian

## Nagel Point



Let $A^{\prime}$ be the point at which the $A$-Excircle meets the side $B C$ of a Triangle $\triangle A B C$, and define $B^{\prime}$ and $C^{\prime}$ similarly. Then the lines $A A^{\prime}, B B^{\prime}$, and $C C^{\prime}$ Concur in the Nagel Point.
The Nagel point can also be constructed by letting $A^{\prime \prime}$ be the point half way around the Perimeter of $\triangle A B C$ starting at $A$, and $B^{\prime \prime}$ and $C^{\prime \prime}$ similarly defined. Then the lines $A A^{\prime \prime}, B B^{\prime \prime}$, and $C C^{\prime \prime}$ concur in the Nagel point. It is therefore sometimes known as the Bisected Perimeter Point (Bennett et al. 1988, Chen et al. 1992, Kimberling 1994).

The Nagel point has Triangle Center Function

$$
\alpha=\frac{b+c-a}{a}
$$

It is the Isotomic Conjugate Point of the Gergonne Point.
see also Excenter, Excentral Triangle, Excircle, Mittenpunkt, Trisected Perimeter Point
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Chen, J.; Lo, C.-H.; and Lossers, O. P. "Problem E 3397 and Solution." Amer. Math. Monthly 99, 70-71, 1992.

Eves, H. W. A Survey of Geometry, rev. ed. Boston, MA: Allyn and Bacon, p. 83, 1972.
Gallatly, W. The Modern Geometry of the Triangle, 2nd ed. London: Hodgson, p. 20, 1913.
Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 184 and 225-226, 1929.
Kimberling, C. "Central Points and Central Lines in the Plane of a Triangle." Math. Mag. 67, 163-187, 1994.
Kimberling, C. "Nagel Point." http://www.evansville. edu/~ck6/tcenters/class/nagel.html.

## Naive Set Theory

A branch of mathematics which attempts to formalize the nature of the SET using a minimal collection of independent axioms. Unfortunately, as discovered by its earliest proponents, naive set theory quickly runs into a number of Paradoxes (such as Russell's Paradox), so a less sweeping and more formal theory known as Axiomatic Set Theory must be used.
see also Axiomatic Set Theory, Russell's Paradox, Set Theory

## Napier's Analogies

Let a Spherical Triangle have sides $a, b$, and $c$ with $A, B$, and $C$ the corresponding opposite angles. Then

$$
\begin{gather*}
\frac{\sin \left[\frac{1}{2}(A-B)\right]}{\sin \left[\frac{1}{2}(A+B)\right]}=\frac{\tan \left[\frac{1}{2}(a-b)\right]}{\tan \left(\frac{1}{2} c\right)}  \tag{1}\\
\frac{\cos \left[\frac{1}{2}(A-B)\right]}{\cos \left[\frac{1}{2}(A+B)\right]}=\frac{\tan \left[\frac{1}{2}(a+b)\right]}{\tan \left(\frac{1}{2} c\right)}  \tag{2}\\
\frac{\sin \left[\frac{1}{2}(a-b)\right]}{\sin \left[\frac{1}{2}(a+b)\right]}=\frac{\tan \left[\frac{1}{2}(A-B)\right]}{\cot \left(\frac{1}{2} C\right)}  \tag{3}\\
\frac{\cos \left[\frac{1}{2}(a-b)\right]}{\cos \left[\frac{1}{2}(a+b)\right]}=\frac{\tan \left[\frac{1}{2}(A+B)\right]}{\cot \left(\frac{1}{2} C\right)} . \tag{4}
\end{gather*}
$$

see also Spherical Trigonometry

## Napier's Bones

Numbered rods which can be used to perform Multiplication. This process is also called Rabdology.
see also Genaille Rods

## References

Gardner, M. "Napier's Bones." Ch. 7 in Knotted Doughnuts and Other Mathematical Entertainments. New York: W. H. Freeman, 1986.

Pappas, T. "Napier's Bones." The Joy of Mathematics. San Carlos, CA: Wide World Publ./Tetra, pp. 64-65, 1989.

## Napier's Constant

see e

## Napier's Inequality

For $b>a>0$,

$$
\frac{1}{b}<\frac{\ln b-\ln a}{b-a}<\frac{1}{a}
$$

## References

Nelsen, R. B. "Napier's Inequality (Two Proofs)." College Math. J. 24, 165, 1993.

## Napierian Logarithm



Write a number $N$ as

$$
N=10^{7}\left(1-10^{-7}\right)^{L}
$$

then $L$ is the Napierian logarithm of $N$. This was the original definition of a LOGARITHM, and can be given in terms of the modern Logarithm as

$$
L(N)=-\frac{\log \left(\frac{n}{10^{7}}\right)}{\log \left(\frac{10^{7}}{10^{7}-1}\right)}
$$

The Napierian logarithm decreases with increasing numbers and does not satisfy many of the fundamental properties of the modern Logarithm, e.g.,

$$
\mathrm{N} \log (x y) \neq \mathrm{N} \log x+\mathrm{N} \log y
$$

## Napkin Ring

see Spherical Ring

## Napoleon Points



The inner Napoleon point $N$ is the Concurrence of lines drawn between Vertices of a given Triangle
$\triangle A B C$ and the opposite VERTICES of the corresponding inner Napoleon Triangle $\Delta N_{A B} N_{A C} N_{B C}$. The Triangle Center Function of the inner Napoleon point is

$$
\alpha=\csc \left(A-\frac{1}{6} \pi\right)
$$



The outer Napoleon point $N^{\prime}$ is the Concurrence of lines drawn between Vertices of a given Triangle $\triangle A B C$ and the opposite Vertices of the corresponding outer Napoleon Triangle $\Delta N_{A B}^{\prime} N_{A C}^{\prime} N_{B C}^{\prime}$. The Triangle Center Function of the point is

$$
\alpha=\csc \left(A+\frac{1}{6} \pi\right)
$$

see also Napoleon's Theorem, Napoleon TrianGLES

## References

Casey, J. Analytic Geometry, 2nd ed. Dublin: Hodges, Figgis, \& Co., pp. 442-444, 1893.
Kimberling, C. "Central Points and Central Lines in the Plane of a Triangle." Math. Mag. 67, 163-187, 1994.

## Napoleon's Problem

Given the center of a Circle, divide the Circle into four equal arcs using a COMPASS alone (a MASCHERONI Construction).
see also Circle, Compass, Mascheroni ConstrucTION

## Napoleon's Theorem

If Equilateral Triangles are erected externally on the sides of any Triangle, then the centers form an Equilateral Triangle (the outer Napoleon Triangle). Furthermore, the inner Napoleon Triangle is also Equilateral and the difference between the areas of the outer and inner Napoleon triangles equals the Area of the original Triangle.
see also Napoleon Points, Napoleon Triangles

## References

Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 60-65, 1967.
Pappas, T. "Napoleon's Theorem." The Joy of Mathematics. San Carlos, CA: Wide World Publ./Tetra, p. 57, 1989.
Schmidt, F. "200 Jahre französische Revolution-Problem und Satz von Napoleon." Didaktik der Mathematik 19, 15-29, 1990.
Wentzel, J. E. "Converses of Napoleon's Theorem." Amer. Math. Monthly 99, 339-351, 1992.

## Napoleon Triangles



The inner Napoleon triangle is the Triangle $\Delta N_{A B} N_{A C} N_{B C}$ formed by the centers of internally erected Equilateral Triangles $\triangle A B E_{A B}$, $\triangle A C E_{A C}$, and $\triangle B C E_{B C}$ on the sides of a given TrIangle $\triangle A B C$. It is an Equilateral Triangle.


The outer Napoleon triangle is the Triangle $\Delta N_{A B}^{\prime} N_{A C}^{\prime} N_{B C}^{\prime}$ formed by the centers of externally erected Equilateral Triangles $\triangle A B E_{A B}^{\prime}$, $\triangle A C E_{A C}^{\prime}$, and $\triangle B C E_{B C}^{\prime}$ on the sides of a given Triangle $\triangle A B C$. It is also an Equilateral Triangle.
see also Equilateral Triangle, Napoleon Points, Napoleon's Theorem

References
Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 60-65, 1967.

## Nappe



One of the two pieces of a double Cone (i.e., two Cones placed apex to apex).
see also Cone

## Narcissistic Number

An $n$-Digit number which is the Sum of the $n$th PowERS of its DIGITS is called an $n$-narcissistic number, or sometimes an Armstrong Number or Perfect Digital Invariant (Madachy 1979). The smallest example other than the trivial 1-Digit numbers is

$$
153=1^{3}+5^{3}+3^{3} .
$$

The series of smallest narcissistic numbers of $n$ digits are 0 , (none), $153,1634,54748,548834, \ldots$ (Sloane's A014576). Hardy (1993) wrote, "There are just four numbers, after unity, which are the sums of the cubes of their digits: $153=1^{3}+5^{3}+3^{3}, 370=3^{3}+7^{3}+0^{3}, 371=$ $3^{3}+7^{3}+1^{3}$, and $407=4^{3}+0^{3}+7^{3}$. These are odd facts, very suitable for puzzle columns and likely to amuse amateurs, but there is nothing in them which appeals to the mathematician." The following table gives the generalization of these "unappealing" numbers to other Powers (Madachy 1979, p. 164).

| $n$ | $n$-Narcissistic Numbers |
| ---: | :--- |
| 1 | $0,1,2,3,4,5,6,7,8,9$ |
| 2 | none |
| 3 | $153,370,371,407$ |
| 4 | $1634,8208,9474$ |
| 5 | $54748,92727,93084$ |
| 6 | 548834 |
| 7 | $1741725,4210818,9800817,9926315$ |
| 8 | $24678050,24678051,88593477$ |
| 9 | $146511208,472335975,534494836,912985153$ |
| 10 | 4679307774 |

A total of 88 narcissistic numbers exist in base-10, as proved by D. Winter in 1985 and verified by D. Hoey. These numbers exist for only $1,3,4,5,6,7,8,9,10$, $11,14,16,17,19,20,21,23,24,25,27,29,31,32,33$, $34,35,37,38$, and 39 digits. It can easily be shown that base-10 $n$-narcissistic numbers can exist only for $n \leq 60$, since

$$
n \cdot 9^{n}<10^{n-1}
$$

for $n>60$. The largest base-10 narcissistic number is the 39 -narcissistic

115132219018736992565095597973971522401

A table of the largest known narcissistic numbers in various BaSES is given by Pickover (1995). A tabulation of narcissistic numbers in various bases is given by (Corning).
A closely related set of numbers generalize the narcissistic number to $n$-Digit numbers which are the sums of any single Power of their Digits. For example, 4150 is a 4-Digit number which is the sum of fifth Powers of its Digits. Since the number of digits is not equal to the power to which they are taken for such numbers, it is
not a narcissistic number. The smallest numbers which are sums of any single positive power of their digits are $1,2,3,4,5,6,7,8,9,153,370,371,407,1634,4150$, $4151,8208,9474, \ldots$ (Sloane's A023052), with powers $1,1,1,1,1,1,1,1,1,3,3,3,3,4,5,5,4,4, \ldots$ (Sloane's A046074).

The smallest numbers which are equal to the $n$th powers of their digits for $n=3,4, \ldots$, are $153,1634,4150$, $548834,1741725, \ldots$ (Sloane's A003321). The $n$-digit numbers equal to the sum of $n$th powers of their digits (a finite sequence) are called Armstrong Numbers or Plus Perfect Numbers and are given by $1,2,3,4,5$, $6,7,8,9,153,370,371,407,1634,8208,9474,54748$, ... (Sloane's A005188).

If the sum-of- $k$ th-powers-of-digits operation applied iteratively to a number $n$ eventually returns to $n$, the smallest number in the sequence is called a $k$ Recurring Digital Invariant.
see also Additive Persistence, Digital Root, Digitadition, Kaprekar Number, Multiplicative Digital Root, Multiplicative Persistence, Recurring Digital Invariant, Vampire Number
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## Nash Equilibrium

A set of Mixed Strategies for finite, noncooperative Games of two or more players in which no player can improve his payoff by unilaterally changing strategy.
see also Fixed Point, Game, Mixed Strategy, Nash's Theorem

## Nash's Theorem

A theorem in Game Theory which guarantees the existence of a Nash Equilibrium for Mixed Strategies in finite, noncooperative Games of two or more players. see also Mixed Strategy, Nash Equilibrium

## Nasik Square

see Panmagic Square

## Nasty Knot

An Unknot which can only be unknotted by first increasing the number of crossings.

## Natural Density

see Natur.al Invariant

## Natural Equation

A natural equation is an equation which specifies a curve independent of any choice of coordinates or parameterization. The study of natural equations began with the following problem: given two functions of one parameter, find the Space Curve for which the functions are the Curvature and Torsion.
Euler gave an integral solution for plane curves (which always have Torsion $\tau=0$ ). Call the Angle between the Tangent line to the curve and the $x$-Axis $\phi$ the Tangential Angle, then

$$
\begin{equation*}
\phi=\int \kappa(s) d s, \tag{1}
\end{equation*}
$$

where $\kappa$ is the Curvature. Then the equations

$$
\begin{align*}
& \kappa=\kappa(s)  \tag{2}\\
& \tau=0, \tag{3}
\end{align*}
$$

where $\tau$ is the Torsion, are solved by the curve with parametric equations

$$
\begin{align*}
& x=\int \cos \phi d s  \tag{4}\\
& y=\int \sin \phi d s \tag{5}
\end{align*}
$$

The equations $\kappa=\kappa(s)$ and $\tau=\tau(s)$ are called the natural (or Intrinsic) equations of the space curve. An equation expressing a plane curve in terms of $s$ and RAdius of Curvature $R$ (or $\kappa$ ) is called a Cesìro EquaTion, and an equation expressing a plane curve in terms of $s$ and $\phi$ is called a Whewell Equation.

Among the special planar cases which can be solved in terms of elementary functions are the Circle, Logarithmic Spiral, Circle Involute, and Epicycloid. Enneper showed that each of these is the projection of a Helix on a Conic surface of revolution along the axis of symmetry. The above cases correspond to the CyLinder, Cone, Paraboloid, and Sphere.
see also Cesìro Equation, Intrinsic Equation, Whewell Equation
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## Natural Independence Phenomenon

A type of mathematical result which is considered by most logicians as more natural than the Metamathematical incompleteness results first discovered by Gödel. Finite combinatorial examples include GOODstein's Theorem, a finite form of Ramsey's Theorem, and a finite form of Kruskal's Tree Theorem (Kirby and Paris 1982; Smorynski 1980, 1982, 1983; Gallier 1991).
see also Gödel's Incompleteness Theorem, Goodstein's Theorem, Kruskal's Tree Theorem, Ramsey's Theorem
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## Natural Invariant

Let $\rho(x) d x$ be the fraction of time a typical dynamical Orbit spends in the interval $[x, x+d x]$, and let $\rho(x)$ be normalized such that

$$
\int \rho(x) d x=1
$$

over the entire interval of the map. Then the fraction the time an Orbit spends in a finite interval $[a, b]$, is given by

$$
\int_{a}^{b} \rho(x) d x .
$$

The natural invariant is also called the Invariant Density or Natural Density.

## Natural Logarithm

The Logarithm having base $e$, where

$$
\begin{equation*}
e=2.718281828 \ldots, \tag{1}
\end{equation*}
$$

which can be defined

$$
\begin{equation*}
\ln x \equiv \int_{1}^{x} \frac{d t}{t} \tag{2}
\end{equation*}
$$

for $x>0$. The natural logarithm can also be defined for Complex Numbers as

$$
\begin{equation*}
\ln z \equiv \ln |z|+i \arg (z) \tag{3}
\end{equation*}
$$

where $|z|$ is the Modulus and $\arg (z)$ is the Argument. The natural logarithm is especially useful in Calculus because its Derivative is given by the simple equation

$$
\begin{equation*}
\frac{d}{d x} \ln x=\frac{1}{x}, \tag{4}
\end{equation*}
$$

whereas logarithms in other bases have the more complicated Derivative

$$
\begin{equation*}
\frac{d}{d x} \log _{b} x=\frac{1}{x \ln b} \tag{5}
\end{equation*}
$$

The Mercator Series

$$
\begin{equation*}
\ln (1+x)=x-\frac{1}{2} x^{2}+\frac{1}{3} x^{3}-\ldots \tag{6}
\end{equation*}
$$

gives a Taylor Series for the natural logarithm.
Continued Fraction representations of logarithmic functions include

$$
\begin{array}{r}
\ln (1+x)=\frac{x}{1+\frac{1^{2} x}{2+\frac{1^{2} x}{3+\frac{2^{2} x}{4+\frac{2^{2} x}{5+\frac{3^{2} x}{6+\frac{3^{2} x}{7+\ldots}}}}}}} \begin{array}{r}
\ln \left(\frac{1+x}{1-x}\right)=\frac{2 x}{1-\frac{x^{2}}{3-\frac{4 x^{2}}{5-\frac{9 x^{2}}{7-\frac{16 x^{2}}{9-\ldots}}}}}
\end{array}
\end{array}
$$

For a Complex Number $z$, the natural logarithm satisfies

$$
\begin{gather*}
\ln z=\ln \left[r e^{i(\theta+2 n \pi)}\right]=\ln r+i(\theta+2 n \pi)  \tag{9}\\
P V(\ln z)=\ln r+i \theta \tag{10}
\end{gather*}
$$

where $P V$ is the Principal Value.
Some special values of the natural logarithm are

$$
\begin{gather*}
\ln 1=0  \tag{11}\\
\ln 0=-\infty  \tag{12}\\
\ln (-1)=\pi i  \tag{13}\\
\ln ( \pm i)= \pm \frac{1}{2} \pi i \tag{14}
\end{gather*}
$$

An identity for the natural logarithm of 2 discovered using the PSLQ Algorithm is

$$
\begin{align*}
(\ln 2)^{2} & =-\frac{1}{6} \sum_{k=0}^{\infty} \frac{1}{16^{k}}\left[-\frac{3}{(8 k)^{2}}-\frac{16}{(8 k+1)^{2}}\right. \\
- & \frac{40}{(8 k+2)^{2}}-\frac{8}{(8 k+3)^{2}}-\frac{28}{(8 k+4)^{2}}+\frac{4}{(8 k+5)^{2}} \\
& \left.-\frac{28}{(8 k+4)^{2}}-\frac{4}{(8 k+5)^{2}}+\frac{10}{(8 k+5)^{2}}-\frac{2}{(8 k+7)^{2}}\right] \tag{15}
\end{align*}
$$

(Bailey et al. 1995, Bailey and Plouffe).
see also e, Jensen's Formula, Lg, Logarithm
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## Natural Measure

$\mu_{i}(\epsilon)$, sometimes denoted $P_{i}(\epsilon)$, is the probability that element $i$ is populated, normalized such that

$$
\sum_{i=1}^{N} \mu_{i}(\epsilon)=1
$$

sec also Information Dimension, $q$-Dimension

## Natural Norm

Let \|z\| be a VECTOR NORM of $\mathbf{z}$ such that

$$
\|A\|=\max _{\|\mathbf{z}\|=1}\|A \mathbf{z}\| .
$$

Then $\|A\|$ is a Matrix Norm which is said to be the natural norm Induced (or Subordinate) to the VecTOR Norm $\|\mathbf{z}\|$. For any natural norm,

$$
\|I\|=1
$$

where $I$ is the Identity Matrix. The natural matrix norms induced by the $L_{1}$-NORM, $L_{2}$-NORM, and $L_{\infty^{-}}$ Norm are called the Maximum Absolute Column Sum Norm, Spectral Norm, and Maximum AbsoLute Row Sum Norm, respectively.

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, p. 1115, 1979.

## Natural Number

A Positive Integer 1, $2,3, \ldots$ (Sloane's A000027). The set of natural numbers is denoted $\mathbb{N}$ or $\mathbb{Z}^{+}$. Unfortunately, 0 is sometimes also included in the list of "natural" numbers (Bourbaki 1968, Halmos 1974), and there seems to be no general agreement about whether to include it.

Due to lack of standard terminology, the following terms are recommended in preference to "Counting NumBer," "natural number," and "Whole Number."

| Set | Name | Symbol |
| :--- | :--- | :--- |
| $\ldots,-2,-1,0,1,2, \ldots$ | integers | $\mathbb{Z}$ |
| $1,2,3,4, \ldots$ | positive integers | $\mathbb{Z}^{+}$ |
| $0,1,2,3,4 \ldots$ | nonnegative integers | $\mathbb{Z}^{*}$ |
| $-1,-2,-3,-4, \ldots$ | negative integers | $\mathbb{Z}^{-}$ |

see also Counting Number, Integer, $\mathbb{N}$, Positive, $\mathbb{Z}, \mathbb{Z}^{-}, \mathbb{Z}^{+}, \mathbb{Z}^{*}$

## References
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Courant, R. and Robbins, H. "The Natural Numbers." Ch. 1 in What is Mathematics?: An Elementary Approach to Ideas and Methods, 2nd ed. Oxford, England: Oxford University Press, pp. 1-20, 1996.
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## Naught

The British word for "ZERO." It is often used to indicate 0 subscripts, so $a_{0}$ would be spoken as " $a$ naught."

## see also Zero

## Navigation Problem

A problem in the Calculus of Variations. Let a vessel traveling at constant speed $c$ navigate on a body of water having surface velocity

$$
\begin{aligned}
& u=u(x, y) \\
& v=v(x, y)
\end{aligned}
$$

The navigation problem asks for the course which travels between two points in minimal time.

## References

Sagan, H. Introduction to the Calculus of Variations. New York: Dover, pp. 226-228, 1992.

## Near-Integer

see Almost Integer

## Near Noble Number

A Real Number $0<\nu<1$ whose Continued FracTION is periodic, and the periodic sequence of terms is composed of a string of 1 s followed by an InTEGER $n>1$,

$$
\begin{equation*}
\nu=[\underbrace{\overline{1,1, \ldots, 1}, n}_{P}] . \tag{1}
\end{equation*}
$$

This can be written in the form

$$
\begin{equation*}
\nu=[\underbrace{1,1, \ldots, 1}_{P}, n, \nu^{-1}], \tag{2}
\end{equation*}
$$

which can be solved to give

$$
\begin{equation*}
\nu=\frac{1}{2} n\left(\sqrt{1+4 \frac{n F_{P-1}+F_{P-2}}{n^{2} F_{P}}}-1\right) \tag{3}
\end{equation*}
$$

where $F_{n}$ is a Fibonacci Number. The special case $n=2$ gives

$$
\begin{equation*}
\nu=\sqrt{\frac{F_{P+2}}{F_{P}}}-1 \tag{4}
\end{equation*}
$$

## see also Noble Number

## References
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## Near-Pencil

An arrangement of $n \geq 3$ points such that $n-1$ of them are Collinear.
see also General Position, Ordinary Line, Pencil

## References

Guy, R. K. "Unsolved Problems Come of Age." Amer. Math. Monthly 96, 903-909, 1989.

## Nearest Integer Function



The nearest integer function $\operatorname{nint}(x)$ of $x$, also called Nint or the Round function, is defined such that $[x]$ is
the Integer closest to $x$. It is shown as the thin solid curve in the above plot. Note that while $[x]$ is used to denote the nearest integer function in this work, $[x]$ is more commonly used to denote the Floor Function $\lfloor x\rfloor$.
see also Ceiling Function, Floor Function

## Nearest Neighbor Problem

The problem of identifying the point from a set of points which is nearest to a given point according to some measure of distance. The nearest neighborhood problem involves identifying the locus of points lying nearer to the query point than to any other point in the set.

## References

Martin, E. C. "Computational Geometry." http:// www . mathsource. com/cgi-bin/Math Source / Enhancements / DiscreteMath/0200-181.

## Necessary

A Condition which must hold for a result to be true, but which does not guarantee it to be true. If a Condition is both Necessary and Sufficient, then the result is said to be true Iff the Condition holds.
see also SUFFICIENT

## Necker Cube



An Illusion in which a 2 -D drawing of an array of Cubes appear to simultaneously protrude and intrude into the page.

## References

Fineman, M. The Nature of Visual Illusion. New York: Dover, pp. 25 and 118, 1996.
Jablan, S. "Impossible Figures." http://members.tripod. com/~modularity/impos.htm.
Newbold, M. "Animated Necker Cube." http://www.sover. net/~manx/necker.html.

Necklace




In the technical Combinatorial sense, an $a$-ary necklace $N(n, a)$ of length $n$ is a string of $n$ characters, each of $a$ possible types. Rotation is ignored, in the sense that $b_{1} b_{2} \ldots b_{n}$ is equivalent to $b_{k} b_{k+1} \cdots b_{1} b_{2} \cdots b_{k-1}$ for any $k$, but reversal of strings is respected. Necklaces therefore correspond to circular collections of beads in which the Fixed necklace may not be picked up out of the Plane (so that opposite orientations are not considered equivalent).

The number of distinct Free necklaces $N^{\prime}(n, a)$ of $n$ beads, each of $a$ possible colors, in which opposite orientations (Mirror Images) are regarded as equivalent (so the necklace can be picked up out of the Plane and flipped over) can be found as follows. Find the DiviSORS of $n$ and label them $d_{1} \equiv 1, d_{2}, \ldots, d_{\nu}(n) \equiv n$ where $\nu(n)$ is the number of Divisors of $n$. Then

$$
N^{\prime}(n, a)=\frac{1}{2 n}\left\{\begin{array}{l}
\sum_{i=1}^{\nu(n)} \phi\left(d_{i}\right) a^{n / d_{i}}+n a^{(n+1) / 2} \\
\text { for } n \text { odd } \\
\sum_{i=1}^{\nu(n)} \phi\left(d_{i}\right) a^{n / d_{i}}+\frac{1}{2} n(1+a) a^{n / 2} \\
\text { for } n \text { even, }
\end{array}\right.
$$

where $\phi(x)$ is the Totient Function. For $a=2$ and $n=p$ an Odd Prime, this simplifies to

$$
N^{\prime}(p, 2)=\frac{2^{p-1}-1}{p}+2^{(p-1) / 2}+1 .
$$



A table of the first few numbers of necklaces for $a=2$ and $a=3$ follows. Note that $N(n, 2)$ is larger than $N^{\prime}(n, 2)$ for $n \geq 6$. For $n=6$, the necklace 110100 is inequivalent to its Mirror Image 0110100, accounting for the difference of 1 between $N(6,2)$ and $N^{\prime}(6,2)$. Similarly, the two necklaces 0010110 and 0101110 are inequivalent to their reversals, accounting for the difference of 2 between $N(7,2)$ and $N^{\prime}(7,2)$.

| $n$ | $N(n, 2)$ | $N^{\prime}(n, 2)$ | $N^{\prime}(n, 3)$ |
| ---: | ---: | ---: | ---: |
| Sloane | 000031 | 000029 | 027671 |
| 1 | 2 | 2 | 3 |
| 2 | 3 | 3 | 6 |
| 3 | 4 | 4 | 10 |
| 4 | 6 | 6 | 21 |
| 5 | 8 | 8 | 39 |
| 6 | 14 | 13 | 92 |
| 7 | 20 | 18 | 198 |
| 8 | 36 | 30 | 498 |
| 9 | 60 | 46 | 1219 |
| 10 | 108 | 78 | 3210 |
| 11 | 188 | 126 | 8118 |
| 12 | 352 | 224 | 22913 |
| 13 | 632 | 380 | 62415 |
| 14 | 1182 | 687 | 173088 |
| 15 | 2192 | 1224 | 481598 |

Ball and Coxeter (1987) consider the problem of finding the number of distinct arrangements of $n$ people in a ring such that no person has the same two neighbors two or more times. For 8 people, there are 21 such arrangements.
see also Antoine's Necklace, de Bruijn Sequence, Fixed, Free, Irreducible Polynomial, Josephus Problem, Lyndon Word
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## Needle

see Buffon-Laplace Needle Problem, Buffon's Needle Problem, Kakeya Needle Problem

## Negation

see Not

## Negative

A quantity less than Zero ( $<0$ ), denoted with a Minus Sign, i.e., $-x$.
see also Nonnegative, Nonpositive, Nonzero, Positive, Zero

## Negative Binomial Distribution

Also known as the Pascal Distribution and Pólya Distribution. The probability of $r-1$ successes and $x$ failures in $x+r-1$ trials, and success on the $(x+r)$ th trial is

$$
\begin{array}{r}
p\left[\binom{x+r-1}{r-1} p^{r-1}(1-p)^{[(x+r-1)-(r-1)]}\right] \\
=\left[\binom{x+r-1}{r-1} p^{r-1}(1-p)^{x}\right] p \\
=\binom{x+r-1}{r-1} p^{r}(1-p)^{x} \tag{1}
\end{array}
$$

where $\binom{n}{k}$ is a Binomial Coefficient. Let

$$
\begin{align*}
P & =\frac{1-p}{p}  \tag{2}\\
Q & =\frac{1}{p} . \tag{3}
\end{align*}
$$

The Characteristic Function is given by

$$
\begin{equation*}
\phi(t)=\left(Q-P e^{i t}\right)^{-r} \tag{4}
\end{equation*}
$$

and the Moment-Generating Function by

$$
\begin{equation*}
M(t)=\left\langle e^{t x}\right\rangle=\sum_{x=0}^{\infty} e^{t x}\binom{x+r-1}{r-1} p^{r}(1-p)^{x} \tag{5}
\end{equation*}
$$

but, since $\binom{N}{n}=\binom{N}{N-m}$,

$$
\begin{align*}
M(t)= & p^{r} \sum_{x=0}^{\infty}\binom{x+r-1}{x}\left[(1-p) e^{t}\right]^{x} \\
= & p^{r}\left[1-(1-p) e^{t}\right]^{-r}  \tag{6}\\
M^{\prime}(t)= & p^{r}(-r)\left[1-(1-p) e^{t}\right]^{-r-1}(p-1) e^{t} \\
= & p^{r}(1-p) r\left[1-(1-p) e^{t}\right]^{-r-1} e^{t}  \tag{7}\\
M^{\prime \prime}(t)= & (1-p) r p^{r}\left(1-e^{t}+p e^{t}\right)^{-r-2} \\
& \times\left(-1-e^{t} r+e^{t} p r\right) e^{t}  \tag{8}\\
M^{\prime \prime \prime}(t)= & (1-p) r p^{r}\left(1-e^{t}+e^{t} p\right)^{-r-3} \\
& \times\left[1+e^{t}(1-p+3 r-3 p r)\right. \\
& \left.+r^{2} e^{2 t}(1-p)^{2}\right] e^{t} . \tag{9}
\end{align*}
$$

The Moments about zero $\mu_{n}^{\prime}=M^{n}(0)$ are therefore

$$
\begin{align*}
\mu_{1}^{\prime}= & \mu=\frac{r(1-p)}{p}=\frac{r q}{p}  \tag{10}\\
\mu_{2}^{\prime}= & \frac{r(1-p)[1-r(p-1)]}{p^{2}}=\frac{r q(1-r q)}{p^{2}}  \tag{11}\\
\mu_{3}^{\prime}= & \frac{(1-p) r\left(2-p+3 r-3 p r+r^{2}-2 p r^{2}+p^{2} r^{2}\right.}{p^{3}}  \tag{12}\\
\mu_{4}^{\prime}= & \frac{(-1+p) r\left(-6+6 p-p^{2}-11 r+15 p r-4 p^{2} r-6 r^{2}\right.}{p^{4}} \\
& +\frac{\left.12 p r^{2}-6 p^{2} r^{2}-r^{3}+3 p r^{3}-3 p^{2} r^{3}+p^{3} r^{3}\right)}{p^{4}} \tag{13}
\end{align*}
$$

(Beyer 1987, p. 487, apparently gives the Mean incorrectly.) The Moments about the mean are

$$
\begin{align*}
& \mu_{2}=\sigma^{2}=\frac{r(1-p)}{p^{2}}  \tag{14}\\
& \mu_{3}=\frac{r\left(2-3 p+p^{2}\right)}{p^{3}}=\frac{r(p-1)(p-2)}{p^{3}}  \tag{15}\\
& \mu_{4}=\frac{r(1-p)\left(6-6 p+p^{2}+3 r-3 p r\right)}{p^{4}} \tag{16}
\end{align*}
$$

The Mean, Variance, Skewness and Kurtosis are then

$$
\begin{align*}
\mu & =\frac{r(1-p)}{p}  \tag{17}\\
\gamma_{1} & =\frac{\mu_{3}}{\sigma^{3}}=\frac{r(p-1)(p-2)}{p^{3}}\left[\frac{p^{2}}{r(1-p)}\right]^{3 / 2} \\
& =\frac{r(2-p)(1-p)}{p^{3}} \frac{p^{3}}{r(1-p) \sqrt{1-p}} \\
& =\frac{2-p}{\sqrt{r(1-p)}}  \tag{18}\\
\gamma_{2} & =\frac{\mu_{4}}{\sigma^{4}}-3 \\
& =\frac{-6+6 p-p^{2}-3 r+3 p r}{(p-1) r} \tag{19}
\end{align*}
$$

which can also be written

$$
\begin{align*}
\mu & =n P  \tag{20}\\
\mu_{2} & =n P Q  \tag{21}\\
\gamma_{1} & =\frac{Q+P}{\sqrt{r P Q}}  \tag{22}\\
\gamma_{2} & =\frac{1+6 P Q}{r P Q}-3 . \tag{23}
\end{align*}
$$

The first Cumulant is

$$
\begin{equation*}
\kappa_{1}=n P \tag{24}
\end{equation*}
$$

and subsequent CUMULANTS are given by the recurrence relation

$$
\begin{equation*}
\kappa_{r+1}=P Q \frac{d \kappa_{r}}{d Q} \tag{25}
\end{equation*}
$$
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## Negative Binomial Series

The Series which arises in the Binomial Theorem for Negative integral $n$,

$$
\begin{aligned}
(x+a)^{-n} & =\sum_{k=0}^{\infty}\binom{-n}{k} x^{k} a^{-n-k} \\
& =\sum_{k=0}^{\infty}(-1)^{k}\binom{n+k-1}{k} x^{k} a^{-n-k}
\end{aligned}
$$

For $a=1$, the negative binomial series simplifies to
$(x+1)^{-n}=1-n x+\frac{1}{2} n(n+1) x^{2}-\frac{1}{6} n(n+1)(n+2)+\ldots$.
see also Binomial Series, Binomial Theorem

## Negative Likelihood Ratio

The term Negative likelihood ratio is also used (especially in medicine) to test nonnested complementary hypotheses as follows,

$$
N L R=\frac{[\text { true negative rate }]}{[\text { false negative rate }]}=\frac{[\text { specificity }]}{1-[\text { sensitivity }]}
$$

see also Likelihood Ratio, Sensitivity, Specificity

## Negative Integer

see $\mathbb{Z}^{-}$

## Negative Pedal Curve

Given a curve $C$ and $O$ a fixed point called the Pedal Point, then for a point $P$ on $C$, draw a Line Perpendicular to $O P$. The Envelope of these Lines as $P$ describes the curve $C$ is the negative pedal of $C$.
see also Pedal Curve

## References
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## Neighborhood

The word neighborhood is a word with many different levels of meaning in mathematics. One of the most general concepts of a neighborhood of a point $x \in \mathbb{R}^{n}$ (also called an Epsilon-Neighborhood or infinitesimal Open SEt) is the set of points inside an $n$-Ball with center $x$ and Radius $\epsilon>0$.

## Neile's Parabola



The solid curve in the above figure which is the Evolute of the Parabola (dashed curve). In Cartesian Coordinates,

$$
y=\frac{3}{4}(2 x)^{2 / 3}+\frac{1}{2}
$$

Neile's parabola is also called the Semicubical Parabola, and was discovered by William Neile in 1657. It was the first nontrivial Algebraic Curve to have its ARC Length computed. Wallis published the method in 1659, giving Neile the credit (MacTutor Archive).
see also Parabola Evolute

## References
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## Nephroid



The 2-CuSped Epicycloid is called a nephroid. Since $n=2, a=b / 2$, and the equation for $r^{2}$ in terms of the parameter $\phi$ is given by EPICYCLOID equation

$$
\begin{equation*}
r^{2}=\frac{a^{2}}{n^{2}}\left[\left(n^{2}+2 n+2\right)-2(n+1) \cos (n \phi)\right] \tag{1}
\end{equation*}
$$

with $n=2$,

$$
\begin{align*}
r^{2} & =\frac{a^{2}}{2^{2}}\left[\left(2^{2}+2 \cdot 2+2\right)-2(2+1) \cos (2 \phi)\right] \\
& =\frac{1}{4} a^{2}[10-6 \cos (2 \phi)]=\frac{1}{2} a^{2}[5-3 \cos (2 \phi)] \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
\tan \theta=\frac{3 \sin \phi-\sin (3 \phi)}{3 \cos \phi-\cos (3 \phi)} \tag{3}
\end{equation*}
$$

This can be written

$$
\begin{equation*}
\left(\frac{r}{2 a}\right)^{2 / 3}=\left[\sin \left(\frac{1}{2} \theta\right)\right]^{2 / 3}+\left[\cos \left(\frac{1}{2} \theta\right)\right]^{2 / 3} . \tag{4}
\end{equation*}
$$

The parametric equations are

$$
\begin{align*}
& x=a[3 \cos t-\cos (3 t)]  \tag{5}\\
& y=a[3 \sin t-\sin (3 t)] . \tag{6}
\end{align*}
$$

The Cartesian equation is

$$
\begin{equation*}
\left(x^{2}+y^{2}-4 a^{2}\right)^{3}=108 a^{4} y^{2} \tag{7}
\end{equation*}
$$

The name nephroid means "kidney shaped" and was first used for the two-cusped Epicycloid by Proctor in 1878 (MacTutor Archive). The nephroid has Arc Length $24 a$ and Area $12 \pi^{2} a^{2}$. The Catacaustic for rays originating at the CUSP of a CARDIOID and reflected by it is a nephroid. Huygens showed in 1678 that the nephroid is the Catacaustic of a Circle when the light source is at infinity. He published this fact in Traité de la luminère in 1690 (MacTutor Archive).
see also Astroid, Deltoid, Freeth's Nephroid
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## Nephroid Evolute



The Evolute of the Nephroid given by

$$
\begin{aligned}
& x=\frac{1}{2}[3 \cos t-\cos (3 t)] \\
& y=\frac{1}{2}[3 \sin t-\sin (3 t)]
\end{aligned}
$$

is given by

$$
\begin{aligned}
& x=\cos ^{3} t \\
& y=\frac{1}{4}[3 \sin t+\sin (3 t)]
\end{aligned}
$$

which is another NEPhroid.

## Nephroid Involute



The Involute of the Nephroid given by

$$
\begin{aligned}
& x=\frac{1}{2}[3 \cos t-\cos (3 t)] \\
& y=\frac{1}{2}[3 \sin t-\sin (3 t)]
\end{aligned}
$$

beginning at the point where the nephroid cuts the $y$ Axis is given by

$$
\begin{aligned}
& x=4 \cos ^{3} t \\
& y=3 \sin t+\sin (3 t)
\end{aligned}
$$

another Nephroid. If the Involute is begun instead at the Cusp, the result is Cayley's Sextic.

## Néron-Severi Group

Let $V$ be a complete normal Variety, and write $G(V)$ for the group of divisors, $G_{n}(V)$ for the group of divisors numerically equal to 0 , and $G_{a}(V)$ the group of divisors algebraically equal to 0 . Then the finitely generated Quotient Group $N S(V)=G(V) / G_{a}(V)$ is called the Néron-Severi group.
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## Nerve

The Simplicial Complex formed from a family of objects by taking sets that have nonempty intersections.
see also Delaunay Triangulation, Simplicial ComPLEX

## Nested Hypothesis

Let $S$ be the set of all possibilities that satisfy HypothESIS $H$, and let $S^{\prime}$ be the set of all possibilities that satisfy Hypothesis $H^{\prime}$. Then $H^{\prime}$ is a nested hypothesis within $H$ Iff $S^{\prime} \subset S$, where $\subset$ denotes the Proper SUBSET.
see also Log Likelifood Procedure

## Nested Radical

A Radical of the form

$$
\begin{equation*}
\sqrt{n+\sqrt{n+\sqrt{n+\ldots \ldots}}} \tag{1}
\end{equation*}
$$

For this to equal a given Integer $x$, it must be true that

$$
\begin{equation*}
x=\sqrt{n+\sqrt{n+\sqrt{n+\ldots}}}=\sqrt{n+x} \tag{2}
\end{equation*}
$$

so

$$
\begin{equation*}
x^{2}=n+x \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
n=x(x-1) \tag{4}
\end{equation*}
$$

Nested radicals in the computation of PI,

$$
\begin{equation*}
\frac{2}{\pi}=\sqrt{\frac{1}{2}} \sqrt{\frac{1}{2}+\sqrt{\frac{1}{2}}} \sqrt{\frac{1}{2}+\sqrt{\frac{1}{2}+\sqrt{\frac{1}{2}}}} \cdots \tag{5}
\end{equation*}
$$

and in Trigonometrical values of Cosine and Sine for arguments of the form $\pi / 2^{n}$, e.g.,

$$
\begin{align*}
\sin \left(\frac{\pi}{8}\right) & =\frac{1}{2} \sqrt{2-\sqrt{2}}  \tag{6}\\
\cos \left(\frac{\pi}{8}\right) & =\frac{1}{2} \sqrt{2+\sqrt{2}}  \tag{7}\\
\sin \left(\frac{\pi}{16}\right) & =\frac{1}{2} \sqrt{2-\sqrt{2+\sqrt{2}}}  \tag{8}\\
\cos \left(\frac{\pi}{16}\right) & =\frac{1}{2} \sqrt{2+\sqrt{2+\sqrt{2}}} \tag{9}
\end{align*}
$$

see also SQUARE ROOT
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## Net

A generalization of a SEQUENCE used in general topology and Analysis when the spaces being dealt with are not First-Countable. (Sequences provide an adequate way of dealing with Continuity for FirstCountable Spaces.) Nets are used in the study of the Riemann Integral.
see also Fiber Bundle, Fiber Space, Fibration

## Net (Polyhedron)

A plane diagram in which the Edges of a Polyhedron are shown. All convex Polyhedra have nets, but not all concave polyhedra do (the constituent POLYGONS can overlap one another when a concave Polyhedron is flattened out). The Great Dodecahedron and Stella Octangula are examples of a concave polyhedron which have nets.

## Netto's Conjecture

The probability that two elements $P_{1}$ and $P_{2}$ of a SYMmetric Group generate the entire Group tends to $3 / 4$ as $n \rightarrow \infty$. This was proven by Dixon in 1967.

## References

Le Lionnais, F. Les nombres remarquables. Paris: Hermann, p. 31, 1983.

Network

## Network

A Directed Graph having a Source, Sink, and a bound on each edge.
see also Graph (Graph Theory), Sink (Directed Graph), Smith's Network Theorem, Source

## Neuberg Circles

The Locus of the Vertex $A_{1}$ of a Triangle on a given base $A_{2} A_{3}$ and with a given Brocard Angle $\omega$ is a Circle on either side of $A_{2} A_{3}$. From the center $N_{1}$, the base $A_{2} A_{3}$ subtends the Angle $2 \omega$. The Radius of the Circle is

$$
r=\frac{1}{2} a_{1} \sqrt{\cot ^{2} \omega-3}
$$

see also Brocard Angle

## References
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## Neumann Algebra

see von Neumann Algebra

## Neumann Boundary Conditions

Partial Differential Equation Boundary CondiTIONS which give the normal derivative on a surface. see also Boundary Conditions, Cauchy Boundary Conditions

## References

Morse, P. M. and Feshbach, H. Methods of Theoretical Physics, Part I. New York: McGraw-Hill, p. 679, 1953.

## Neumann Function

see Bessel Function of the Second Kind

## Neumann Polynomial

Polynomials which obey the Recurrence Relation

$$
\begin{aligned}
O_{n+1}(x)=(n+1) \frac{2}{x} O_{n}(x)-\frac{n+1}{n-1} O_{n-1}(x) & \\
& +\frac{2 n}{x} \sin ^{2}\left(\frac{1}{2} n \pi\right) .
\end{aligned}
$$

The first few are

$$
\begin{aligned}
& O_{0}(x)=\frac{1}{x} \\
& O_{1}(x)=\frac{1}{x^{2}} \\
& O_{2}(x)=\frac{1}{x}+\frac{4}{x^{3}} .
\end{aligned}
$$

see also Schläfli Polynomial

## References
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Neumann Series (Bessel Function)
A series of the form

$$
\begin{equation*}
\sum_{n=0}^{\infty} a_{n} J_{\nu+n}(z) \tag{1}
\end{equation*}
$$

where $\nu$ is a Real and $J_{\nu+n}(z)$ is a Bessel Function of the First Kind. Special cases are

$$
\begin{equation*}
z^{\nu}=2^{\nu} \Gamma\left(\frac{1}{2} \nu+1\right) \sum_{n=0}^{\infty} \frac{\left(\frac{1}{2} z\right)^{\nu / 2+n}}{n!} J_{\nu / 2+n}(z), \tag{2}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function, and

$$
\begin{equation*}
\sum_{n=0}^{\infty} b_{n} z^{\nu+n}=\sum_{n=0}^{\infty} a_{n}\left(\frac{1}{2} z\right)^{(\nu+n) / 2} J_{(\nu+n) / 2}(z), \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{n} \equiv \sum_{m=0}^{\lfloor n / 2\rfloor} \frac{2^{\nu \mid n-2 m} \Gamma\left(\frac{1}{2} \nu+\frac{1}{2} n-m+1\right)}{m!} b_{n-2 m} \tag{4}
\end{equation*}
$$

and $\lfloor x\rfloor$ is the Floor Function.
see also Kapteyn Series
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## Neumann Series (Integral Equation)

A Fredholm Integral Equation of the Second KInd

$$
\begin{equation*}
\phi(x)=f(x)+\int_{a}^{b} K(x, t) \phi(t) d t \tag{1}
\end{equation*}
$$

may be solved as follows. Take

$$
\begin{align*}
& \phi_{0}(x) \equiv f(x)  \tag{2}\\
& \phi_{1}(x)= f(x)+\lambda \int_{a}^{b} K(x, t) f(t) d t  \tag{3}\\
& \phi_{2}(x)= f(x)+\lambda \int_{a}^{b} K\left(x, t_{1}\right) f\left(t_{1}\right) d t_{1} \\
&+\lambda^{2} \int_{a}^{b} \int_{a}^{b} K\left(x, t_{1}\right) K\left(t_{1}, t_{2}\right) f\left(t_{2}\right) d t_{2} d t_{1}  \tag{4}\\
& \phi_{n}(x)= \sum_{i=0}^{n} \lambda^{i} u_{i}(x) \tag{5}
\end{align*}
$$

where

$$
\begin{align*}
u_{0}(x)= & f(x)  \tag{6}\\
u_{1}(x)= & \int_{a}^{b} K(x, t) f\left(t_{1}\right) d t_{1}  \tag{7}\\
u_{2}(x)= & \int_{a}^{b} \int_{a}^{b} K\left(x, t_{1}\right) K\left(t_{1}, t_{2}\right) f\left(t_{2}\right) d t_{2} d t_{1}  \tag{8}\\
u_{n}(x)= & \int_{a}^{b} \int_{a}^{b} \int_{a}^{b} K\left(x, t_{1}\right) K\left(t_{1}, t_{2}\right) \cdots \\
& \times K\left(t_{n-1}, t_{n}\right) f\left(t_{n}\right) d t_{n} \cdots d t_{1} \tag{9}
\end{align*}
$$

The Neumann series solution is then

$$
\begin{equation*}
\phi(x)=\lim _{n \rightarrow \infty} \phi_{n}(x)=\lim _{n \rightarrow \infty} \sum_{i=0}^{n} \lambda^{i} u_{i}(x) . \tag{10}
\end{equation*}
$$

## References
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## Neusis Construction

A geometric construction, also called a Verging Construction, which allows the classical Geometric CONSTRUCTION rules to be bent in order to permit sliding of a marked Ruler. Using a Neusis construction, Cube Duplication and angle Trisection are soluble. Conway and Guy (1996) give Neusis constructions for the 7 -, 9 -, and 13 -gons which are based on angle TriSECTION.
see also Cube Duplication, Geometric Construction, Mascheroni Construction, Ruler, TrisecTION
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## Neville's Algorithm

An interpolation Algorithm which proceeds by first fitting a Polynomial $P_{k}$ of degree 0 through the points $\left(x_{k}, y_{k}\right)$ for $k=0, \ldots, n$, i.e., $P_{k}=y_{k}$. A second iteration is then performed in which $P_{12}$ is fit through pairs of points, yielding $P_{12}, P_{23}, \ldots$ The procedure is repeated, generating a "pyramid" of approximations until the final result is reached

$$
\begin{aligned}
& P_{1} \\
& P_{12} \\
& P_{2} \\
& P_{23} \\
& P_{3} \\
& P_{123} \\
& P_{4}
\end{aligned} P_{34} \text { P } 1234 .
$$

The final result is

$$
\begin{aligned}
P_{i(i+1) \cdots(i+m)}= & \frac{\left(x-x_{i+m}\right) P_{i(i+1) \cdots(i+m-1)}}{x_{i}-x_{i+m}} \\
& \quad+\frac{\left(x_{i}-x\right) P_{(i+1)(i+2) \cdots(i+m)}}{x_{i}-x_{i+m}}
\end{aligned}
$$

see also Bulirsch-Stoer Algorithm

## Neville Theta Function

The functions

$$
\begin{align*}
& \vartheta_{s}(u)=\frac{H(u)}{H^{\prime}(0)}  \tag{1}\\
& \vartheta_{d}(u)=\frac{\Theta(u+K)}{\Theta(k)}  \tag{2}\\
& \vartheta_{c}(u)=\frac{H(u)}{H(K)}  \tag{3}\\
& \vartheta_{n}(u)=\frac{\Theta(u)}{\Theta(0)} \tag{4}
\end{align*}
$$

where $H$ and $\Theta$ are the Jacobi Theta Functions and $K(u)$ is the complete Elliptic Integral of the First Kind.
see also Jacobi Theta Function, Theta Function

## Newcomb's Paradox

A paradox in Decision Theory. Given two boxes, B1 which contains $\$ 1000$ and B2 which contains either nothing or a million dollars, you may pick either B2 or both. However, at some time before the choice is made, an omniscient Being has predicted what your decision will be and filled B2 with a million dollars if he expects you to take it, or with nothing if he expects you to take both.
see also Alias' Paradox
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## Newman-Conway Sequence

The sequence $1,1,2,2,3,4,4,4,5,6,7,7, \ldots$ (Sloane's A004001) defined by the recurrence $P(1)=P(2)=1$,

$$
P(n)=P(P(n-1))+P(n-P(n-1))
$$

It satisfies

$$
P\left(2^{k}\right)=2^{k-1}
$$

and

$$
P(2 n) \leq 2 P(n)
$$

## References

Bloom, D. M. "Newman-Conway Sequence." Solution to Problem 1459. Math. Mag. 68, 400-401, 1995.
Sloane, N. J. A. Sequence A004001/M0276 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Newton's Backward Difference Formula

$f_{p}=f_{0}+p \nabla_{0}+\frac{1}{2!} p(p+1) \nabla_{0}^{2}+\frac{1}{3!} p(p+1)(p+2) \nabla_{0}^{3}+\ldots$,
for $p \in[0,1]$, where $\nabla$ is the Backward Difference. see also Newton's Forward Difference Formula
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## Newton-Cotes Formulas

The Newton-Cotes formulas are an extremely useful and straightforward family of Numerical IntegraTION techniques.
To integrate a function $f(x)$ over some interval $[a, b]$, divide it into $n$ equal parts such that $f_{n}=f\left(x_{n}\right)$ and $h \equiv(b-a) / n$. Then find Polynomials which approximate the tabulated function, and integrate them to approximate the Area under the curve. To find the fitting Polynomials, use Lagrange Interpolating PolyNOMIALS. The resulting formulas are called NewtonCotes formulas, or Quadrature Formulas.

Newton-Cotes formulas may be "closed" if the interval $\left[x_{1}, x_{n}\right]$ is included in the fit, "open" if the points $\left[x_{2}, x_{n-1}\right]$ are used, or a variation of these two. If the formula uses $n$ points (closed or open), the Coefficients of terms sum to $n-1$.

If the function $f(x)$ is given explicitly instead of simply being tabulated at the values. $x_{i}$, the best numerical method of integration is called GAUSSIAN QUADRATURE. By picking the intervals at which to sample the function, this procedure produces more accurate approximations (but is significantly more complicated to implement).


The 2-point closed Newton-Cotes formula is called the Trapezoidal Rule because it approximates the area under a curve by a Trapezoid with horizontal base and sloped top (connecting the endpoints $x_{1}$ and $x_{2}$ ). If the first point is $x_{1}$, then the other endpoint will be located at

$$
\begin{equation*}
x_{2}=x_{1}+h, \tag{1}
\end{equation*}
$$

and the Lagrange Interpolating Polynomial through the points $\left(x_{1}, f_{1}\right)$ and $\left(x_{2}, f_{2}\right)$ is

$$
\begin{align*}
P_{2}(x) & =\frac{x-x_{2}}{x_{1}-x_{2}} f_{1}+\frac{x-x_{1}}{x_{2}-x_{1}} f_{2} \\
& =\frac{x-x_{1}-h}{-h} f_{1}+\frac{x-x_{1}}{h} f_{2} \\
& =\frac{x}{h}\left(f_{2}-f_{1}\right)+\left(f_{1}+\frac{x_{1}}{h} f_{1}-\frac{x_{1}}{h} f_{2}\right) . \tag{2}
\end{align*}
$$

Integrating over the interval (i.e., finding the area of the trapezoid) then gives

$$
\begin{align*}
& \int_{x_{1}}^{x_{2}} f(x) d x=\int_{x_{1}}^{x_{1}+h} P_{2}(x) d x \\
& \quad=\frac{1}{2 h}\left(f_{2}-f_{1}\right)\left[x^{2}\right]_{x_{1}}^{x_{2}} \\
& \quad+\left(f_{1}+\frac{x_{1}}{h} f_{1}-\frac{x_{1}}{h} f_{2}\right)[x]_{x_{1}}^{x_{2}} \\
& =\frac{1}{2 h}\left(f_{2}-f_{1}\right)\left(x_{2}+x_{1}\right)\left(x_{2}-x_{1}\right) \\
& \quad+\left(x_{2}-x_{1}\right)\left(f_{1}+\frac{x_{1}}{h} f_{1}-\frac{x_{1}}{h} f_{2}\right) \\
& =\frac{1}{2}\left(f_{2}-f_{1}\right)\left(2 x_{1}+h\right)+f_{1} h+x_{1}\left(f_{1}-f_{2}\right) \\
& =x_{1}\left(f_{2}-f_{1}\right)+\frac{1}{2} h\left(f_{2}-f_{1}\right)+h f_{1}-x_{1}\left(f_{2}-f_{1}\right) \\
& =\frac{1}{2} h\left(f_{1}+f_{2}\right)-\frac{1}{2} h^{3} f^{\prime \prime}(\xi) . \tag{3}
\end{align*}
$$

This is the trapezoidal rule, with the final term giving the amount of error (which, since $x_{1} \leq \xi \leq x_{2}$, is no worse than the maximum value of $f^{\prime \prime}(\xi)$ in this range).
The 3-point rule is known as Simpson's Rule. The AbSCISSAS are

$$
\begin{align*}
& x_{2}=x_{1}+h  \tag{4}\\
& x_{3}=x_{1}+2 h \tag{5}
\end{align*}
$$

and the Lagrange Interpolating Polynomial is

$$
\begin{align*}
& P_{3}(x)=\frac{\left(x-x_{2}\right)\left(x-x_{3}\right)}{\left(x_{1}-x_{2}\right)\left(x_{1}-x_{3}\right)} f_{1} \\
& \quad+\frac{\left(x-x_{1}\right)\left(x-x_{3}\right)}{\left(x_{2}-x_{1}\right)\left(x_{2}-x_{3}\right)} f_{2}+\frac{\left(x-x_{1}\right)\left(x-x_{2}\right)}{\left(x_{3}-x_{1}\right)\left(x_{3}-x_{2}\right)} f_{3} \\
& =\frac{x^{2}-x\left(x_{2}+x_{3}\right)+x_{2} x_{3}}{h(2 h)} f_{1} \\
& +\frac{x^{2}-x\left(x_{1}+x_{3}\right)+x_{1} x_{3}}{h(-h)} f_{2}+\frac{x^{2}-x\left(x_{1}+x_{2}\right)+x_{1} x_{2}}{2 h(h)} f_{3} \\
& =\frac{1}{h^{2}}\left\{x^{2}\left(\frac{1}{2} f_{1}-f_{2}-\frac{1}{2} f_{3}\right)\right. \\
& +x\left[-\frac{1}{2}\left(2 x_{1}+3 h\right) f_{1}+\left(2 x_{1}+2 h\right) f_{2}-\frac{1}{2}\left(2 x_{1}+h\right)\right] \\
& \left.+\left[\frac{1}{2}\left(x_{1}+h\right)\left(x_{1}+2 h\right) f_{1}-x_{1}\left(x_{1}+2 h\right) f_{2}+\frac{1}{2} x_{1}\left(x_{1}+h\right) f_{3}\right]\right\} . \tag{6}
\end{align*}
$$

Integrating and simplifying gives

$$
\begin{align*}
\int_{x_{1}}^{x_{3}} f(x) d x= & \int_{x_{1}}^{x_{1}+2 h} P_{3}(x) d x \\
& =\frac{1}{3} h\left(f_{1}+4 f_{2}+f_{3}\right)-\frac{1}{90} h^{5} f^{(4)}(\xi) \tag{7}
\end{align*}
$$

The 4-point closed rule is Simpson's 3/8 Rule,

$$
\begin{equation*}
\int_{x_{1}}^{x_{4}} f(x) d x=\frac{3}{8} h\left(f_{1}+3 f_{2}+3 f_{3}+f_{4}\right)-\frac{3}{80} h^{5} f^{(4)}(\xi) \tag{8}
\end{equation*}
$$

The 5-point closed rule is Bode's Rule,

$$
\begin{array}{r}
\int_{x_{1}}^{x_{5}} f(x) d x=\frac{2}{45} h\left(7 f_{1}+32 f_{2}+12 f_{3}+32 f_{4}+7 f_{5}\right) \\
-\frac{8}{945} h^{7} f^{(6)}(\xi) \tag{9}
\end{array}
$$

(Abramowitz and Stegun 1972, p. 886). Higher order rules include the 6-point

$$
\begin{array}{r}
\int_{x_{1}}^{x_{8}} f(x) d x=\frac{5}{288} h\left(19 f_{1}+75 f_{2}+50 f_{3}+50 f_{4}+75 f_{5}\right. \\
\left.+19 f_{6}\right)-\frac{275}{12096} h^{7} f^{(6)}(\xi) \tag{10}
\end{array}
$$

7-point

$$
\begin{align*}
& \int_{x_{1}}^{x_{7}} f(x) d x=\frac{1}{140} h\left(41 f_{1}+216 f_{2}+27 f_{3}+272 f_{4}\right. \\
&\left.+27 f_{5}+216 f_{6}+41 f_{7}\right)-\frac{9}{1400} h^{9} f^{(8)}(\xi) \tag{11}
\end{align*}
$$

8-point

$$
\begin{align*}
& \int_{x_{1}}^{x_{8}} f(x) d x=\frac{7}{17280} h\left(751 f_{1}+3577 f_{2}+1323 f_{2}+2989 f_{3}\right. \\
& \left.+2989 f_{5}+1323 f_{6}+3577 f_{7}+751 f_{8}\right)-\frac{8183}{518400} h^{9} f^{(8)}(\xi) \tag{12}
\end{align*}
$$

9-point

$$
\begin{align*}
& \int_{x_{1}}^{x_{9}} f(x) d x=\frac{4}{14175} h\left(989 f_{1}+5888 f_{2}-928 f_{3}\right. \\
& \left.+10496 f_{4}-4540 f_{5}+10496 f_{6}-928 f_{7}+5888 f_{8}+989 f_{9}\right) \\
& -\frac{2368}{467775} h^{11} f^{(10)}(\xi), \tag{13}
\end{align*}
$$

10-point

$$
\begin{align*}
\int_{x_{1}}^{x_{10}} f(x) d x & =\frac{9}{89600} h\left[2857\left(f_{1}+f_{10}\right)\right. \\
+15741\left(f_{2}\right. & \left.+f_{9}\right)+1080\left(f_{3}+f_{8}+19344\left(f_{4}+f_{7}\right)\right. \\
& \left.+5788\left(f_{5}+f_{6}\right)\right]-\frac{173}{14620} h^{11} f^{(10)}(\xi) \tag{14}
\end{align*}
$$

and 11-point

$$
\begin{align*}
& \int_{x_{1}}^{x_{11}} f(x) d x=\frac{5}{299376} h\left[16067\left(f_{1}+f_{11}\right)\right. \\
& +106300\left(f_{2}+f_{10}\right)-48525\left(f_{3}+f_{9}\right)+272400\left(f_{4}+f_{8}\right) \\
& \left.\quad-260550\left(f_{5}+f_{7}\right)+427368 f_{6}\right]-\frac{1346350}{326918592} h^{13} f^{(12)}(\xi) \tag{15}
\end{align*}
$$

rules.
Closed "extended" rules use multiple copies of lower order closed rules to build up higher order rules. By appropriately tailoring this process, rules with particularly nice properties can be constructed. For $n$ tabulated
points, using the Trapezoidal Rule ( $n-1$ ) times and adding the results gives

$$
\begin{array}{r}
\int_{x_{1}}^{x_{n}} f(x) d x=\left(\int_{x_{1}}^{x_{2}}+\int_{x_{2}}^{x_{3}}+\ldots+\int_{x_{n-1}}^{x_{n}}\right) f(x) d x \\
=\frac{1}{2} h\left[\left(f_{1}+f_{2}\right)+\left(f_{2}+f_{3}\right)+\ldots+\left(f_{n-2}+f_{n-1}\right)\right. \\
\left.+\left(f_{n-1}+f_{n}\right)\right]=h\left(\frac{1}{2} f_{1}+f_{2}+f_{3}+\ldots+f_{n-2}+f_{n-1}+\frac{1}{2} f_{n}\right) \\
 \tag{16}\\
-\frac{1}{12} n h^{3} f^{\prime \prime}(\xi) .
\end{array}
$$

Using a series of refinements on the extended Trapezoidal Rule gives the method known as Romberg Integration. A 3-point extended rule for OdD $n$ is

$$
\begin{align*}
& \int_{x_{1}}^{x_{n}} f(x) d x=h\left[\left(\frac{1}{3} f_{1}+\frac{4}{3} f_{2}+\frac{1}{3} f_{3}\right)+\left(\frac{1}{3} f_{3}+\frac{4}{3} f_{4}+\frac{1}{3} f_{5}\right)\right. \\
& +\ldots+\left(\frac{1}{3} f_{n-4}+\frac{4}{3} f_{n-3}+\frac{1}{3} f_{n-2}\right) \\
& \\
& \left.\quad+\left(\frac{1}{3} f_{n-2}+\frac{4}{3} f_{n-1}+\frac{1}{3} f_{n}\right)\right] \\
& =\frac{1}{3} h\left(f_{1}+4 f_{2}+2 f_{3}+4 f_{4}+2 f_{5}+\ldots+4 f_{n-1}+f_{n}\right)  \tag{17}\\
& \quad-\frac{n-1}{2} \frac{1}{90} h^{5} f^{(4)}(\xi) .
\end{align*}
$$

Applying Simpson's 3/8 Rule, then Simpson's Rule (3-point) twice, and adding gives

$$
\begin{align*}
& {\left[\int_{x_{1}}^{x_{4}}+\int_{x_{4}}^{x_{6}}+\int_{x_{6}}^{x_{8}}\right] f(x) d x} \\
& =h\left[\left(\frac{3}{8} f_{1}+\frac{9}{8} f_{2}+\frac{9}{8} f_{3}+\frac{3}{8} f_{4}\right)\right. \\
& \left.+\left(\frac{1}{3} f_{4}+\frac{4}{3} f_{5}+\frac{1}{3} f_{6}\right)+\left(\frac{1}{3} f_{6}+\frac{4}{3} f_{7}+\frac{1}{3} f_{8}\right)\right] \\
& =h\left[\frac{3}{8} f_{1}+\frac{9}{8} f_{2}+\frac{9}{8} f_{3}+\left(\frac{3}{8}+\frac{1}{3}\right) f_{4}+\frac{4}{3} f_{5}\right. \\
& \left.+\left(\frac{1}{3}+\frac{1}{3}\right) f_{6}+\frac{4}{3} f_{7}+\frac{1}{3} f_{8}\right] \\
& =h\left(\frac{3}{8} f_{1}+\frac{9}{8} f_{2}+\frac{9}{8} f_{3}+\frac{17}{24} f_{4}\right. \\
& \left.+\frac{4}{3} f_{5}+\frac{2}{3} f_{6}+\frac{4}{3} f_{7}+\frac{1}{3} f_{8}\right) . \tag{18}
\end{align*}
$$

Taking the next Simpson's $3 / 8$ step then gives

$$
\begin{equation*}
\int_{x_{8}}^{x_{11}} f(x) d x=h\left(\frac{3}{8} f_{8}+\frac{9}{8} f_{9}+\frac{9}{8} f_{10}+\frac{3}{8} f_{11}\right) \tag{19}
\end{equation*}
$$

Combining with the previous result gives

$$
\begin{gather*}
\int_{x_{1}}^{x_{11}} f(x) d x=h\left[\frac{3}{8} f_{1}+\frac{9}{8} f_{2}+\frac{9}{8} f_{3}+\frac{17}{24} f_{4}+\frac{4}{3} f_{5}\right. \\
\left.+\frac{2}{3} f_{6}+\frac{4}{3} f_{7}+\left(\frac{1}{3}+\frac{3}{8}\right) f_{8}+\frac{9}{8} f_{9}+\frac{9}{8} f_{10}+\frac{3}{8} f_{11}\right] \\
=h\left(\frac{3}{8} f_{1}+\frac{9}{8} f_{2}+\frac{9}{8} f_{3}+\frac{17}{24} f_{4}+\frac{4}{3} f_{5}+\frac{2}{3} f_{6}+\frac{4}{3} f_{7}\right. \\
\left.+\frac{17}{24} f_{8}+\frac{9}{8} f_{9}+\frac{9}{8} f_{10}+\frac{3}{8} f_{11}\right), \tag{20}
\end{gather*}
$$

where terms up to $f_{10}$ have now been completely determined. Continuing gives

$$
\begin{align*}
& h\left(\frac{3}{8} f_{1}+\frac{9}{8} f_{2}+\frac{9}{8} f_{3}+\frac{17}{24} f_{4}+\frac{4}{3} f_{5}+\frac{2}{3} f_{6}+\ldots\right. \\
& \left.+\frac{2}{3} f_{n-5}+\frac{4}{3} f_{n-4}+\frac{17}{24} f_{n-3}+\frac{9}{8} f_{n-2}+\frac{9}{8} f_{n-1}+\frac{3}{8} f_{n}\right) . \tag{21}
\end{align*}
$$

Now average with the 3-point result

$$
\begin{equation*}
h\left(\frac{1}{3} f_{1}+\frac{4}{3} f_{2}+\frac{2}{3} f_{3}+\frac{4}{3} f_{4}+\frac{2}{3} f_{5}+\frac{4}{3} f_{n-1}+\frac{1}{3} f_{n}\right) \tag{22}
\end{equation*}
$$

to obtain
$h\left[\frac{17}{48} f_{1}+\frac{59}{48} f_{2}+\frac{43}{48} f_{4}+\frac{49}{48} f_{4}+\left(f_{5}+f_{6}+\ldots+f_{n-5}+f_{n-4}\right)\right.$ $\left.+\frac{49}{48} f_{n-3}+\frac{43}{38} f_{n-2}+\frac{59}{48} f_{n-1}+\frac{17}{48} f_{n}\right]+\mathcal{O}\left(n^{-4}\right)$.

Note that all the middle terms now have unity CoeffiCIENTS. Similarly, combining a 4 -point with the $(2+4)$ point rule gives

$$
\begin{align*}
h\left(\frac{5}{12} f_{1}+\frac{13}{12} f_{2}+f_{3}+f_{4}+\ldots+f_{n-3}+f_{n-2}\right. & \left.+\frac{13}{12} f_{n-1}+\frac{5}{12}\right) \\
& +\mathcal{O}\left(n^{-3}\right) . \tag{24}
\end{align*}
$$

Other Newton-Cotes rules occasionally encountered include Durand's Rule

$$
\begin{align*}
& \int_{x_{1}}^{x_{n}} f(x) d x \\
& =h\left(\frac{2}{5} f_{1}+\frac{11}{10} f_{2}+f_{3}+\ldots+f_{n-2}+\frac{11}{10} f_{n-1}+\frac{2}{5} f_{n}\right) \tag{25}
\end{align*}
$$

(Beyer 1987), Hardy's Rule

$$
\begin{array}{rl}
\int_{x_{0}-3 h}^{x_{0}+3 h} & f(x) d x=\frac{1}{100} h\left(28 f_{-3}+162 f_{-2}+22 f_{0}+162 f_{2}\right. \\
& \left.+28 f_{3}\right)+\frac{9}{1400} h^{7}\left[2 f^{(4)}\left(\xi_{2}\right)-h^{2} f^{(8)}\left(\xi_{1}\right)\right], \tag{26}
\end{array}
$$

and Weddle's Rule

$$
\begin{align*}
& \int_{x_{1}}^{x_{6 n}} f(x) d x=\frac{3}{10} h\left(f_{1}\right. \\
& \left.+5 f_{2}+f_{3}+6 f_{4}+5 f_{5}+f_{6}+\ldots+5 f_{6 n-1}+f_{6 n}\right) \tag{27}
\end{align*}
$$

## (Beyer 1987).

The open Newton-Cotes rules use points outside the integration interval, yielding the 1-point

$$
\begin{equation*}
\int_{x_{0}}^{x_{2}} f(x) d x=2 h f_{1} \tag{28}
\end{equation*}
$$

2-point

$$
\begin{align*}
& \int_{x_{0}}^{x_{3}} f(x) d x=\int_{x_{1}-h}^{x_{1}+2 h} P_{2}(x) d x \\
& =\frac{1}{2 h}\left(f_{2}-f_{1}\right)\left[x^{2}\right]_{x_{1}-h}^{x_{1}+2 h}+\left(f_{1}+\frac{x_{1}}{h} f_{1}-\frac{x_{1}}{h} f_{2}\right)[x]_{x_{1}-h}^{x_{1}+2 h} \\
& =\frac{3}{2} h\left(f_{1}+f_{2}\right)+\frac{1}{4} h^{3} f^{\prime \prime}(\xi), \tag{29}
\end{align*}
$$

3-point

$$
\begin{equation*}
\int_{x_{0}}^{x_{4}} f(x) d x=\frac{4}{3} h\left(2 f_{1}-f_{2}+2 f_{3}\right)+\frac{28}{90} h^{5} f^{(4)}(\xi) \tag{30}
\end{equation*}
$$

4-point

$$
\begin{equation*}
\int_{x_{0}}^{x_{5}} f(x) d x=\frac{5}{24} h\left(11 f_{1}+f_{2}+f_{3}+11 f_{4}\right)+\frac{95}{144} h^{5} f^{(4)}(\xi) \tag{31}
\end{equation*}
$$

5-point

$$
\begin{align*}
& \int_{x_{0}}^{x_{6}} f(x) d x=\frac{6}{20} h\left(11 f_{1}\right. \\
& \left.\quad-14 f_{2}+26 f_{3}-14 f_{4}+11 f_{5}\right)-\frac{41}{140} h^{7} f^{(6)}(\xi) \tag{32}
\end{align*}
$$

6-point

$$
\begin{align*}
\int_{x_{0}}^{x_{7}} f(x) d x= & \frac{7}{1440} h\left(611 f_{1}-453 f_{2}+562 f_{3}+562 f_{4}\right. \\
& \left.-453 f_{5}+611 f_{6}\right)-\frac{5257}{8640} h^{7} f^{(6)}(\xi) \tag{33}
\end{align*}
$$

and 7-point

$$
\begin{array}{r}
\int_{x_{0}}^{x_{8}} f(x) d x=\frac{8}{945} h\left(460 f_{1}-954 f_{2}+2196 f_{3}-2459 f_{4}\right. \\
\left.\quad+2196 f_{5}-954 f_{6}+460 f_{7}\right)-\frac{3956}{14175} h^{9} f^{(8)}(\xi) \tag{34}
\end{array}
$$

rules.
A 2-point open extended formula is

$$
\begin{align*}
& \int_{x_{1}}^{x_{n}} f(x) d x=h\left[\left(\frac{1}{2} f_{1}+f_{2}+\ldots+f_{n-1}+\frac{1}{2} f_{n}\right)\right. \\
& \left.\quad+\frac{1}{24}\left(-f_{0}+f_{2}+f_{n-1}+f_{n+1}\right)\right]+\frac{11(n+1)}{720} h^{5} f^{(4)}(\xi) \tag{35}
\end{align*}
$$

Single interval extrapolative rules estimate the integral in an interval based on the points around it. An example of such a rule is

$$
\begin{gather*}
h f_{1}+\mathcal{O}\left(h^{2} f^{\prime}\right)  \tag{36}\\
\frac{1}{2} h\left(3 f_{1}-f_{2}\right)+\mathcal{O}\left(h^{3} f^{\prime \prime}\right)  \tag{37}\\
\frac{1}{12} h\left(23 f_{1}-16 f_{2}+5 f_{3}\right)+\mathcal{O}\left(h^{4} f^{(3)}\right)  \tag{38}\\
\frac{1}{24} h\left(55 f_{1}-59 f_{2}+37 f_{3}-9 f_{4}\right)+\mathcal{O}\left(h^{5} f^{(4)}\right) \tag{39}
\end{gather*}
$$

see also Bode's Rule, Difference Equation, Durand's Rule, Finite Difference, Gaussian Quadrature, Hardy's Rule, Lagrange Interpolating Polynomial, Numerical Integration, Simpson's Rule, Simpson's $3 / 8$ Rule, Trapezoidal Rule, Weddle's Rule
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## Newton's Diverging Parabolas

Curves with Cartesian equation

$$
a y^{2}=x\left(x^{2}-2 b x+c\right)
$$

with $a>0$. The above equation represents the third class of Newton's classification of Cubic Curves, which Newton divided into five species depending on the Roots of the cubic in $x$ on the right-hand side of the equation. Newton described these cases as having the following characteristics:

1. "All the Roots are Real and unequal. Then the Figure is a diverging Parabola of the Form of a Bell, with an Oval at its Vertex.
2. Two of the Roots are equal. A Parabola will be formed, either Nodated by touching an Oval, or Punctate, by having the Oval infinitely small.
3. The three Roots are equal. This is the Neilian Parabola, commonly called Semi-cubical.
4. Only one Real Root. If two of the Roots are impossible, there will be a Pure Parabola of a Belllike Form"
(MacTutor Archive).
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## Newton's Divided Difference Interpolation Formula

Let

$$
\begin{equation*}
\pi_{n}(x) \equiv \prod_{i=1}^{n}\left(x-x_{n}\right) \tag{1}
\end{equation*}
$$

then

$$
\begin{equation*}
f(x)=f_{0}+\sum_{k=1}^{n} x_{k-1}(x)\left[x_{0}, x_{1}, \ldots, x_{k}\right]+R_{n} \tag{2}
\end{equation*}
$$

where $\left[x_{1}, \ldots\right]$ is a Divided Difference, and the remainder is

$$
\begin{equation*}
R_{n}(x)=\pi_{n}(x)\left[x_{0}, \ldots, x_{n}, x\right]=\pi_{n}(x) \frac{f^{(n+1)}(\xi)}{(n+1)} \tag{3}
\end{equation*}
$$

for $x_{0}<\xi<x_{n}$.
see also Divided Difference, Finite Difference
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## Newton's Forward Difference Formula

A Finite Difference identity giving an interpolated value between tabulated points $\left\{f_{p}\right\}$ in terms of the first value $f_{0}$ and the Powers of the Forward Difference $\Delta$. For $a \in[0,1]$, the formula states
$f_{a}=f_{0}+a \Delta+\frac{1}{2!} a(a-1) \Delta^{2}+\frac{1}{3!} a(a-1)(a-2) \Delta^{3}+\ldots$. When written in the form

$$
f(x+a)=\sum_{n=0}^{\infty} \frac{(a)_{n} \Delta^{n} f(x)}{n!}
$$

with $(a)_{n}$ the Pochhammer Symbol, the formula looks suspiciously like a finite analog of a Taylor Series expansion. This correspondence was one of the motivating forces for the development of Umbral Calculus.
The Derivative of Newton's forward difference formula gives Markoff's Formulas.
see also Finite Difference, Markoff's Formulas, Newton's Backward Difference Formula, Newton's Divided Difference Interpolation ForMULA
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## Newton's Formulas

Let a Triangle have side lengths $a, b$, and $c$ with opposite angles $A, B$, and $C$. Then

$$
\begin{aligned}
\frac{b+c}{a} & =\frac{\cos \left[\frac{1}{2}(B-C)\right]}{\sin \left(\frac{1}{2} A\right)} \\
\frac{c+a}{b} & =\frac{\cos \left[\frac{1}{2}(C-A)\right]}{\sin \left(\frac{1}{2} B\right)} \\
\frac{a+b}{c} & =\frac{\cos \left[\frac{1}{2}(A-B)\right]}{\sin \left(\frac{1}{2} C\right)} .
\end{aligned}
$$

see also Mollweide's Formulas, Triangle
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## Newton's Identities

see also Newton's Relations

## Newton's Iteration

An algorithm for the SQUARE Root of a number $r$ quadratically as $\lim _{n \rightarrow \infty} x_{n}$,

$$
x_{n+1}=\frac{1}{2}\left(x_{n}+\frac{r}{x_{n}}\right)
$$

where $x_{0}=1$. The first few approximants to $\sqrt{n}$ are given by

$$
\begin{aligned}
& 1, \frac{1}{2}(1+n), \frac{1+6 n+n^{2}}{4(n+1)} \\
& \frac{1+26 n+70 n^{2}+28 n^{3}+n^{4}}{8(1+n)\left(1+6 n+n^{2}\right)}, \ldots
\end{aligned}
$$

For $\sqrt{2}$, this gives the convergents as $1,3 / 2,17 / 12$, $577 / 408,665857 / 470832, \ldots$
see also Square Root

## Newton's Method

A Root-finding Algorithm which uses the first few terms of the Taylor Series in the vicinity of a suspected Root to zero in on the root. The Taylor SeRIES of a function $f(x)$ about the point $x+\epsilon$ is given by

$$
\begin{equation*}
f(x+\epsilon)=f(x)+f^{\prime}(x) \epsilon+\frac{1}{2} f^{\prime \prime}(x) \epsilon^{2}+\ldots \tag{1}
\end{equation*}
$$

Keeping terms only to first order,

$$
\begin{equation*}
f(x+\epsilon) \approx f(x)+f^{\prime}(x) \epsilon \tag{2}
\end{equation*}
$$

This expression can be used to estimate the amount of offset $\epsilon$ needed to land closer to the root starting from an initial guess $x_{0}$. Setting $f\left(x_{0}+\epsilon\right)=0$ and solving (2) for $\epsilon$ gives

$$
\begin{equation*}
\epsilon_{0}=-\frac{f\left(x_{0}\right)}{f^{\prime}\left(x_{0}\right)} \tag{3}
\end{equation*}
$$

which is the first-order adjustment to the Root's position. By letting $x_{1}=x_{0}+\epsilon_{0}$, calculating a new $\epsilon_{1}$, and so on, the process can be repeated until it converges to a root.

Unfortunately, this procedure can be unstable near a horizontal Asymptote or a Local Minimum. However, with a good initial choice of the Root's position, the algorithm can by applied iteratively to obtain

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{4}
\end{equation*}
$$

for $n=1,2,3, \ldots$.
The error $\epsilon_{n+1}$ after the $(n+1)$ st iteration is given by

$$
\begin{align*}
\epsilon_{n+1} & =\epsilon_{n}+\left(x_{n+1}-x_{n}\right) \\
& =\epsilon_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)} \tag{5}
\end{align*}
$$

But

$$
\begin{align*}
f\left(x_{n}\right) & =f(x)+f^{\prime}(x) \epsilon_{n}+\frac{1}{2} f^{\prime \prime}(x) \epsilon_{n}^{2}+\ldots \\
& =f^{\prime}(x) \epsilon_{n}+\frac{1}{2} f^{\prime \prime}(x) \epsilon_{n}{ }^{2}+\ldots  \tag{6}\\
f^{\prime}\left(x_{n}\right) & =f^{\prime}(x)+f^{\prime \prime}(x) \epsilon_{n}+\ldots \tag{7}
\end{align*}
$$

so

$$
\begin{aligned}
\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{x}\right)} & =\frac{f^{\prime}(x) \epsilon_{n}+\frac{1}{2} f^{\prime \prime}(x) \epsilon_{n}^{2}+\ldots}{f^{\prime}(x)+f^{\prime \prime}(x) \epsilon_{n}+\ldots} \\
& \approx \frac{f^{\prime}(x) \epsilon+\frac{1}{2} f^{\prime \prime}(x) \epsilon_{n}^{2}}{f^{\prime}(x)+f^{\prime \prime}(x) \epsilon_{n}}=\epsilon_{n}+\frac{f^{\prime \prime}(x)}{2 f^{\prime}(x)} \epsilon_{n}^{2},(8)
\end{aligned}
$$

and (5) becomes

$$
\begin{equation*}
\epsilon_{n+1}=\epsilon_{n}-\left[\epsilon_{n}+\frac{f^{\prime \prime}(x)}{2 f^{\prime}(x)} \epsilon_{n}^{2}\right]=-\frac{f^{\prime \prime}(x)}{2 f^{\prime}(x)} \epsilon_{n}^{2} \tag{9}
\end{equation*}
$$

Therefore, when the method converges, it does so quadratically.

A Fractal is obtained by applying Newton's method to finding a ROot of $z^{n}-1=0$ (Mandelbrot 1983, Gleick 1988, Peitgen and Saupe 1988, Press et al. 1992, Dickau 1997). Iterating for a starting point $z_{0}$ gives

$$
\begin{equation*}
z_{i+1}=z_{i}-\frac{z_{i}^{n}-1}{n z_{i}^{n-1}} . \tag{10}
\end{equation*}
$$

Since this is an $n$th order Polynomial, there are $n$ Roots to which the algorithm can converge.


Coloring the Basin of Attraction (the set of initial points $z_{0}$ which converge to the same Root) for each Root a different color then gives the above plots, corresponding to $n=2,3,4$, and 5 .
see also Halley's Irrational Formula, Halley's Method, Householder's Method, Laguerre's Method
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## Newton Number

see Kissing Number

## Newton's Parallelogram

Approximates the possible values of $y$ in terms of $x$ if

$$
\sum_{i, j=0}^{n} a_{i j} x^{i} y^{i}=0
$$

## Newton-Raphson Fractal <br> see Newton's Method

## Newton-Raphson Method

see Newton's Method

## Newton's Relations

Let $s_{i}$ be the sum of the products of distinct Roots $r_{j}$ of the Polynomial equation of degree $n$

$$
\begin{equation*}
a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0}=0 \tag{1}
\end{equation*}
$$

where the roots are taken $i$ at a time (i.e., $s_{i}$ is defined as the Elementary Symmetric Function
$\left.\Pi_{i}\left(r_{1}, \ldots, r_{n}\right)\right) s_{i}$ is defined for $i=1, \ldots, n$. For example, the first few values of $s_{i}$ are

$$
\begin{align*}
& s_{1}=r_{1}+r_{2}+r_{3}+r_{4}+\ldots  \tag{2}\\
& s_{2}=r_{1} r_{2}+r_{1} r_{3}+r_{1} r_{4}+r_{2} r_{3}+\ldots  \tag{3}\\
& s_{3}=r_{1} r_{2} r_{3}+r_{1} r_{2} r_{4}+r_{2} r_{3} r_{4}+\ldots \tag{4}
\end{align*}
$$

and so on. Then

$$
\begin{equation*}
s_{i}=(-1)^{i} \frac{a_{n-i}}{a_{n}} \tag{5}
\end{equation*}
$$

This can be seen for a second Degree Polynomial by multiplying out,

$$
\begin{align*}
a_{2} x^{2}+a_{1} x+a_{0}= & a_{2}\left(x-r_{1}\right)\left(x-r_{2}\right) \\
& =a_{2}\left[x^{2}-\left(r_{1}+r_{2}\right) x+r_{1} r_{2}\right] \tag{6}
\end{align*}
$$

so

$$
\begin{align*}
& s_{1}=\sum_{\substack{i=1}}^{2} r_{i}=r_{1}+r_{2}=-\frac{a_{1}}{a_{2}}  \tag{7}\\
& s_{2}=\sum_{\substack{i, j=1 \\
i \neq j}}^{2} r_{i} r_{j}=r_{1} r_{2}=\frac{a_{0}}{a_{2}} \tag{8}
\end{align*}
$$

and for a third Degree Polynomial,

$$
\begin{align*}
& a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}=a_{3}\left(x-r_{1}\right)\left(x-r_{2}\right)\left(x-r_{3}\right) \\
& =a_{3}\left[x^{3}-\left(r_{1}+r_{2}+r_{3}\right) x^{2}+\left(r_{1} r_{2}+r_{1} r_{3}+r_{2} r_{3}\right) x-r_{1} r_{2} r_{3}\right] \tag{9}
\end{align*}
$$

so

$$
\begin{align*}
& s_{1}=\sum_{\substack{i=1}}^{3} r_{i}=-\frac{a_{2}}{a_{3}}  \tag{10}\\
& s_{2}=\sum_{\substack{i, j \\
i \neq j}}^{3} r_{i} r_{j}=r_{1} r_{2}+r_{1} r_{3}+r_{2} r_{3}=\frac{a_{1}}{a_{3}}  \tag{11}\\
& s_{3}=\sum_{\substack{i, j, k \\
i \neq j \neq k}}^{3} r_{i} r_{j} r_{k}=r_{1} r_{2} r_{3}=-\frac{a_{0}}{a_{3}} \tag{12}
\end{align*}
$$

see also Elementary Symmetric Function
References
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## Newton's Theorem

If each of two nonparallel transversals with nonminimal directions meets a given curve in finite points only, then the ratio of products of the distances from the two sets of intersections to the intersection of the lines is independent of the position of the latter point.
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## Newtonian Form

see Newton's Divided Difference Interpolation Formula

## Next Prime

The next prime function $N P(n)$ gives the smallest Prime larger than $n$. The function can be given explicitly as

$$
N P(n)=p_{1+\pi(n)}
$$

where $p_{i}$ is the $i$ th Prime and $\pi(n)$ is the Prime Counting Function. For $n=1,2, \ldots$ the values are $2,3,5,5,7,7,11,11,11,11,13,13,17,17,17,17$, 19, ... (Sloane's A007918).
see also Fortunate Prime, Prime Counting Function, Prime Number
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## Nexus Number

A Figurate Number built up of the nexus of cells less than $n$ steps away from a given cell. In $k$-D, the $(n+1)$ th nexus number is given by

$$
N_{n+1}(k)=\sum_{i=0}^{k}\binom{k}{i} n^{i}
$$

where $\binom{n}{n}$ is a Binomial Coefficient. The first few $k$ dimensional nexus numbers are given in the table below.

| $k$ | $N_{n+1}$ | name |
| :--- | :--- | :--- |
| 0 | 1 | unit |
| 1 | $1+2 n$ | odd number |
| 2 | $1+3 n+3 n^{2}$ | hex number |
| 3 | $1+4 n+6 n^{2}+4 n^{3}$ | rhombic dodecahedral |
|  |  | number |

see also Hex Number, Odd Number, Rhombic Dodecahedral Number
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## Neyman-Pearson Lemma

If there exists a critical region $C$ of size $\alpha$ and a NoNnegative constant $k$ such that

$$
\frac{\prod_{i=1}^{n} f\left(x_{i} \mid \theta_{1}\right)}{\prod_{i=1}^{n} f\left(x_{i} \mid \theta_{0}\right)} \geq k
$$

for points in $C$ and

$$
\frac{\prod_{i=1}^{n} f\left(x_{i} \mid \theta_{1}\right)}{\prod_{i=1}^{n} f\left(x_{i} \mid \theta_{0}\right)} \leq k
$$

for points not in $C$, then $C$ is a best critical region of size $\alpha$.

## References

Hoel, P. G.; Port, S. C.; and Stone, C. J. "Testing Hypotheses." Ch. 3 in Introduction to Statistical Theory. New York: Houghton Mifflin, pp. 56-67, 1971.

## Nicholson's Formula

Let $J_{\nu}(z)$ be a Bessel Function of the First Kind, $Y_{\nu}(z)$ a Bessel Function of the Second Kind, and $K_{\nu}(z)$ a Modified Bessel Function of the First Kind. Also let $\Re[z]>0$. Then

$$
J_{\nu}^{2}(z)+Y_{\nu}^{2}(z)=\frac{8}{\pi^{2}} \int_{0}^{\infty} K_{0}(2 z \sinh t) \cos (2 \nu t) d t
$$

see also Dixon-Ferrar Formula, Watson's ForMULA
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## Nicomachus's Theorem

The $n$th CUBIC NUMBER $n^{3}$ is a sum of $n$ consecutive Odd Numbers, for example

$$
\begin{aligned}
& 1^{3}=1 \\
& 2^{3}=3+5 \\
& 3^{3}=7+9+11 \\
& 4^{3}=13+15+17+19
\end{aligned}
$$

etc. This identity follows from

$$
\sum_{i=1}^{n}[n(n-1)-1+2 i]=n^{3}
$$

It also follows from this fact that

$$
\sum_{k=1}^{n} k^{3}=\left(\sum_{k=1}^{n} k\right)^{2}
$$

see also ODD Number Theorem

## Nicomedes' Conchoid

see Conchoid of Nicomedes

## Nielsen-Ramanujan Constants

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
N. Nielsen (1909) and Ramanujan (Berndt 1985) considered the integrals

$$
\begin{equation*}
a_{k}=\int_{1}^{2} \frac{(\ln x)^{k}}{x-1} d x \tag{1}
\end{equation*}
$$

They found the values for $k=1$ and 2. The general constants for $k>3$ were found by V. Adamchik (Finch)
$a_{p}=p!\zeta(p+1)-\frac{p(\ln 2)^{p+1}}{p+1}-p!\sum_{k=0}^{p-1} \frac{\operatorname{Li}_{p+1-k}\left(\frac{1}{2}\right)(\ln 2)^{k}}{k!}$,
where $\zeta(z)$ is the Riemann Zeta Function and $\operatorname{Li}_{n}(x)$ is the Polylogarithm. The first few values are

$$
\begin{align*}
a_{1}= & \frac{1}{2} \zeta(2)=\frac{1}{12} \pi^{2}  \tag{3}\\
a_{2}= & \frac{1}{4} \zeta(3)  \tag{4}\\
a_{3}= & \frac{1}{15} \pi^{4}+\frac{1}{4} \pi^{2}(\ln 2)^{2}-\frac{1}{4}(\ln 2)^{4} \\
& \quad-6 \operatorname{Li}_{4}\left(\frac{1}{2}\right)-\frac{21}{4} \ln 2 \zeta(3)  \tag{5}\\
a_{4}= & \frac{2}{3} \pi^{2}(\ln 2)^{3}-\frac{4}{5}(\ln 2)^{5}-24 \ln 2 \operatorname{Li}_{4}\left(\frac{1}{2}\right) \\
& \quad-24 \operatorname{Li}_{5}\left(\frac{1}{2}\right)-\frac{21}{2}(\ln 2)^{2} \zeta(3)+24 \zeta(5) . \tag{6}
\end{align*}
$$

see also Polylogarithm, Riemann Zeta Function
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## Nielsen's Spiral



The Spiral with parametric equations

$$
\begin{align*}
x(t) & =a \operatorname{ci}(t)  \tag{1}\\
y(t) & =a \operatorname{si}(t) \tag{2}
\end{align*}
$$

where $\operatorname{ci}(t)$ is the Cosine Integral and $\operatorname{si}(t)$ is the Sine Integral. The Cesàro Equation is

$$
\begin{equation*}
\kappa=\frac{e^{s / a}}{a} \tag{3}
\end{equation*}
$$

see also Cornu Spiral, Cosine Integral, Sine InTEGRAL
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## Nil Geometry

The Geometry of the Lie Group consisting of Real Matrices of the form

$$
\left[\begin{array}{lll}
1 & x & y \\
0 & 1 & z \\
0 & 0 & 1
\end{array}\right]
$$

i.e., the Heisenberg Group.
see also Heisenberg Group, Lie Group, Thurston's Geometrization Conjecture

## Nilmanifold

Let $N$ be a Nilpotent, connected, Simply Connected Lie Group, and let $D$ be a discrete Subgroup of $N$ with compact right Quotient Space. Then $N / D$ is called a nilmanifold.

## Nilpotent Element

An element $B$ of a RING is nilpotent if there exists a Positive Integer $k$ for which $B^{k}=0$.
see also Engel's Theorem

## Nilpotent Group

A Group $G$ for which the chain of groups

$$
I=Z_{0} \subseteq Z_{1} \subseteq \ldots \subseteq Z_{n}
$$

with $Z_{k+1} / Z_{k}$ (equal to the CENTER of $G / Z_{k}$ ) terminates finitely with $G=Z_{n}$ is called a nilpotent group.
see also Center (Group), Nilpotent Lie Group

## Nilpotent Lie Group

A Lie Group which has a simply connected covering group Homeomorphic to $\mathbb{R}^{n}$. The prototype is any connected closed subgroup of upper triangular Сомplex matrices with 1 s on the diagonal. The HeisenBERG Group is such a group.

## References

Knapp, A. W. "Group Representations and Harmonic Analysis, Part II." Not. Amer. Math. Soc. 43, 537-549, 1996.

## Nilpotent Matrix

A Square Matrix whose Eigenvalues are all 0. A related definition is a SQUARE Matrix $M$ such that $\mathrm{M}^{n}$ is 0 for some Positive integral Power.
see also Eigenvalue, Square Matrix

## Nim

A game, also called TACTIX, which is played by the following rules. Given one or more piles (Nim-HEAPS), players alternate by taking all or some of the counters in a single heap. The player taking the last counter or stack of counters is the winner. Nim-like games are also called Take-Away Games and Disjunctive Games.

If optimal strategies are uscd, the winner can be determined from any intermediate position by its associated Nim-Value.
see also Misère Form, Nim-Value, Wythoff's Game
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Hardy, G. H. and Wright, E. M. An Introduction to the Theory of Numbers, 5th ed. Oxford, England: Oxford University Press, pp. 117-120, 1990.
Kraitchik, M. "Nim." §3.12.2 in Mathematical Recreations. New York: W. W. Norton, pp. 86-88, 1942.

## Nim-Heap

A pile of counters in a game of NIM.

## Nim-Sum

see Nim-Value

## Nim-Value

Every position of every Impartial Game has a nimvalue, making it equivalent to a Nim-Heap. To find the nim-value (also called the Sprague-Grundy Number), take the MEx of the nim-values of the possible moves. The nim-value can also be found by writing the number of counters in each heap in binary, adding without carrying, and replacing the digits with their values mod 2. If the nim-value is 0 , the position is SAFE; otherwise, it is Unsafe. With two heaps, safe positions are $(x, x)$ where $x \in[1,7]$. With three heaps, $(1,2,3),(1,4,5)$, $(1,6,7),(2,4,6),(2,5,7)$, and $(3,4,7)$.
see also Grundy's Game, Impartial Game, Mex, Nim, Safe, UnSafe
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## Nine-Point Center

The center $F$ (or $N$ ) of the Nine-Point Circle. It has Triangle Center Function

$$
\begin{aligned}
\alpha & =\cos (B-C)=\cos A+2 \cos B \cos C \\
& =b c\left[a^{2} b^{2}+a^{2} c^{2}+\left(b^{2}-c^{2}\right)^{2}\right]
\end{aligned}
$$

and is the Midpoint of the line between the Circumcenter $C$ and Orthocenter $H$. It lies on the Euler Line.
see also Euler Line, Nine-Point Circle, NinePoint Conic

## References

Carr, G. S. Formulas and Theorems in Pure Mathematics, 2nd ed. New York: Chelsea, p. 624, 1970.
Dixon, R. Mathographics. New York: Dover, pp. 57-58, 1991.
Kimberling, C. "Central Points and Central Lines in the Plane of a Triangle." Math. Mag. 67, 163-187, 1994.
Kimberling, C. "Nine-Point Center." http://www. evansville.edu/~ck6/tcenters/class/npcenter.html.

## Nine-Point Circle



The Circle, also called Euler's Circle and the Feuerbach Circle, which passes through the feet of the Perpendicular $F_{A}, F_{B}$, and $F_{C}$ dropped from the Vertices of any Triangle $\triangle A B C$ on the sides opposite them. Euler showed in 1765 that it also passes through the Midpoints $M_{A}, M_{B}, M_{C}$ of the sides of $\triangle A B C$.

By Feuerbach's Theorem, the nine-point circle also passes through the Midpoints $M_{H A}, M_{H B}, M_{H C}$ of the segments which join the Vertices and the OrthoCEnter $H$. These three triples of points make nine in all, giving the circle its name. The center $F$ of the ninepoint circle is called the Nine-Point Center.
The Radius of the nine-point circle is $R / 2$, where $R$ is the Circumradius. The center of Kiepert's HyperbOLA lies on the nine-point circle. The nine-point circle bisects any line from the Orthocenter to a point on the Circumcircle. The nine-point circle of the Incenter and Excenters of a Triangle is the CircumcirCLE.

The sum of the powers of the Vertices with regard to the nine-point circle is

$$
\frac{1}{4}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right)
$$

Also,

$$
{\overline{F A_{1}}}^{2}+{\overline{F A_{2}}}^{2}+{\overline{F A_{3}}}^{2}+\overline{F H}^{2}=3 R^{2}
$$

where $F$ is the Nine-Point Center, $A_{i}$ are the Vertices, $H$ is the Orthocenter, and $R$ is the Circumradius. All triangles inscribed in a given Circle and having the same Orthocenter have the same ninepoint circle.
see also Complete Quadrilateral, Eight-Point Circle Theorem, Feuerbach's Theorem, Fontené 'Theorems, Griffiths' Theorem, Nine-Point Center, Nine-Point Conic, Orthocentric System
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## Nine-Point Conic

A Conic Section on which the Midpoints of the sides of any Complete Quadrangle lie. The three diagonal points also lie on this conic.
see also Complete Quadrangle, Conic Section, Nine-Point Circle

## Nint

see Nearest Integer Function

## Nint Zeta Function

Let

$$
\begin{equation*}
S_{N}(s)=\sum_{n=1}^{\infty}\left[\left(n^{1 / N}\right)\right]^{-s}, \tag{1}
\end{equation*}
$$

where [ $x$ ] denotes Nint, the Integer closest to $x$. For $s>3$,

$$
\begin{align*}
& S_{2}(s)=2 \zeta(s-1)  \tag{2}\\
& S_{3}(s)=3 \zeta(s-2)+4^{-s} \zeta(s)  \tag{3}\\
& S_{4}(s)=4 \zeta(s-3)+\zeta(s-1) \tag{4}
\end{align*}
$$

$S_{N}(n)$ is a Polynomial in $\pi$ whose Coefficients are Algebraic Numbers whenever $n-N$ is Odd. The first few values are given explicitly by

$$
\begin{align*}
& S_{3}(4)=\frac{\pi^{2}}{2}+\frac{\pi^{4}}{23046}  \tag{5}\\
& S_{5}(6)=\frac{5 \pi^{2}}{6}+\frac{\pi^{4}}{36}+\frac{\pi^{6}}{4^{12}} \\
& \times\left(\frac{1}{945}-\frac{170912+49928 \sqrt{2}}{25} \sqrt{1-\sqrt{\frac{1}{2}}}\right)  \tag{6}\\
& S_{6}(7)=\pi^{2}+\frac{\pi^{4}}{18}+\frac{\pi^{6}}{2520}+\frac{246013+353664 \sqrt{2}}{45} \frac{\pi^{7}}{2^{27}} \tag{7}
\end{align*}
$$
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## Nirenberg's Conjecture

If the GaUSS MAP of a complete minimal surface omits a Neighborhood of the Sphere, then the surface is a Plane. This was proven by Osserman (1959). Xavier (1981) subsequently generalized the result as follows. If the Gauss Map of a complete Minimal Surface omits $\geq 7$ points, then the surface is a Plane.
see also Gauss Map, Minimal Surface, NeighborHOOD
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## Niven's Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Given a Positive Integer $m>1$, let its Prime FacTORIZATION be written

$$
\begin{equation*}
m=p_{1}{ }^{a_{1}} p_{2}{ }^{a_{2}} p_{3}{ }^{a_{3}} \cdots p_{k}^{a_{k}} \tag{1}
\end{equation*}
$$

Define the functions $h$ and $H$ by $h(1)=1, H(1)=1$, and

$$
\begin{align*}
h(m) & =\min \left(a_{1}, a_{2}, \ldots, a_{k}\right)  \tag{2}\\
H(m) & =\max \left(a_{1}, a_{2}, \ldots, a_{k}\right) \tag{3}
\end{align*}
$$

Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{m=1}^{n} h(m)=1 \tag{4}
\end{equation*}
$$

Niven Number

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\sum_{m=1}^{n} h(m)-n}{\sqrt{n}}=\frac{\zeta\left(\frac{3}{2}\right)}{\zeta(3)} \tag{5}
\end{equation*}
$$

where $\zeta(z)$ is the Riemann Zeta Function (Niven 1969). Niven (1969) also proved that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{m=1}^{n} H(m)=C \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
C=1+\left\{\sum_{j=2}^{\infty}\left[1-\frac{1}{\zeta(j)}\right]\right\}=1.705221 \ldots \tag{7}
\end{equation*}
$$

(Sloane's A033150).
The Continued Fraction of Niven's constant is 1, 1, $2,2,1,1,4,1,1,3,4,4,8,4,1, \ldots$ (Sloane's A033151). The positions at which the digits $1,2, \ldots$ first occur in the Continued Fraction are $1,3,10,7,47,41,34$, $13,140,252,20, \ldots$ (Sloane's A033152). The sequence of largest terms in the Continued Fraction is $1,2,4$, $8,11,14,29,372,559, \ldots$ (Sloane's A0033153), which occur at positions $1,3,7,13,20,35,51,68,96, \ldots$ (Sloane's A033154).
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## Niven Number

see Harshad Number

## Nobbs Points



Given a Triangle $\triangle A B C$, construct the Contact Triangle $\triangle D E F$. Then the Nobbs points are the three points $D^{\prime}, E^{\prime}$, and $F^{\prime}$ from which $\triangle A B C$ and $\triangle D E F$ are Perspective, as illustrated above. The Nobbs points are Collinear and fall along the Gergonne Line.
see also Collinear, Contact Triangle, Evans Point, Fletcher Point, Gergonne Line, Perspective Triangles
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## Noble Number

A noble number is defined as an Irrational Number which has a Continued Fraction which becomes an infinite sequence of 1 s at some point,

$$
\nu \equiv\left[a_{1}, a_{2}, \ldots, a_{n}, \overline{1}\right]
$$

The prototype is the Golden Ratio $\phi$ whose Continued Fraction is composed entirely of 1s, [ $\overline{1}]$. Any noble number can written as

$$
\nu=\frac{A_{n}+\phi A_{n-\mathbf{1}}}{B_{n}+\phi B_{n+1}}
$$

where $A_{k}$ and $B_{k}$ are the Numerator and DenomiNATOR of the $k$ th CONVERGENT of $\left[a_{1}, a_{2}, \ldots, a_{n}\right]$. The noble numbers are a SUBFIELD of $\mathbb{Q}(\sqrt{5})$.

## see also Near Noble Number

## References
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## Node (Algebraic Curve)

see Ordinary Double Point

## Node (Fixed Point)

A Fixed Point for which the Stability Matrix has both Eigenvalues of the same sign (i.e., both are Positive or both are Negative). If $\lambda_{1}<\lambda_{2}<0$, then the node is called Stable; if $\lambda_{1}>\lambda_{2}>0$, then the node is called an Unstable Node.
see also Stable Node, Unstable Node

## Node (Graph)

Synonym for the Vertices of a Graph, i.e., the points connected by Edges.
see also Acnode, Crunode, Tacnode

## Noether's Fundamental Theorem

If two curves $\phi$ and $\psi$ of Multiplicities $r_{i} \neq 0$ and $s_{i} \neq 0$ have only ordinary points or ordinary singular points and CUSPS in common, then every curve which has at least Multiplicity

$$
r_{i}+s_{i}-1
$$

at every point (distinct or infinitely near) can be written

$$
f \equiv \phi \psi^{\prime}+\psi \phi^{\prime}=0
$$

where the curves $\phi^{\prime}$ and $\psi^{\prime}$ have MUlTiplicities at least $r_{i}-1$ and $s_{i}-1$.

## References
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## Noether-Lasker Theorem

Let $M$ be a finitely generated Module over a commutative Noetherian Ring $R$. Then there exists a finite set $\left\{N_{i} \mid 1 \leq i \leq l\right\}$ of submodules of $M$ such that

1. $\cap_{i=1}^{l} N_{i}=0$ and $\cap_{i \neq i_{0}} N_{i}$ is not contained in $N_{i_{0}}$ for all $1 \leq i_{0} \leq l$.
2. Each quotient $M / N_{i}$ is primary for some prime $P_{i}$.
3. The $P_{i}$ are all distinct for $1 \leq i \leq l$.
4. Uniqueness of the primary component $N_{i}$ is equivalent to the statement that $P_{i}$ does not contain $P_{j}$ for any $j \neq i$.

## Noether's Transformation Theorem

Any irreducible curve may be carried by a factorable Cremona Transformation into one with none but ordinary singular points.
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## Noetherian Module

A Module $M$ is Noetherian if every submodule is finitely generated.
see also Noetherian Ring

## Noetherian Ring

An abstract commutative RING satisfying the abstract chain condition.
see also Local Ring, Noether-Lasker Theorem

## Noise

An error which is superimposed on top of a true signal. Noise may be random or systematic. Noise can be greatly reduced by transmitting signals digitally instead of in analog form because each piece of information is allowed only discrete values which are spaced farther apart than the contribution due to noise.

Coding Theory studies how to encode information efficiently, and Error-Correcting Codes devise methods for transmitting and reconstructing information in the presence of noise.
see also Error
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## Noise Sphere

A mapping of Random Number Triples to points in Spherical Coordinates,

$$
\begin{aligned}
\theta & =2 \pi X_{n} \\
\phi & =\pi X_{n+1} \\
r & =\sqrt{X_{n+2}} .
\end{aligned}
$$

The graphical result can yield unexpected structure which indicates correlations between triples and therefore that the numbers are not truly Random.
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## Nolid

An assemblage of faces forming a Polyhedron of zero Volume (Holden 1991, p. 124).
see also Acoptic Polyhedron
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## Nome

Given a Theta Function, the nome is defined as

$$
\begin{equation*}
q(m) \equiv e^{\pi \tau i}=e^{-\pi K(1-m) / K(m)} \equiv e^{-\pi K^{\prime}(m) / K(m)} \tag{1}
\end{equation*}
$$

where $K(k)$ is the complete Elliptic Integral of the First Kind, and $m$ is the Parameter.

$$
\begin{gather*}
\vartheta_{i}(z, q) \equiv \vartheta(z \mid \tau)  \tag{2}\\
\vartheta_{i} \equiv \vartheta(0, q) . \tag{3}
\end{gather*}
$$

Solving the nome for the Parameter $m$ gives

$$
\begin{equation*}
m(q)=\frac{\vartheta_{2}^{4}(0, q)}{\vartheta_{3}^{4}(0, q)} \tag{4}
\end{equation*}
$$

where $\vartheta_{i}(z, q)$ is a Theta Function.
see also Amplitude, Characteristic (Elliptic Integral), Elliptic Integral, Modular Angle, Modulus (Elliptic Integral), Parameter
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## Nomogram

A graphical plot which can be used for solving certain types of equations.
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## Nonagon



The unconstructible regular Polygon with nine sides and Schläfli Symbol $\{9\}$. It is sometimes called an Enneagon.

Although the regular nonagon is not a Constructible Polygon, Dixon (1991) gives several close approximations. While the Angle subtended by a side is $360^{\circ} / 9=40^{\circ}$, Dixon gives constructions containing angles of $\tan ^{-1}(5 / 6) \approx 39.8805571^{\circ}$ and $2 \tan ^{-1}((\sqrt{3}-$ $1) / 2) \approx 40.207818^{\circ}$.

Madachy (1979) illustrates how to construct a nonagon by folding and knotting a strip of paper.
see also Nonagram, Trigonometry Values- $\pi / 9$
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## Nonagonal Number



A Figurate Number of the form $n(7 n-5) / 2$, also called an Enneagonal Number. The first few are 1, $9,24,46,75,111,154,204, \ldots$ (Sloane's A001106).
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## Nonagram



A Star Polygon composed of three Equilateral Triangles rotated at angles $0^{\circ}, 40^{\circ}$, and $80^{\circ}$. It has been called the Star of Goliath by analogy with the Star of David (Hexagram).
see also Hexagram, Nonagon, Trigonometry VALUES- $\pi / 9$

## Nonassociative Algebra

An Algebra which does not satisfy

$$
a(b c)=(a b) c
$$

is called a nonassociative algebra. Bott and Milnor (1958) proved that the only nonassociative Division Algebras are for $n=1,2,4$, and 8 . Each gives rise to an Algebra with particularly useful physical applications (which, however, is not itself necessarily nonassociative), and these four cases correspond to Real Numbers, Complex Numbers, Quaternions, and Cayley Numbers, respectively.
see also Algebra, Cayley Number, Complex Number, Division Algebra, Quaternion, Real NumBER

## References

Bott, R. and Milnor, J. "On the Parallelizability of the Spheres." Bull. Amer. Math. Soc. 64, 87-89, 1958.

## Nonassociative Product

The number of nonassociative $n$-products with $k$ elements preceding the rightmost left parameter is

$$
\begin{aligned}
F(n, k) & =F(n-1, k)+F(n-1, k-1) \\
& =\binom{n+k-2}{k}-\binom{n+k-1}{k-1},
\end{aligned}
$$

where $\binom{n}{k}$ is a Binomial Coefficient. The number of $n$-products in a nonassociative algebra is

$$
F(n)=\sum_{j=0}^{n-2} F(n, j)=\frac{(2 n-2)!}{n!(n-1)!}
$$

## References
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## Nonaveraging Sequence

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

An infinite sequence of Positive Integers

$$
1 \leq a_{1}<a_{2}<a_{3}<\ldots
$$

is a nonaveraging sequence if it contains no three terms which are in an Arithmetic Progression, so that

$$
a_{i}+a_{j} \neq 2 a_{k}
$$

for all distinct $a_{i}, a_{j}, a_{k}$. Wróblewski (1984) showed that

$$
S(A) \equiv \sup _{\substack{\text { all nonaveraging } \\ \text { sequences }}} \sum_{k=1}^{\infty} \frac{1}{a_{k}}>3.00849 .
$$
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## Noncentral Distribution

see Chi-Squared Distribution, F-Distribution, Student's $t$-Distribution

## Noncommutative Group

A group whose elements do not commute. The simplest noncommutative Group is the Dihedral Group $D_{3}$ of Order six.
see also Commutative, Finite Group- $D_{3}$

## Nonconformal Mapping

Let $\gamma$ be a path in $\mathbb{C}, w=f(z)$, and $\theta$ and $\phi$ be the tangents to the curves $\gamma$ and $f(\gamma)$ at $z_{0}$ and $w_{0}$. If there is an $N$ such that

$$
\begin{align*}
& f^{(N)}\left(z_{0}\right) \neq 0  \tag{1}\\
& f^{(n)}\left(z_{0}\right)=0 \tag{2}
\end{align*}
$$

for all $n<N$ (or, equivalently, if $f^{\prime}(z)$ has a zero of order $N-1$ ), then

$$
\begin{align*}
& f(z)=f\left(z_{0}\right)+\frac{f^{(N)}\left(z_{0}\right)}{N!}\left(z-z_{0}\right)^{N} \\
&+\frac{f^{(N+1)}\left(z_{0}\right)}{(N+1)!}\left(z-z_{0}\right)^{N+1}+\ldots \tag{3}
\end{align*}
$$

$$
\begin{align*}
& f(z)-f\left(z_{0}\right)=\left(z-z_{0}\right)^{N}\left[\frac{f(N)\left(z_{0}\right)}{N!}\right. \\
&\left.+\frac{f^{(N+1)}\left(z_{0}\right)}{(N+1)!}\left(z-z_{0}\right)+\ldots\right] \tag{4}
\end{align*}
$$

so the Argument is

$$
\begin{align*}
& \begin{aligned}
\arg \left[f(z)-f\left(z_{0}\right)\right]=N & \arg \left(z-z_{0}\right)+\arg \left[\frac{f(N)\left(z_{0}\right)}{N!}\right. \\
& \left.+\frac{f^{(N+1)}\left(z_{0}\right)}{(N+1)!}\left(z-z_{0}\right)+\ldots\right] .
\end{aligned} \\
& \text { As } z \rightarrow z_{0}, \arg \left(z-z_{0}\right) \rightarrow \theta \text { and }\left|\arg \left[f(z)-f\left(z_{0}\right)\right]\right| \rightarrow \phi,  \tag{5}\\
& \phi=N \theta+\arg \left[\frac{f(N)\left(z_{0}\right)}{N!}\right]=N \theta+\arg \left[f(N)\left(z_{0}\right)\right] .
\end{align*}
$$

see also Conformal Transformation

## Nonconstructive Proof

A Proof which indirectly shows a mathematical object exists without providing a specific example or algorithm for producing an example.
see also Proof

## References
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## Noncototient

A Positive value of $n$ for which $x-\phi(x)=n$ has no solution, where $\phi(x)$ is the Totient Function. The first few are $10,26,34,50,52, \ldots$ (Sloane's A005278).
see also Nontotient, Totient Function
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## Noncylindrical Ruled Surface

A Ruled Surface parameterization $\mathbf{x}(u, v)=\mathbf{b}(u)+$ $v \mathbf{g}(u)$ is called noncylindrical if $\mathbf{g} \times \mathbf{g}^{\prime}$ is nowhere $\mathbf{0}$. A noncylindrical ruled surface always has a parameterization of the form

$$
\mathbf{x}(u, v)=\boldsymbol{\sigma}(u)+v \boldsymbol{\delta}(u)
$$

where $|\boldsymbol{\delta}|=1$ and $\boldsymbol{\sigma}^{\prime} \cdot \boldsymbol{\delta}^{\prime}=0$, where $\boldsymbol{\sigma}$ is called the Striction Curve of $\mathbf{x}$ and $\boldsymbol{\delta}$ the Director Curve.
see also Distribution Parameter, Ruled Surface, Striction Curve
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## Nondecreasing Function

A function $f(x)$ is said to be nondecreasing on an INterval $I$ if $f(b) \geq f(a)$ for all $b>a$, where $a, b \in I$. Conversely, a function $f(x)$ is said to be nonincreasing on an Interval $I$ if $f(b) \leq f(a)$ for all $b>a$ with $a, b \in I$.
see also Decreasing Function, Nonincreasing FUNCTION

## Nondividing Set

A SET in which no element divides the SUM of any other.

## References
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## Nonessential Singularity

see Regular Singular Point

## Non-Euclidean Geometry

In 3 dimensions, there are three classes of constant curvature Geometries. All are based on the first four of Euclid's Postulates, but each uses its own version of the Parallel Postulate. The "flat" geometry of everyday intuition is called Euclidean Geometry (or Parabolic Geometry), and the nonEuclidean geometries are called Hyperbolic Geometry (or Lobachevsky-Bolyai-Gauss Geometry) and Elliptic Geometry (or Riemannian GeomeTRY). It was not until 1868 that Beltrami proved that non-Euclidean geometries were as logically consistent as Euclidean Geometry.
see also Absolute Geometry, Elliptic Geometry, Euclid's Postulates, Euclidean Geometry, Hyperbolic Geometry, Parallel Postulate
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## Nonillion

In the American system, $10^{30}$.
see also Large Number

## Nonincreasing Function

A function $f(x)$ is said to be nonincreasing on an INTERVAL $I$ if $f(b) \leq f(a)$ for all $b>a$, where $a, b \in I$. Conversely, a function $f(x)$ is said to be nondecreasing on an INTERVAL $I$ if $f(b) \geq f(a)$ for all $b>a$ with $a, b \in I$.
see also Increasing Function, Nondecreasing Function

## Nonlinear Least Squares Fitting

Given a function $f(x)$ of a variable $x$ tabulated at $m$ values $y_{1}=f\left(x_{1}\right), \ldots, y_{m}=f\left(x_{m}\right)$, assume the function is of known analytic form depending on $n$ parameters $f\left(x ; \lambda_{1}, \ldots, \lambda_{n}\right)$, and consider the overdetermined set of $m$ equations

$$
\begin{align*}
y_{1} & =f\left(x_{1} ; \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)  \tag{1}\\
y_{m} & =f\left(x_{m} ; \lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \tag{2}
\end{align*}
$$

We desire to solve these equations to obtain the values $\lambda_{1}, \ldots, \lambda_{n}$ which best satisfy this system of equations. Pick an initial guess for the $\lambda_{i}$ and then define

$$
\begin{equation*}
d \beta_{i}=y_{i}-f\left(x_{i} ; \lambda_{1}, \ldots, \lambda_{n}\right) \tag{3}
\end{equation*}
$$

Now obtain a linearized estimate for the changes $d \lambda_{i}$ needed to reduce $d \beta_{i}$ to 0 ,

$$
\begin{equation*}
d \beta_{i}=\left.\sum_{j=1}^{n} \frac{\partial f}{\partial \lambda_{j}} d \lambda_{j}\right|_{x_{j}, \lambda} \tag{4}
\end{equation*}
$$

for $i=1, \ldots, n$. This can be written in component form as

$$
\begin{equation*}
d \beta_{i}=A_{i j} d \lambda_{i} \tag{5}
\end{equation*}
$$

where A is the $m \times n$ Matrix

$$
A_{i j}=\left[\begin{array}{ccc}
\left.\frac{\partial f}{\partial \lambda_{1}}\right|_{x_{1}, \lambda} & \left.\frac{\partial f}{\partial \lambda_{n}}\right|_{x_{1}, \lambda} & \cdots  \tag{6}\\
\left.\frac{\partial f}{\partial \lambda_{2}}\right|_{x_{2}, \lambda} & \left.\frac{\partial f}{\partial \lambda_{2}}\right|_{x_{2}, \lambda} & \cdots \\
\vdots & \vdots & \ddots \\
\left.\frac{\partial f}{\partial \lambda_{1}}\right|_{x_{m}, \lambda} & \left.\frac{\partial f}{\partial \lambda_{n}}\right|_{x_{m}, \lambda} & \cdots
\end{array}\right]
$$

In more concise Matrix form,

$$
\begin{equation*}
d \boldsymbol{\beta}=\mathrm{A} d \lambda \tag{7}
\end{equation*}
$$

where $d \boldsymbol{\beta}$ and $d \lambda$ are $m$-Vectors. Applying the MAtrix Transpose of $A$ to both sides gives

$$
\begin{equation*}
\mathrm{A}^{\mathrm{T}} d \boldsymbol{\beta}=\left(\mathrm{A}^{\mathrm{T}} \mathrm{~A}\right) d \lambda \tag{8}
\end{equation*}
$$

Defining

$$
\begin{align*}
\mathrm{a} & \equiv \mathrm{~A}^{\mathrm{T}} \mathrm{~A}  \tag{9}\\
\mathbf{b} & \equiv \mathrm{~A}^{\mathrm{T}} d \boldsymbol{\beta} \tag{10}
\end{align*}
$$

in terms of the known quantities A and $d \boldsymbol{\beta}$ then gives the Matrix Equation

$$
\begin{equation*}
\mathrm{a} d \lambda=\mathbf{b} \tag{11}
\end{equation*}
$$

which can be solved for $d \lambda$ using standard matrix techniques such as Gaussian Elimination. This offset is then applied to $\lambda$ and a new $d \beta$ is calculated. By iteratively applying this procedure until the elements of $d \lambda$ become smaller than some prescribed limit, a solution is obtained. Note that the procedure may not converge very well for some functions and also that convergence is often greatly improved by picking initial values close to the best-fit value. The sum of square residuals is given by $R^{2}=d \boldsymbol{\beta} \cdot d \boldsymbol{\beta}$ after the final iteration.


An example of a nonlinear least squares fit to a noisy Gaussian Function

$$
\begin{equation*}
f\left(A, x_{0}, \sigma ; x\right)=A e^{-\left(x-x_{0}\right)^{2} /\left(2 \sigma^{2}\right)} \tag{12}
\end{equation*}
$$

is shown above, where the thin solid curve is the initial guess, the dotted curves are intermediate iterations, and the heavy solid curve is the fit to which the solution converges. The actual parameters are $\left(A, x_{0}, \sigma\right)=(1,20,5)$, the initial guess was $(0.8,15,4)$, and the converged values are ( $1.03105,20.1369,4.86022$ ), with $R^{2}=0.148461$. The Partial Derivatives used to construct the matrix $A$ are

$$
\begin{align*}
\frac{\partial f}{\partial A} & =e^{-\left(x-x_{0}\right)^{2} /\left(2 \sigma^{2}\right)}  \tag{13}\\
\frac{\partial f}{\partial x_{0}} & =\frac{A\left(x-x_{0}\right)}{\sigma^{2}} e^{-\left(x-x_{0}\right)^{2} /\left(2 \sigma^{2}\right)}  \tag{14}\\
\frac{\partial f}{\partial \sigma} & =\frac{A\left(x-x_{0}\right)^{2}}{\sigma^{3}} e^{-\left(x-x_{0}\right)^{2} /\left(2 \sigma^{2}\right)} \tag{15}
\end{align*}
$$

The technique could obviously be generalized to multiple Gaussians, to include slopes, etc., although the convergence properties generally worsen as the number of free parameters is increased.

An analogous technique can be used to solve an overdetermined set of equations. This problem might, for example, arise when solving for the best-fit Euler Angles corresponding to a noisy Rotation Matrix, in which case there are three unknown angles, but nine correlated matrix elements. In such a case, write the $n$ different functions as $f_{i}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ for $i=1, \ldots, n$, call their actual values $y_{i}$, and define

$$
\mathrm{A}=\left[\begin{array}{cccc}
\left.\frac{\partial f_{1}}{\partial \lambda_{1}}\right|_{\lambda_{i}} & \left.\frac{\partial f_{1}}{\partial \lambda_{2}}\right|_{\lambda_{i}} & \left.\cdots \frac{\partial f_{1}}{\partial \lambda_{n}}\right|_{\lambda_{i}} &  \tag{16}\\
\vdots & \vdots & \ddots & \vdots \\
\left.\frac{\partial f_{m}}{\partial \lambda_{1}}\right|_{\lambda_{i}} & \left.\frac{\partial f f_{m}}{\partial \lambda_{2}}\right|_{\lambda_{i}} & \left.\cdots \frac{\partial f_{m}}{\partial \lambda_{n}}\right|_{\lambda_{i}} &
\end{array}\right]
$$

and

$$
\begin{equation*}
d \boldsymbol{\beta}=\mathbf{y}-f_{i}\left(\lambda_{1}, \ldots, \lambda_{n}\right) \tag{17}
\end{equation*}
$$

where $\lambda_{i}$ are the numerical values obtained after the $i$ th iteration. Again, set up the equations as

$$
\begin{equation*}
\mathrm{A} d \lambda=d \boldsymbol{\beta} \tag{18}
\end{equation*}
$$

and proceed exactly as before.
see also Least Squares Fitting, Linear Regression, Moore-Penrose Generalized Matrix InVERSE

## Nonnegative

A quantity which is either 0 (Zero) or Positive, i.e., $\geq 0$.
see also Negative, Nonnegative Integer, Nonpositive, Nonzero, Positive, Zero

## Nonnegative Integer

see $\mathbb{Z}^{*}$

## Nonnegative Partial Sum

The number of sequences with Nonnegative partial sums which can be formed from $n 1 \mathrm{~s}$ and $n-1$ s (Bailey 1996, Buraldi 1992) is given by the Catalan Numbers. Bailey (1996) gives the number of Nonnegative partial sums of $n 1 \mathrm{~s}$ and $k-1 \mathrm{~s} a_{1}, a_{2}, \ldots, a_{n+k}$, so that

$$
\begin{equation*}
a_{1}+a_{2}+\ldots+a_{i} \geq 0 \tag{1}
\end{equation*}
$$

for all $1 \leq i \leq n+k$. The closed form expression is

$$
\left\{\begin{array}{l}
n  \tag{2}\\
0
\end{array}\right\}=1
$$

for $n \geq 0$,

$$
\left\{\begin{array}{l}
n  \tag{3}\\
1
\end{array}\right\}=n
$$

for $n \geq 1$, and

$$
\left\{\begin{array}{l}
n  \tag{4}\\
k
\end{array}\right\}=\frac{(n+1-k)(n+2)(n+3) \cdots(n+k)}{k!}
$$

for $n \geq k \geq 2$. Setting $k=n$ then recovers the Catalan Numbers

$$
C_{n}=\left\{\begin{array}{l}
n  \tag{5}\\
n
\end{array}\right\}=\frac{1}{n+1}\binom{2 n}{n}
$$

## see also Catalan Number
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## Nonorientable Surface

A surface such as the Möbius STRIP on which there exists a closed path such that the directrix is reversed when moved around this path. The Euler Characteristic of a nonorientable surface is $\leq 0$. The real Projective Plane is also a nonorientable surface, as are the Boy Surface, Cross-Cap, and Roman Surface, all of which are homeomorphic to the Real Projective Plane (Pinkall 1986). There is a general method for constructing nonorientable surfaces which proceeds as follows (Banchoff 1984, Pinkall 1986). Choose three Homogeneous Polynomials of Positive Even degree and consider the MAP

$$
\begin{equation*}
\mathbf{f}=\left(f_{1}(x, y, z), f_{2}(x, y, z), f_{3}(x, y, z)\right): \mathbb{R}^{3} \rightarrow \mathbb{R}^{3} \tag{1}
\end{equation*}
$$

Then restricting $x, y$, and $z$ to the surface of a sphere by writing

$$
\begin{align*}
& x=\cos \theta \sin \phi  \tag{2}\\
& y=\sin \theta \sin \phi  \tag{3}\\
& z=\cos \phi \tag{4}
\end{align*}
$$

and restricting $\theta$ to $[0,2 \pi)$ and $\phi$ to $[0, \pi / 2]$ defines a map of the Real Projective Plane to $\mathbb{R}^{3}$.
In 3-D, there is no unbounded nonorientable surface which does not intersect itself (Kuiper 1961, Pinkall 1986).
see also Boy Surface, Cross-Cap, Möbius Strip, Orientable Surface, Projective Plane, Roman Surface
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## Nonpositive

A quantity which is either 0 (Zero) or Negative, i.e., $\leq 0$.
see also Negative, Nonnegative, Nonzero, Positive, Zero

## Nonsquarefree

see Squareful

## Nonstandard Analysis

Nonstandard analysis is a branch of mathematical LOGIC which weakens the axioms of usual Analysis to include only the first-order ones. It also introduces Hyperreal Numbers to allow for the existence of "genuine Infinitesimals," numbers which are less than $1 / 2$, $1 / 3,1 / 4,1 / 5, \ldots$, but greater than 0 . Abraham Robinson developed nonstandard analysis in the 1960s. The theory has since been investigated for its own sake and has been applied in areas such as Banach Spaces, differential equations, probability theory, microeconomic theory, and mathematical physics (Apps).
see also Ax-Kochen Isomorphism Theorem, Logic, Model Theory
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## Nontotient

A Positive Even value of $n$ for which $\phi(x)=n$, where $\phi(x)$ is the Totient Function, has no solution. The first few are $14,26,34,38,50, \ldots$ (Sloane's A005277).
see also Noncototient, Totient Function
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## Nonwandering

A point $x$ in a MANIFOld $M$ is said to be nonwandering if, for every open Neighborhood $U$ of $x$, it is true that $\phi^{-n} U \cup U \neq \varnothing$ for a MAP $\phi$ for some $n>0$. In other words, every point close to $x$ has some iterate under $\phi$ which is also close to $x$. The set of all nonwandering points is denoted $\Omega(\phi)$, which is known as the nonwandering set of $\phi$.
see also Anosov Diffeomorphism, Axiom A Diffeomorphism, Smale Horseshoe Map

## Nonzero

A quantity which does not equal Zero is said to be nonzero. A Real nonzero number must be either Positive or Negative, and a Complex nonzero number can have either Real or Imaginary Part nonzero.
see also Negative, Nonnegative, Nonpositive, Positive, Zero

## Nordstrand's Weird Surface

An attractive Cubic Surface defined by Nordstrand. It is given by the implicit equation

$$
\begin{gathered}
25\left[x^{3}(y+z)+y^{3}(x+z)+z^{3}(x+y)\right]+50\left(x^{2} y^{2}+x^{2} z^{2}\right. \\
\left.+y^{2} z^{2}\right)-125\left(x^{2} y z+y^{2} x z+z^{2} x y\right)+60 x y z \\
-4(x y+x z+y z)=0 .
\end{gathered}
$$

[^2]
## Norm

Given a $n$-D Vector

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]
$$

a Vector Norm $\|\mathbf{x}\|$ is a Nonnegative number satisfying

1. $\|x\|>0$ when $\mathbf{x} \neq \mathbf{0}$ and $\|\mathbf{x}\|=0$ IfF $\mathbf{x}=\mathbf{0}$,
2. $\|k \mathbf{x}\|=|k|\|\mathbf{x}\|$ for any $\operatorname{Scalar} k$, 3. $\|\mathbf{x}+\mathbf{y}\| \leq\|\mathbf{x}\|+\|\mathbf{y}\|$.

The most common norm is the vector $L_{2}$-NORM, defined by

$$
\|\mathbf{x}\|_{2}=|\mathbf{x}|=\sqrt{x_{1}^{2}+x_{2}^{2}+\ldots+x_{n}^{2}}
$$

Given a Square Matrix A, a Matrix Norm \|A\| is a Nonnegative number associated with A having the properties

1. $\|A\|>0$ when $A \neq 0$ and $\|A\|=0$ IfF $A=0$,
2. $\|k \mathrm{~A}\|=|k|\|\mathrm{A}\|$ for any Scalar $k$,
3. $\|A+B\| \leq\|A\|+\|B\|$,
4. $\|A B\| \leq\|A\|\|B\|$.
see also Bombieri Norm, Compatible, Euclidean Norm, Hilbert-Schmidt Norm, Induced Norm, $L_{1}$ Norm, $L_{2}$-Norm, $L_{\infty}$-Norm, Matrix Norm, Maximum Absolute Column Sum Norm, Maximum Absolute Row Sum Norm, Natural Norm, Normalized Vector, Normed Space, Parallelogram Law, Polynomial Norm, Spectral Norm, Subordinate Norm, Vector Norm
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## Norm Theorem

If a Prime number divides a norm but not the bases of the norm, it is itself a norm.

## Normal

see Normal Curve, Normal Distribution, Normal Distribution Function, Normal Equation, Normal Form, Normal Group, Normal Magic Square, Normal Matrix, Normal Number, Normal Plane, Normal Subgroup, Normal Vector

Normal (Algebraically)
see Galoisian

Normal Curvature
Normal Distribution Function
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## Normal Curvature

Let $\mathbf{u}_{\mathbf{p}}$ be a unit Tangent Vector of a Regular SurFACE $M \subset \mathbb{R}^{3}$. Then the normal curvature of $M$ in the direction $\mathbf{u}_{\mathbf{p}}$ is

$$
\begin{equation*}
\kappa\left(\mathbf{u}_{\mathbf{p}}\right)=S\left(\mathbf{u}_{\mathbf{p}}\right) \cdot \mathbf{u}_{\mathbf{p}}, \tag{1}
\end{equation*}
$$

where $S$ is the Shape Operator. Let $M \subset \mathbb{R}^{3}$ be a Regular Surface, $\mathbf{p} \in M$, $\mathbf{x}$ be an injective Regular Patch of $M$ with $\mathbf{p}=\mathbf{x}\left(u_{0}, v_{0}\right)$, and

$$
\begin{equation*}
\mathbf{v}_{\mathbf{p}}=a \mathbf{x}_{u}\left(u_{0}, v_{0}\right)+b \mathbf{x}_{v}\left(u_{0}, v_{0}\right), \tag{2}
\end{equation*}
$$

where $\mathbf{v}_{\mathbf{p}} \in M_{\mathbf{p}}$. Then the normal curvature in the direction $\mathbf{v}_{\mathbf{p}}$ is

$$
\begin{equation*}
\kappa(v \mathbf{p})=\frac{e a^{2}+2 f a b+g b^{2}}{E a^{2}+2 F a b+G b^{2}}, \tag{3}
\end{equation*}
$$

where $E, F$, and $G$ are first Fundamental Forms and $e, f$, and $g$ second Fundamental Forms.
The Maximum and Minimum values of the normal curvature on a Regular Surface at a point on the surface are called the Principal Curvatures $\kappa_{1}$ and $\kappa_{2}$.
see also Curvature, Fundamental Forms, Gaussian Curvature, Mean Curvature, Principal Curvatures, Shape Operator, Tangent Vector
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## Normal Curve

see Gaussian Distribution

## Normal Developable

A Ruled Surface $M$ is a normal developable of a curve $\mathbf{y}$ if $M$ can be parameterized by $\mathbf{x}(u, v)=\mathbf{y}(u)+v \hat{\mathbf{N}}(u)$, where $\mathbf{N}$ is the Normal Vector.
see also Binormal Developable, Tangent Developable
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## Normal Distribution




Another name for a Gaussian Distribution. Given a normal distribution in a Variate $x$ with Mean $\mu$ and Variance $\sigma^{2}$,

$$
P(x) d x=\frac{1}{\sigma \sqrt{2 \pi}} e^{-(x-\mu)^{2} / 2 \sigma^{2}} d x
$$

the so-called "Standard Normal Distribution" is given by taking $\mu=0$ and $\sigma^{2}=1$. An arbitrary normal distribution can be converted to a Standard Normal Distribution by changing variables to $z \equiv(x-\mu) / \sigma$, so $d z=d x / \sigma$, yielding

$$
P(x) d x=\frac{1}{\sqrt{2 \pi}} e^{-z^{2} / 2} d z
$$

The Fisher-Behrens Problem is the determination of a test for the equality of MEANS for two normal distributions with different Variances.
see also Fisher-Behrens Problem, Gaussian Distribution, Half-Normal Distribution, Kolmogo-rov-Smirnov Test, Normal Distribution Function, Standard Normal Distribution, Tetrachoric Function

## Normal Distribution Function



A normalized form of the cumulative GaUSSIAN DISTRIbution function giving the probability that a variate assumes a value in the range $[0, x]$,

$$
\begin{equation*}
\Phi(x) \equiv Q(x) \equiv \frac{1}{\sqrt{2 \pi}} \int_{0}^{x} e^{-t^{2} / 2} d t \tag{1}
\end{equation*}
$$

It is related to the Probability Integral

$$
\begin{equation*}
\alpha(x) \equiv \frac{1}{\sqrt{2 \pi}} \int_{-x}^{x} e^{-t^{2} / 2} d t \tag{2}
\end{equation*}
$$

by

$$
\begin{equation*}
\Phi(x)=\frac{1}{2} \alpha(x) . \tag{3}
\end{equation*}
$$

Let $u \equiv t / \sqrt{2}$ so $d u=d t / \sqrt{2}$. Then

$$
\begin{equation*}
\Phi(x)=\frac{1}{\sqrt{\pi}} \int_{0}^{x / \sqrt{2}} e^{-u^{2}} d u=\frac{1}{2} \operatorname{erf}\left(\frac{x}{\sqrt{2}}\right) . \tag{4}
\end{equation*}
$$

Here, Erf is a function sometimes called the error function. The probability that a normal variate assumes a value in the range $\left[x_{1}, x_{2}\right]$ is therefore given by

$$
\begin{equation*}
\Phi\left(x_{1}, x_{2}\right)=\frac{1}{2}\left[\operatorname{erf}\left(\frac{x_{2}}{\sqrt{2}}\right)-\operatorname{erf}\left(\frac{x_{1}}{\sqrt{2}}\right)\right] . \tag{5}
\end{equation*}
$$

Neither $\Phi(z)$ nor Erf can be expressed in terms of finite additions, subtractions, multiplications, and root extractions, and so must be either computed numerically or otherwise approximated.
Note that a function different from $\Phi(x)$ is sometimes defined as "the" normal distribution function

$$
\begin{equation*}
\Phi^{\prime}(x) \equiv \frac{1}{2}\left[1+\operatorname{erf}\left(\frac{x}{\sqrt{2}}\right)\right]=\frac{1}{2}+\Phi(x) \tag{6}
\end{equation*}
$$

(Beyer 1987, p. 551), although this function is less widely encountered than the usual $\Phi(x)$.
The value of $a$ for which $P(x)$ falls within the interval $[-a, a]$ with a given probability $P$ is a related quantity called the Confidence Interval.

For small values $x \ll 1$, a good approximation to $\Phi(x)$ is obtained from the Maclaurin Series for Erf,

$$
\begin{equation*}
\Phi(x)=\frac{1}{\sqrt{2 \pi}}\left(2 x-\frac{1}{3} x^{3}+\frac{1}{20} x^{5}-\frac{1}{168} x^{7}+\ldots\right) . \tag{7}
\end{equation*}
$$

For large values $x \gg 1$, a good approximation is obtained from the asymptotic series for ErF,

$$
\begin{align*}
& \Phi(x)=\frac{1}{2}+\frac{e^{-x^{2} / 2}}{\sqrt{2 \pi}}\left(x^{-1}-x^{-3}+3 x^{-5}\right. \\
&\left.-15 x^{-7}+105 x^{-9}+\ldots\right) . \tag{8}
\end{align*}
$$

The value of $\Phi(x)$ for intermediate $x$ can be computed using the Continued Fraction identity

$$
\begin{equation*}
\int_{0}^{x} e^{-u^{2}} d u=\frac{\sqrt{\pi}}{2}-\frac{\frac{1}{2} e^{-x^{2}}}{x+\frac{1}{2 x+\frac{2}{x+\frac{3}{2 x+\frac{4}{x+\ldots}}}}} . \tag{9}
\end{equation*}
$$

A simple approximation of $\Phi(x)$ which is good to two decimal places is given by

$$
\Phi_{1}(x) \approx \begin{cases}0.1 x(4.4-x) & \text { for } 0 \leq x \leq 2.2  \tag{10}\\ 0.49 & \text { for } 2.2<x<2.6 \\ 0.50 & \text { for } x \geq 2.6 .\end{cases}
$$

Abramowitz and Stegun (1972) and Johnson and Kotz (1970) give other functional approximations. An approximation due to Bagby (1995) is

$$
\begin{align*}
\Phi_{2}(x)= & \frac{1}{2}\left\{1-\frac{1}{30}\left[7 e^{-x^{2} / 2}\right.\right. \\
& \left.\left.+16 e^{-x^{2}(2-\sqrt{2})}+\left(7+\frac{1}{4} \pi x^{2}\right) e^{-x^{2}}\right]\right\}^{1 / 2} . \tag{11}
\end{align*}
$$

The plots below show the differences between $\Phi$ and the two approximations.


The first Quartile of a standard Normal Distribution occurs when

$$
\begin{equation*}
\int_{0}^{t} \Phi(z) d z=\frac{1}{4} \tag{12}
\end{equation*}
$$

The solution is $t=0.6745 \ldots$. The value of $t$ giving $\frac{1}{4}$ is known as the Probable Error of a normally distributed variate.
see also Confidence Interval, Erf, Erfc, FisherBehrens Problem, Gaussian Distribution, Gaussian Integral, Hh Function, Normal Distribution, Probability Integral, Tetrachoric FuncTION
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## Normal Equation

Given an overdetermined Matrix Equation

$$
A x=b
$$

the normal equation is that which minimizes the sum of the square differences between left and right sides

$$
A^{T} A \mathbf{x}=A^{T} \mathbf{b}
$$

see also Least Squares Fitting, Moore-Penrose Generalized Matrix Inverse, Nonlinear Least Squares Fitting

## Normal Form

A way of representing objects so that, although each may have many different names, every possible name corresponds to exactly one object.
see also Canonical Form
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## Normal Function

A Square Integrable function $\phi$ is said to be normal if

$$
\int \phi^{2} d t=1
$$

However, the Normal Distribution Function is also sometimes called "the normal function."
see also Normal Distribution Function, Square Integrable
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## Normal Group

see Normal Subgroup

## Normal Magic Square

see Magic Square

## Normal Matrix

A normal matrix $A$ is a Matrix for which

$$
\left[\mathrm{A}, \mathrm{~A}^{\dagger}\right]=0
$$

where $[a, b]$ is the Commutator and ${ }^{\dagger}$ denotes the AdJOINT OPERATOR.

## Normal Number

An Irrational Number for which any Finite pattern of numbers occurs with the expected limiting frequency in the expansion in any base. It is not known if $\pi$ or $e$ are normal. Tests of $\sqrt{n}$ for $n=2,3,5,6,7,8,10,11,12$, $13,14,15$ indicate that these Square Roots may be normal. The only numbers known to be normal are artificially constructed ones such as the Champernowne Constant and the Copeland-Erdős Constant.
see also Champernowne Constant, CopelandErdős Constant, $e, \mathrm{Pi}$

## Normal Order

$f(n)$ has the normal order $F(n)$ if $f(n)$ is approximately $F(n)$ for Almost All values of $n$. More precisely, if

$$
(1-\epsilon) F(n)<f(n)<(1+\epsilon) F(n)
$$

for every positive $\epsilon$ and Almost All values of $n$, then the normal order of $f(n)$ is $F(n)$.
see also Almost All
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## Normal Plane

The Plane spanned by $\mathbf{N}$ and $\mathbf{B}$ (the Normal Vector and Binormal Vector).
see also Binormal Vector, Normal Vector, Plane

## Normal to a Plane

see Normal Vector

## Normal Section

Let $M \subset \mathbb{R}^{3}$ be a Regular Surface and $\mathbf{u}_{\mathrm{p}}$ a unit Tangent Vector to $M$, and let $\Pi\left(\mathbf{u}_{\mathbf{p}}, \mathbf{N}(\mathbf{p})\right)$ be the Plane determined by $\mathbf{u}_{\mathrm{p}}$ and the normal to the surface $\mathbf{N}(\mathbf{p})$. Then the normal section of $M$ is defined as the intersection of $\Pi\left(\mathbf{u}_{\mathbf{p}}, \mathbf{N}(\mathbf{p})\right)$ and $M$.

References
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## Normal Subgroup

Let $H$ be a Subgroup of a Group $G$. Then $H$ is a normal subgroup of $G$, written $H \triangleleft G$, if

$$
x H x^{-1}=H
$$

for every element $x$ in $H$. Normal subgroups are also known as Invariant Subgroups.
see also Group, Subgroup

## Normal Vector

The normal to a Plane specified by

$$
\begin{equation*}
f(x, y, z)=a x+b y+c z+d=0 \tag{1}
\end{equation*}
$$

is given by

$$
\mathbf{N}=\nabla f=\left[\begin{array}{l}
a  \tag{2}\\
b \\
c
\end{array}\right]
$$

The normal vector at a point $\left(x_{0}, y_{0}\right)$ on a surface $z=$ $f(x, y)$ is

$$
\mathbf{N}=\left[\begin{array}{c}
f_{x}\left(x_{0}, y_{0}\right)  \tag{3}\\
f_{y}\left(x_{0}, y_{0}\right) \\
-1
\end{array}\right]
$$

In the Plane, the unit normal vector is defined by

$$
\begin{equation*}
\hat{\mathbf{N}} \equiv \frac{d \hat{\mathbf{T}}}{d \phi} \tag{4}
\end{equation*}
$$

where $\hat{\mathbf{T}}$ is the unit Tangent Vector and $\phi$ is the polar angle. Given a unit Tangent Vector

$$
\begin{equation*}
\hat{\mathbf{T}} \equiv u_{1} \hat{\mathbf{x}}+u_{2} \hat{\mathbf{y}} \tag{5}
\end{equation*}
$$

with $\sqrt{u_{1}{ }^{2}+u_{2}{ }^{2}}=1$, the normal is

$$
\begin{equation*}
\hat{\mathbf{N}}=-u_{2} \hat{\mathbf{x}}+u_{1} \hat{\mathbf{y}} . \tag{6}
\end{equation*}
$$

For a function given parametrically by $(f(t), g(t))$, the normal vector relative to the point $(f(t), g(t))$ is therefore given by

$$
\begin{align*}
& x(t)=-\frac{g^{\prime}}{\sqrt{f^{\prime 2}+g^{\prime 2}}}  \tag{7}\\
& y(t)=\frac{f^{\prime}}{\sqrt{f^{\prime 2}+g^{\prime 2}}} \tag{8}
\end{align*}
$$

To actually place the vector normal to the curve, it must be displaced by $(f(t), g(t))$.

In 3-D Space, the unit normal is

$$
\begin{equation*}
\hat{\mathbf{N}} \equiv \frac{\frac{d \hat{\mathbf{T}}}{d s}}{\left|\frac{d \hat{\mathbf{T}}}{d s}\right|}=\frac{\frac{d \hat{\mathbf{T}}}{d t}}{\left|\frac{d \hat{\mathbf{T}}}{d t}\right|}=\frac{1}{\kappa} \frac{d \hat{\mathbf{T}}}{d s}, \tag{9}
\end{equation*}
$$

where $\kappa$ is the Curvature. Given a 3-D surface $F(x, y, z)=0$,

$$
\begin{equation*}
\hat{\mathbf{n}}=\frac{F_{x}+F_{y}+F_{z}}{\sqrt{F_{x}^{2}+F_{y}^{2}+F_{z}^{2}}} \tag{10}
\end{equation*}
$$

If the surface is defined parametrically in the form

$$
\begin{align*}
& x=x(\phi, \psi)  \tag{11}\\
& y=y(\phi, \psi)  \tag{12}\\
& z=z(\phi, \psi) \tag{13}
\end{align*}
$$

define the Vectors

$$
\begin{align*}
& \mathbf{a} \equiv\left[\begin{array}{l}
x_{\phi} \\
y_{\phi} \\
z_{\phi}
\end{array}\right]  \tag{14}\\
& \mathbf{b} \equiv\left[\begin{array}{l}
x_{\psi} \\
y_{\psi} \\
z_{\psi}
\end{array}\right] . \tag{15}
\end{align*}
$$

Then the unit normal vector is

$$
\begin{equation*}
\hat{\mathbf{N}}=\frac{\mathbf{a} \times \mathbf{b}}{\sqrt{|\mathbf{a}|^{2}|\mathbf{b}|^{2}-|\mathbf{a} \cdot \mathbf{b}|^{2}}} \tag{16}
\end{equation*}
$$

Let $g$ be the discriminant of the Metric Tensor. Then

$$
\begin{equation*}
\mathbf{N}=\frac{\mathbf{r}_{1} \times \mathbf{r}_{2}}{\sqrt{g}}=\epsilon_{i j} \mathbf{r}^{j} \tag{17}
\end{equation*}
$$

see also Binormal Vector, Curvature, Frenet Formulas, Tangent Vector
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## Normalized Vector

The normalized vector of $\mathbf{X}$ is a Vecror in the same direction but with Norm (length) 1. It is denoted $\hat{\mathbf{X}}$ and given by

$$
\hat{\mathbf{x}}=\frac{\mathbf{X}}{|\mathbf{X}|},
$$

where $|\mathbf{X}|$ is the NORM of $\mathbf{X}$. It is also called a Unit Vector.
see also Unit Vector

## Normalizer

A set of elements $g$ of a Group such that

$$
g^{-1} H g=H
$$

is said to be the normalizer $N_{G}(H)$ with respect to a subset of group elements $H$.
see also Centralizer, Tightly Embedded

## Normed Space

A Vector Space possessing a Norm.

## Nosarzewska's Inequality

Given a convex Plane region with Area $A$ and PeriMETER $p$,

$$
A-\frac{1}{2} p<N \leq A+\frac{1}{2} p+1
$$

where $N$ is the number of enclosed Lattice Points (Nosarzewska 1948). This improves on Jarnick's InEQUALITY

$$
|N-A|<p
$$

see also Jarnick's Inequality, Lattice Point
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## Not

An operation in Logic which converts True to False and False to True. NOT $A$ is denoted $!A$ or $\neg A$.

$$
\begin{array}{cc}
\hline A & \neg A \\
\hline \hline \mathrm{~F} & \mathrm{~T} \\
\mathrm{~T} & \mathrm{~F} \\
\hline
\end{array}
$$

see also And, Or, Truth Table, XOR

## Notation

A Notation is a set of well-defined rules for representing quantities and operations with symbols.
see also Arrow Notation, Chained Arrow Notation, Circle Notation, Clebsch-Aronhold Notation, Conway's Knot Notation, Dowker Notation, Down Arrow Notation, Petrov Notation, Scientific Notation, Steinhaus-Moser Notation
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## Nöther

see Noether's Fundamental Theorem, NoetherLasker Theorem, Noether's Transformation Theorem, Noetherian Module, Noetherian Ring

## Novemdecillion

In the American system, $10^{60}$.
see also Large Number

## NP-Complete Problem

A problem which is both NP (solvable in nondeterministic Polynomial time) and NP-Hard (can be translated into any other NP-Problem). Examples of NPhard problems include the Hamiltonian Cycle and Traveling Salesman Problems.

In a landmark paper, Karp (1972) showed that 21 intractable combinatorial computational problems are all NP-complete.
see also Hamiltonian Cycle, NP-Hard Problem, NP-Problem, P-Problem, Traveling Salesman Problem
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## NP-Hard Problem

A problem is NP-hard if an Algorithm for solving it can be translated into one for solving any other NPProblem (nondeterministic Polynomial time) problem. NP-hard therefore means "at least as hard as any nP-Problem," although it might, in fact, be harder.
see also Complexity Theory, Hitting Set, NPComplete Problem, NP-Problem, P-Problem, Satisfiability Problem

## NP-Problem

A problem is assigned to the NP (nondeterministic Polynomial time) class if it is solvable in polynomial time by a nondeterministic Turing Machine. (A nondeterministic Turing Machine is a "parallel" Turing Machine which can take many computational paths simultaneously, with the restriction that the parallel Turing machines cannot communicate.) A P-Problem (whose solution time is bounded by a polynomial) is always also NP. If a solution to an NP problem is known, it can be reduced to a single P (Polynomial time) verification.

Linear Programming, long known to be NP and thought not to be P, was shown to be P by L. Khachian in 1979. It is not known if all apparently NP problems are actually $P$.
A problem is said to be NP-Hard if an Algorithm for solving it can be translated into one for solving any other NP-problem problem. It is much easier to show that a problem is NP than to show that it is NP-Hard. A problem which is both NP and NP-HARD is called an NP-Complete Problem.
see also Complexity Theory, NP-Complete Problem, NP-Hard Problem, P-Problem, Turing MaCHine
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## NSW Number

The numbers

$$
S_{2 m+1}=\frac{(1+\sqrt{2})^{2 m+1}+(1-\sqrt{2})^{2 m+1}}{2}
$$

for positive integer $m$. The first few terms are 1, 7, 41, $239,1393, \ldots$ (Sloane's A002315). The indices giving Prime NSW numbers are 3,5,7,19, 29, 47, 59, 163, $257,421,937,947,1493,1901, \ldots$ (Sloane's A005850).
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## Nu Function

$$
\begin{gathered}
\nu(x) \equiv \int_{0}^{\infty} \frac{x^{t} d t}{\Gamma(t+1)} \\
\nu(x, \alpha) \equiv \int_{0}^{\infty} \frac{x^{\alpha+t} d t}{\Gamma(\alpha+t+1)},
\end{gathered}
$$

where $\Gamma(z)$ is the Gamma Function. See Gradshteyn and Ryzhik (1980, p. 1079).
see also Lambda Function, Mu Function

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, 1979.

## Null Function

A null function $\delta^{0}(x)$ satisfies

$$
\begin{equation*}
\int_{a}^{b} \delta^{0}(x) d x=0 \tag{1}
\end{equation*}
$$

for all $a, b$, so

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|\delta^{0}(x)\right| d x=0 \tag{2}
\end{equation*}
$$

Like a Delta Function, they satisfy

$$
\delta_{0}(x)= \begin{cases}0 & x \neq 0  \tag{3}\\ 1 & x=0 .\end{cases}
$$

## Null Graph

A Graph containing only Vertices and no Edges.

## Null Hypothesis

A hypothesis which is tested for possible rejection under the assumption that it is true (usually that observations are the result of chance). The concept was introduced by R. A. Fisher.

## Null Tetrad

$$
g_{i j}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{array}\right] .
$$

It can be expressed as

$$
g_{a b}=l_{a} n_{b}+l_{b} n_{a}-m_{a} \bar{m}_{b}-m_{b} \bar{m}_{a} .
$$

see also Tetrad
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## Nullspace

Also called the Kernel. If $T$ is a linear transformation of $\mathbb{R}^{n}$, then $\operatorname{Null}(T)$ is the set of all Vectors $\mathbf{X}$ such that $\mathrm{T}(X)-0$, i.e.,

$$
\operatorname{Null}(T) \equiv\{\mathbf{X}: T(\mathbf{X})=0\} .
$$

## Nullstellansatz

see Hilbert's Nullstellansatz

## Number

The word "number" is a general term which refers to a member of a given (possibly ordered) SET. The meaning of "number" is often clear from context (i.e., does it refer to a Complex Number, Integer, Real Number, etc.?). Wherever possible in this work, the word "number" is used to refer to quantities which are Integers, and "Constant" is reserved for nonintegral numbers which have a fixed value. Because terms such as Real Number, Bernoulli Number, and Irrational NumBER are commonly used to refer to nonintegral quantities, however, it is not possible to be entirely consistent in nomenclature.
see also Abundant Number, Ackermann Number, Algebraic Number, Almost Perfect Number, Amenable Number, Amicable Numbers, Antimorphic Number, Apocalypse Number, Apocalyptic Number, Armstrong Number, Arrangement Number, Bell Number, Bernoulli Number, Bertelsen's Number, Betrothed Numbers,

Betti Number, Bezout Numbers, Binomial Number, Brauer Number, Brown Numbers, Cardinal Number, Carmichael Number, Catalan Number, Cayley Number, Centered Cube Number, Centered Square Number, Chaitin's Number, Chern Number, Choice Number, Christoffel Number, Clique Number, Columbian Number, Complex Number, Computable Number, Condition Number, Congruent Numbers, Constructible Number, Cotes Number, Crossing Number (Graph), Crossing Number (Link), Cubic Number, Cullen Number, Cunningham Number, Cyclic Number, Cyclomatic Number, $D$ Number, de Moivre Number, Deficient Number, Delannoy Number, Demlo Number, Diagonal Ramsey Number, e-Perfect Number, Eban Number, Eddington Number, Edge Number, Enneagonal Number, Entringer Number, Erdős Number, Euclid Number, Euler's Idoneal Number, Euler Number, Eulerian Number, Euler Zigzag Number, Even Number, factorial Number, Fermat Number, Fibonacci Number, Figurate Number, $G$-Number, Genocchi Number, Giuga Number, Gnomic Number, Gonal Number, Graham's Number, Gregory Number, Hailstone Number, Hansen Number, Happy Number, Harmonic Divisor Number, Harmonic Number, Harshad Number, Heegner Number, Heesch Number, Helly Number, Heptagonal Number, Heterogeneous Numbers, Hex Number, Hex Pyramidal Number, Hexagonal Number, Homogeneous Numbers, Hurwitz Number, Hypercomplex Number, Hyperperfect Number, $i$, Idoneal Number, Imaginary Number, Independence Number, Infinary Multiperfect Number, Infinary Perfect Number, Irrational Number, Irreducible Semiperfect Number, Irredundant Ramsey Number, j, Kaprekar Number, Keith Number, Kissing Number, Knödel Numbers, Lagrange Number (Diophantine Equation), Lagrange Number (Rational Approximation), Large Number, Least Deficient Number, Lehmer Number, Leviathan Number, Liouville Number, Logarithmic Number, Lucas Number, Lucky Number, MacMahon's Prime Number of Measurement, Markov Number, McNugget Number, Ménage Number, Mersenne Number, Motzkin Number, Multiplicative Perfect Number, Multiply Perfect Number, Narcissistic Number, Natural Number, Near Noble Number, Nexus Number, Niven Number, Noble Number, Nonagonal Number, Normal Number, NSW Number, Number Guessing, Oblong Number, Octagonal Number, Octahedral Number, Odd Number, Ore Number, Ordinal Number, Pentagonal Number, Pentatope Number, Perfect Digital Invariant, Perfect Number, Persistent Number, Pluperfect Number, Plus Perfect Number, Plutarch Numbers, Polygonal Number,

Pontryagin Number, Poulet Number, Powerful Number, Practical Number, Primary, Primitive Abundant Number, Primitive Pseudoperfect Number, Primitive Semiperfect Number, Pseudoperfect Number, Pseudorandom Number, Pseudosquare, Pyramidal Number, $Q$-Number, Quasiperfect Number, Ramsey Number, Rational Number, Real Number, Rencontres Number, Recurring Digital Invariant, Repfigit Number, Rhombic Dodecahedral Number, Riesel Number, Rotation Number, RSA Number, Sarrus Number, Schröder Number, Schur Number, Secant Number, Segmented Number, Self-Descriptive Number, Self Number, Semiperfect Number, Sierpiński Number of the First Kind, Sierpiński Number of the Second Kind, Singly Even Number, Skewes Number, Small Number, Smith Number, Smooth Number, Sociable Numbers, SpragueGrundy Number, Square Number, Square Pyramidal Number, Star Number, Stella Octangula Number, Stiefel-Whitney Number, Stirling Cycle Number, Stirling Set Number, Størmer Number, Sublime Number, Suitable Number, SumProduct Number, Super-3 Number, Super Catalan Number, Superabundant Number, Superperfect Number, Super-Poulet Number, Tangent Number, Taxicab Number, Tetrahedral Number, Transcendental Number, Transfinite Number, Triangular Number, Tribonacci Number, Trimorphic Number, Truncated Octahedral Number, Truncated Tetrahedral Number, Twist Number, U-Number, Ulam Number, Undulating Number, Unhappy Number, Unitary Multiperfect Number, Unitary Perfect Number, Untouchable Number, Vampire Number, van der Waerden Number, VR Number, Weird Number, Whole Number, Woodall Number, $Z$-Number, Zag Number, Zeisel Number, Zig Number.
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## Number Axis

see Real Line

## Number Field

If $r$ is an Algebraic Number of degree $n$, then the totality of all expressions that can be constructed from $r$ by repeated additions, subtractions, multiplications, and divisions is called a number field (or an Algebraic Number Field) generated by $r$, and is denoted $F[r]$. Formally, a number field is a finite extension $\mathbb{Q}(\alpha)$ of the Field $\mathbb{Q}$ of Rational Numbers.

The numbers of a number field which are Roots of a Polynomial

$$
z^{n}+a_{n-1} z^{n-1}+\ldots+a_{0}=0
$$

with integral coefficients and leading coefficient 1 are called the Algebraic Integers of that field.
see also Algebraic Function Field, Algebraic Integer, Algebraic Number, Field, Finite Field, $\mathbb{Q}$, Quadratic Field
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## Number Field Sieve Factorization Method

 An extremely fast factorization method developed by Pollard which was used to factor the RSA-130 Number. This method is the most powerful known for factoring general numbers, and has complexity$$
\mathcal{O}\left\{\exp \left[c(\log n)^{1 / 3}(\log \log n)^{2 / 3}\right]\right\},
$$

reducing the exponent over the Continued Fraction Factorization Algorithm and Quadratic Sieve Factorization Method. There are three values of $c$ relevant to different flavors of the method (Pomerance 1996). For the "special" case of the algorithm applied to numbers near a large Power,

$$
c=\left(\frac{32}{9}\right)^{1 / 3}=1.523 \ldots,
$$

for the "general" case applicable to any Odd Positive number which is not a Power,

$$
c=\left(\frac{64}{9}\right)^{1 / 3}=1.923 \ldots,
$$

and for a version using many Polynomials (Coppersmith 1993),

$$
c=\frac{1}{3}(92+26 \sqrt{13})^{1 / 3}=1.902 \ldots
$$
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## Number Group

see Field

## Number Guessing

By asking a small number of innocent-sounding questions about an unknown number, it is possible to reconstruct the number with absolute certainty (assuming that the questions are answered correctly). Ball and Coxeter (1987) give a number of sets of questions which can be used.

One of the simplest algorithms uses only three questions to determine an unknown number $n$ :

1. Triple $n$ and announce if the result $n^{\prime}=3 n$ is Even or OdD.
2. If you were told that $n^{\prime}$ is Even, ask the person to reveal the number $n^{\prime \prime}$ which is half of $n^{\prime}$. If you were told that $n^{\prime}$ is ODD, ask the person to reveal the number $n^{\prime \prime}$ which is half of $n^{\prime}+1$.
3. Ask the person to reveal the number of times $k$ which 9 divides evenly into $n^{\prime \prime \prime}=3 n^{\prime \prime}$.
The original number $n$ is then given by $2 k$ if $n^{\prime}$ was Even, or $2 k+1$ if $n^{\prime}$ was Odd. For $n=2 m$ even, $n^{\prime}=6 m, n^{\prime \prime}=3 m, n^{\prime \prime \prime}=9 m, k=m$, so $2 k=2 m=n$. For $n=2 m+1$ odd, $n^{\prime}=6 m+3, n^{\prime \prime}=3 m+2$, $n^{\prime \prime \prime}=9 m+6, k=m$, so $2 k+1=2 m+1=n$.
Another method asks:
4. Multiply the number $n$ by 5 .
5. Add 6 to the product.
6. Multiply the sum by 4 .
7. Add 9 to the product.
8. Multiply the sum by 5 and reveal the result $n^{\prime}$.

The original number is then given by $n=\left(n^{\prime}-165\right) / 100$, since the above steps give $n^{\prime}=5(4(5 n+6)+9)=100 n+$ 165.
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## Number Pyramid

A set of numbers obeying a pattern like the following.

$$
\begin{aligned}
91 \cdot 37 & =3367 \\
9901 \cdot 3367 & =33336667 \\
999001 \cdot 333667 & =333333666667 \\
99990001 \cdot 33336667 & =3333333366666667 \\
4^{2} & =16 \\
34^{2} & =1156 \\
334^{2} & =111556 \\
7^{2} & =49 \\
67^{2} & =4489 \\
667^{2} & =444889
\end{aligned}
$$

see also Automorphic Number
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## Number System

see Base (Number)

## Number Theoretic Transform

Simplemindedly, a number theoretic transform is a generalization of a Fast Fourier Transform obtained by replacing $e^{-2 \pi i k / N}$ with an $n$th Primitive Root of Unity. This effectively means doing a transform over the Quotient Ring $\mathbb{Z} / p \mathbb{Z}$ instead of the Complex Numbers $\mathbb{C}$. The theory is rather elegant and uses the language of Finite Fields and Number Theory.
see also Fast Fourier Transform, Finite Field
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## Number Theory

A vast and fascinating field of mathematics consisting of the study of the properties of whole numbers. Primes and Prime Factorization are especially important in number theory, as are a number of functions such as the Divisor Function, Riemann Zeta Function, and Totient Function. Excellent introductions to number theory may be found in Ore (1988) and Beiler (1966). The classic history on the subject (now slightly dated) is that of Dickson (1952).
see also Arithmetic, Congruence, Diophantine Equation, Divisor Function, Gödel's Incompleteness Theorem, Peano's Axioms, Prime Counting Function, Prime Factorization, Prime Number, Quadratic Reciprocity Theorem, Riemann Zeta Function, Totient Function
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## Number Triangle

see Bell Triangle, Clark's Triangle, Euler's Triangle, Leibniz Harmonic Triangle, Pascal's Triangle, Seidel-Entringer-Arnold Triangle, Trinomial Triangle

## Number Wall

see Quotient-Difference Table

## Numerator

The number $p$ in a Fraction $p / q$.
see also Denominator, Fraction, Rational NumBER

## Numeric Function

A Function $f: A \rightarrow B$ such that $B$ is a Set of numbers.

## Numerical Derivative

While it is usually much easier to compute a DerivaTIVE instead of an Integral (which is a little strange, considering that "more" functions have integrals than derivatives), there are still many applications where derivatives need to be computed numerically. The simplest approach simply uses the definition of the DerivATIVE

$$
f^{\prime}(x) \equiv \lim _{h \rightarrow 0} \frac{f(x+h)-f(x)}{h}
$$

for some small numerical value of $h \ll 1$.
see also Numerical Integration
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## Numerical Integration

The approximate computation of an Integral. The numerical computation of an Integral is sometimes called Quadrature. There are a wide range of methods available for numerical integration. A good source for such techniques is Press et al. (1992).

The most straightforward numerical integration technique uses the Newton-Cotes Formulas (also called Quadrature Formulas), which approximate a function tabulated at a sequent of regularly spaced INTERvals by various degree Polynomials. If the endpoints are tabulated, then the 2 - and 3 -point formulas are called the Trapezoidal Rule and Simpson's Rule, respectively. The 5 -point formula is called BODE'S Rule. A generalization of the Trapezoidal Rule is Romberg Integration, which can yield accurate results for many fewer function evaluations.

If the functions are known analytically instead of being tabulated at equally spaced intervals, the best numerical method of integration is called Gaussian QuadraTURE. By picking the abscissas at which to evaluate the function, Gaussian quadrature produces the most accurate approximations possible. However, given the speed of modern computers, the additional complication of the GaUSSIAN QuADRATURE formalism often makes it less desirable than simply brute-force calculating twice as many points on a regular grid (which also permits the already computed values of the function to be re-used). An excellent reference for Gaussian Quadrature is Hildebrand (1956).
see also Double Exponential Integration, Filon's Integration Formula, Integral, Integration, Numerical Derivative, Quadrature
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## Numerology

The study of numbers for the supposed purpose of predicting future events or seeking connections with the occult.
see also Beast Number, Number Theory

## NURBS Curve

A nonuniform rational B-Spline curve defined by

$$
\mathbf{C}(t)=\frac{\sum_{i=0}^{n} N_{i, p}(t) w_{i} \mathbf{P}_{i}}{\sum_{i=0}^{n} N_{i, p}(t) w_{i}}
$$

where $p$ is the order, $N_{i, p}$ are the B-Spline basis functions, $\mathbf{P}_{i}$ are control points, and the weight $w_{i}$ of $\mathbf{P}_{i}$ is the last ordinate of the homogeneous point $\mathbf{P}_{i}^{w}$. These curves are closed under perspective transformations and can represent Conic Sections exactly.
see also B-Spline, BÉzier Curve, NURBS Surface
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## NURBS Surface

A nonuniform rational B-Spline surface of degree ( $p, q$ ) is defined by

$$
\mathbf{S}(u, v)=\frac{\sum_{i=0}^{m} \sum_{j=0}^{n} N_{i, p}(u) N_{j, q}(v) w_{i, j} \mathbf{P}_{i, j}}{\sum_{i=0}^{m} \sum_{j=0}^{n} N_{i, p}(u) N_{j, q}(v) w_{i, j}}
$$

where $N_{i, p}$ and $N_{j, q}$ are the B-Spline basis functions, $\mathbf{P}_{i, j}$ are control points, and the weight $w_{i, j}$ of $\mathbf{P}_{i, j}$ is the last ordinate of the homogeneous point $\mathbf{P}_{i, j}^{w}$. see also B-Spline, Bézier Curve, NURBS Curve

## Nyquist Frequency

In order to recover all FOURIER components of a periodic waveform, it is necessary to sample twice as fast as the highest waveform frequency $\nu$,

$$
f_{\mathrm{Nyquist}}=2 \nu
$$

The minimum sampling frequency is called the Nyquist frequency.
see also Fourier Series, Fourier Transform, Nyquist Sampling, Oversampling, Sampling TheOREM

Nyquist Sampling
Sampling at the Nyquist Frequency.

## O

## Obelus

The symbol $\div$ used to indicate DIVISION. In typography, an obelus has a more general definition as any symbol, such as the dagger ( $\dagger$ ), used to indicate a footnote.
see also Division, Solidus

## Object

A mathematical structure (e.g., a Group, VECTOR Space, or Differentiable Manifold) in a CateGORY.
see also MORPHISM

## Oblate Spheroid



A "squashed" Spheroid for which the equatorial radius $a$ is greater than the polar radius $c$, so $a>c$. To first approximation, the shape assumed by a rotating fluid (including the Earth, which is "fluid" over astronomical time scales) is an oblate spheroid. The oblate spheroid can be specified parametrically by the usual Spheroid equations (for a Spheroid with $z$-Axis as the symmetry axis),

$$
\begin{align*}
x & =a \sin v \cos u  \tag{1}\\
y & =a \sin v \sin u  \tag{2}\\
z & =c \cos v \tag{3}
\end{align*}
$$

with $a>c, u \in[0,2 \pi)$, and $v \in[0, \pi]$. Its Cartesian equation is

$$
\begin{equation*}
\frac{x^{2}+y^{2}}{a^{2}}+\frac{z^{2}}{c^{2}}=1 \tag{4}
\end{equation*}
$$

The Ellipticity of an oblate spheroid is defined by

$$
\begin{equation*}
e \equiv \sqrt{\frac{a^{2}-c^{2}}{a^{2}}} \tag{5}
\end{equation*}
$$

so that

$$
\begin{equation*}
1-e^{2}=\frac{c^{2}}{a^{2}} \tag{6}
\end{equation*}
$$

Then the radial distance from the rotation axis is given by

$$
\begin{equation*}
r(\delta)=a\left(1+\frac{e^{2}}{1-e^{2}} \sin ^{2} \delta\right)^{-1 / 2} \tag{7}
\end{equation*}
$$

as a function of the Latitude $\delta$.
The Surface Area and Volume of an oblate spheroid are

$$
\begin{align*}
S & =2 \pi a^{2}+\pi \frac{c^{2}}{e} \ln \left(\frac{1+e}{1-e}\right)  \tag{8}\\
V & =\frac{4}{3} \pi a^{2} c \tag{9}
\end{align*}
$$

An oblate spheroid with its origin at a Focus has equation

$$
\begin{equation*}
r=\frac{a\left(1-e^{2}\right)}{1+e \cos \phi} . \tag{10}
\end{equation*}
$$

Define $k$ and expand up to Powers of $e^{6}$,

$$
\begin{align*}
k & \equiv e^{2}\left(1-e^{2}\right)^{-1}=e^{2}\left(1+e^{2}-2 e^{4}+6 e^{6}+\ldots\right) \\
& =e^{2}+e^{4}-2 e^{6}+\ldots  \tag{11}\\
k^{2} & =e^{4}+e^{6}+\ldots  \tag{12}\\
k^{3} & =e^{6}+\ldots \tag{13}
\end{align*}
$$

Expanding $r$ in Powers of Ellipticity to $e^{6}$ therefore yields

$$
\begin{align*}
\frac{r}{a}=1-\frac{1}{2}( & \left(e^{2}+e^{4}-2 e^{4}+6 e^{6}\right) \sin ^{2} \delta \\
& +\frac{3}{4}\left(e^{4}+e^{6}\right) \sin ^{4} \delta-\frac{15}{8} e^{6} \sin ^{6} \delta+\ldots \tag{14}
\end{align*}
$$

In terms of Legendre Polynomials,

$$
\begin{align*}
\frac{r}{a}= & \left(1-\frac{1}{6} e^{2}-\frac{11}{20} e^{4}-\frac{103}{1680} e^{6}\right) \\
& +\left(-\frac{1}{3} e^{2}-\frac{5}{42} e^{4}-\frac{3}{56} e^{6}\right) P_{2} \\
& +\left(\frac{3}{35} e^{4}+\frac{57}{770} e^{6}\right) P_{4}-\frac{5}{231} e^{6} P_{6}+\ldots \tag{15}
\end{align*}
$$

The Ellipticity may also be expressed in terms of the Oblateness (also called Flattening), denoted $\epsilon$ or $f$.

$$
\begin{equation*}
\epsilon \equiv \frac{a-c}{a} \tag{16}
\end{equation*}
$$

$$
\begin{gather*}
c=a(1-\epsilon)  \tag{17}\\
c^{2}=a^{2}(1-\epsilon)^{2}  \tag{18}\\
(1-\epsilon)^{2}=1-e^{2} \tag{19}
\end{gather*}
$$

so

$$
\begin{equation*}
\epsilon=1-\sqrt{1-e^{2}} \tag{20}
\end{equation*}
$$

and

$$
\begin{gather*}
e^{2}=1-(1-\epsilon)^{2}=1-\left(1-2 \epsilon+\epsilon^{2}\right)=2 \epsilon-\epsilon^{2}  \tag{21}\\
r=a\left[1+\frac{2 \epsilon-\epsilon^{2}}{(1-\epsilon)^{2}} \sin ^{2} \delta\right]^{-1 / 2} \tag{22}
\end{gather*}
$$

Define $k$ and expand up to Powers of $\epsilon^{6}$

$$
\begin{align*}
k & \equiv(2 \epsilon-\epsilon)(1-\epsilon)^{-2}=\left(2 \epsilon-\epsilon^{2}\right)\left(1+2 \epsilon-6 \epsilon^{2}+\ldots\right) \\
& =2 \epsilon+4 \epsilon^{4}-12 \epsilon^{3}-\epsilon^{2}-2 \epsilon^{3}+\ldots \\
& =2 \epsilon+3 \epsilon^{2}-14 \epsilon^{3}+\ldots  \tag{23}\\
k^{2} & =4 \epsilon^{2}+6 \epsilon^{3}+\ldots  \tag{24}\\
k^{3} & =8 \epsilon^{3}+\ldots \tag{25}
\end{align*}
$$

Expanding $r$ in Powers of the Oblateness to $\epsilon^{3}$ yields

$$
\begin{align*}
\frac{r}{a}=1-\frac{1}{2} & \left(2 \epsilon+3 \epsilon^{2}-14 \epsilon^{3}\right) \sin ^{2} \delta \\
& +\frac{3}{4}\left(4 \epsilon^{2}+6 \epsilon^{3}\right) \sin ^{4} \delta+8 \epsilon^{3} \sin ^{6} \delta+\ldots \tag{26}
\end{align*}
$$

In terms of Legendre Polynomials,

$$
\begin{align*}
\frac{r}{a}= & \left(1-\frac{1}{3} \epsilon-\frac{2}{5} \epsilon^{2}-\frac{13}{105} \epsilon^{3}\right)+\left(-\frac{2}{3} \epsilon-\frac{1}{7} \epsilon^{2}-\frac{1}{21} \epsilon^{3}\right) P_{2} \\
& +\left(\frac{12}{35} \epsilon^{2}-\frac{96}{385} \epsilon^{3}\right) P_{4}-\frac{40}{231} \epsilon^{3} P_{6}+\ldots \tag{27}
\end{align*}
$$

To find the projection of an oblate spheroid onto a Plane, set up a coordinate system such that the $z$-AXIS is towards the observer, and the $x$-axis is in the Plane of the page. The equation for an oblate spheroid is

$$
\begin{equation*}
r(\theta)=a\left[1+\frac{2 \epsilon-\epsilon^{2}}{(1-\epsilon)^{2}} \cos ^{2} \theta\right]^{-1 / 2} \tag{28}
\end{equation*}
$$

Define

$$
\begin{equation*}
k \equiv \frac{2 \epsilon-\epsilon^{2}}{(1-\epsilon)^{2}} \tag{29}
\end{equation*}
$$

and $x \equiv \sin \theta$. Then

$$
\begin{equation*}
r(\theta)=a\left[1+k\left(1-x^{2}\right)\right]^{-1 / 2}=a\left(1+k-k x^{2}\right)^{-1 / 2} \tag{30}
\end{equation*}
$$

Now rotate that spheroid about the $x$-axis by an Angle $B$ so that the new symmetry axes for the spheroid are $x^{\prime} \equiv x, y^{\prime}$, and $z^{\prime}$. The projected height of a point in the $x=0$ Plane on the $y$-axis is

$$
\begin{align*}
y & =r(\theta) \cos (\theta-B)=r(\theta)(\cos \theta \cos B-\sin \theta \sin B) \\
& =r(\theta)\left(\sqrt{1-x^{2}} \cos B+x \sin B\right) \tag{31}
\end{align*}
$$

To find the highest projected point,

$$
\begin{equation*}
\frac{d y}{d \theta}=\frac{a \sin (B-\theta)}{\left(1+k \cos ^{2} \theta\right)^{1 / 2}}+a k \frac{\cos (B-\theta) \cos \theta \sin \theta}{\left(1+k \cos ^{2} \theta\right)^{3 / 2}}=0 \tag{32}
\end{equation*}
$$

Simplifying,

$$
\begin{equation*}
\tan (B-\theta)\left(1+k \cos ^{2} \theta\right)+k \cos \theta \sin \theta=0 \tag{33}
\end{equation*}
$$

But

$$
\begin{align*}
\tan (B-\theta) & =\frac{\tan B-\tan \theta}{1+\tan B \tan \theta}=\frac{\tan B-\frac{\sin \theta}{\sqrt{1-\sin ^{2} \theta}}}{1+\tan B \frac{\sin \theta}{\sqrt{1-\sin ^{2} \theta}}} \\
& =\frac{\sqrt{1-\sin ^{2} \theta} \tan B-\sin \theta}{\sqrt{1-\sin ^{2} \theta}+\tan B \sin \theta} \tag{34}
\end{align*}
$$

Plugging (34) into (33),

$$
\begin{equation*}
\frac{\sqrt{1-x^{2}} \tan B-x}{\sqrt{1-x^{2}}+x \tan B}\left[1+k\left(1-x^{2}\right)\right]+k x \sqrt{1-x^{2}}=0 \tag{35}
\end{equation*}
$$

and performing a number of algebraic simplifications

$$
\begin{align*}
& \begin{array}{l}
\left(\sqrt{1-x^{2}} \tan B-x\right)\left(1+k-k x^{2}\right) \\
\quad+k x \sqrt{1-x^{2}}\left(\sqrt{1-x^{2}}+x \tan B\right)=0
\end{array} \\
& {\left[(1+k) \sqrt{1-x^{2}} \tan B-k x^{2} \sqrt{1-x^{2}} \tan B\right.}  \tag{36}\\
& \left.-x-k x+k x^{3}\right]+\left[k x\left(1-x^{2}\right)+k x^{2} \sqrt{1-x^{2}} \tan B\right] \tag{37}
\end{align*}
$$

$(1+k) \tan B \sqrt{1-x^{2}}-k x\left(1-x^{2}\right)-x+k x\left(1-x^{2}\right)=0$

$$
\begin{gather*}
(1+k) \tan B \sqrt{1-x^{2}}=x  \tag{38}\\
(1+k)^{2} \tan ^{2} B\left(1-x^{2}\right)=x^{2}  \tag{39}\\
x^{2}\left[1+(1+k)^{2} \tan ^{2} B\right]=(1+k)^{2} \tan ^{2} B \tag{40}
\end{gather*}
$$

finally gives the expression for $x$ in terms of $B$ and $k$,

$$
\begin{equation*}
x^{2}=\frac{\tan ^{2} B(1+k)^{2}}{1+(1+k)^{2} \tan ^{2} B} \tag{42}
\end{equation*}
$$

Combine (30) and (31) and plug in for $x$,

$$
\begin{align*}
y & =a \frac{\sqrt{1-x^{2}} \cos B+x \sin B}{\sqrt{1+k-k x^{2}}} \\
& =a \frac{\cos B+(1+k) \frac{\sin ^{2} B}{\cos B}}{\sqrt{(1+k)\left[1+(1+k) \tan ^{2} B\right]}} \\
& =a \frac{\cos ^{2} B+(1+k) \sin ^{2} B}{\cos B \sqrt{(1+k)\left[1+(1+k) \tan ^{2} B\right]}} . \tag{43}
\end{align*}
$$

Now re-express $k$ in terms of $a$ and $c$, using $\epsilon \equiv 1-c / a$,

$$
\begin{align*}
k & \equiv \frac{(2-\epsilon) \epsilon}{(1-\epsilon)^{2}}=\frac{\left(1+\frac{c}{a}\right)\left(1-\frac{c}{a}\right)}{\left(\frac{c}{a}\right)^{2}} \\
& =\frac{1-\left(\frac{c}{a}\right)^{2}}{\left(\frac{c}{a}\right)^{2}}=\left(\frac{a}{c}\right)^{2}-1, \tag{44}
\end{align*}
$$

so

$$
\begin{equation*}
1+k=\left(\frac{a}{c}\right)^{2} \tag{45}
\end{equation*}
$$

Plug (44) and (45) into (43) to obtain the SEMIMINOR Axis of the projected oblate spheroid,

$$
\begin{align*}
c^{\prime} & =a \frac{\cos ^{2} B+\left(\frac{a}{c}\right)^{2} \sin ^{2} B}{\cos B \sqrt{\left(\frac{a}{c}\right)^{2}\left[1+\left(\frac{a}{c}\right)^{2} \tan ^{2} B\right]}} \\
& =a \frac{\cos ^{2} B+\left(\frac{a}{c}\right)^{2} \sin ^{2} B}{\frac{a}{c} \sqrt{\cos ^{2} B+\left(\frac{a}{c}\right)^{2} \sin ^{2} B}} \\
& =c \sqrt{\cos ^{2} B+\left(\frac{a}{c}\right)^{2} \sin ^{2} B}=\sqrt{c^{2} \cos ^{2} B+a^{2} \sin ^{2} B} \\
& =a \sqrt{(1-\epsilon)^{2} \cos ^{2} B+\sin ^{2} B} . \tag{46}
\end{align*}
$$

We wish to find the equation for a spheroid which has been rotated about the $x \equiv x^{\prime}$-axis by Angle $B$, then the $z$-axis by Angle $P$

$$
\begin{align*}
{\left[\begin{array}{l}
x^{\prime} \\
y^{\prime} \\
z^{\prime}
\end{array}\right] } & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos B & \sin B \\
0 & -\sin B & \cos B
\end{array}\right]\left[\begin{array}{ccc}
\cos P & 0 & \sin P \\
0 & 1 & 0 \\
-\sin P & 0 & \cos P
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\cos P & 0 & \sin P \\
-\sin B \sin P & \cos B & \sin B \cos P \\
-\cos B \sin P & -\sin B & \cos B \cos P
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right] . \tag{47}
\end{align*}
$$

Now, in the original coordinates $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, the spheroid is given by the equation

$$
\begin{equation*}
\frac{x^{\prime 2}}{a^{2}}+\frac{y^{\prime 2}}{c^{2}}+\frac{z^{\prime 2}}{a^{2}}=1 \tag{48}
\end{equation*}
$$

which becomes in the new coordinates,

$$
\begin{align*}
& \frac{(x \cos P+y \sin P)^{2}}{a^{2}} \\
& +\frac{(-x \sin B \sin P+z \cos B+y \sin B \cos P)^{2}}{a^{2}} \\
& +\frac{(-x \cos B \sin P-z \sin B+y \cos B \cos P)^{2}}{c^{2}}=1 \tag{49}
\end{align*}
$$

Collecting Coefficients,

$$
\begin{equation*}
A x^{2}+B y^{2}+C z^{2}+D x y+E x z+F y z=1 \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
A & \equiv \frac{\cos ^{2} P+\sin ^{2} B \sin ^{2} P}{a^{2}}+\frac{\cos ^{2} B \sin ^{2} P}{c^{2}}  \tag{51}\\
B & \equiv \frac{\sin ^{2} P+\sin ^{2} B \cos ^{2} P}{a^{2}}+\frac{\cos ^{2} B \cos ^{2} P}{c^{2}}  \tag{52}\\
C & \equiv \frac{\cos ^{2} B}{a^{2}}+\frac{\sin ^{2} B}{c^{2}}  \tag{53}\\
D & \equiv 2 \cos P \sin P\left(\frac{1-\sin ^{2} B}{a^{2}}-\frac{\cos ^{2} B}{c^{2}}\right) \\
& =2 \cos P \sin P \cos ^{2} B\left(\frac{1}{a^{2}}-\frac{1}{c^{2}}\right)  \tag{54}\\
E & \equiv 2 \sin B \cos B \sin P\left(\frac{1}{b^{2}}-\frac{1}{a^{2}}\right)  \tag{55}\\
F & \equiv 2 \sin B \cos B \cos P\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right) \tag{56}
\end{align*}
$$

If we are interested in computing $z$, the radial distance from the symmetry axis of the spheroid $(y)$ corresponding to a point

$$
\begin{align*}
& C z^{2}+(E x+F y) z+\left(A x^{2}+B y^{2}+D x y-1\right) \\
& =C z^{2}+G(x, y) z+H(x, y)=0 \tag{57}
\end{align*}
$$

where

$$
\begin{align*}
G(x, y) & \equiv E x+F y  \tag{58}\\
H(x, y) & \equiv A x^{2}+B y^{2}+D x y-1 \tag{59}
\end{align*}
$$

$z$ can now be computed using the quadratic equation when ( $x, y$ ) is given,

$$
\begin{equation*}
z=\frac{-G(x, y) \pm \sqrt{G^{2}(x, y)-4 C G(x, y)}}{2 C} \tag{60}
\end{equation*}
$$

If $P=0$, then we have $\sin P=0$ and $\cos P=1$, so (51) to (56) and (58) to (59) become

$$
\begin{align*}
A & \equiv \frac{1}{a^{2}}  \tag{61}\\
B & \equiv \frac{\sin ^{2} B}{a^{2}}+\frac{\cos ^{2} B}{b^{2}}  \tag{62}\\
C & \equiv \frac{\cos ^{2} B}{a^{2}}+\frac{\sin ^{2} B}{b^{2}}  \tag{63}\\
D & \equiv 0  \tag{64}\\
E & \equiv 0  \tag{65}\\
F & \equiv 2 \sin B \cos B\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right)  \tag{66}\\
G(x, y) & \equiv F y=2 y \sin B \cos B\left(\frac{1}{a^{2}}-\frac{1}{b^{2}}\right)  \tag{67}\\
H(x, y) & \equiv A x^{2}+B y^{2}-1 \\
& =\frac{x^{2}}{a^{2}}+y^{2}\left(\frac{\sin ^{2} B}{a^{2}}+\frac{\cos ^{2} B}{b^{2}}\right)-1 . \tag{68}
\end{align*}
$$

see also Darwin-de Sitter Spheroid, Ellipsoid, Oblate Spheroidal Coordinates, Prolate Spheroid, Sphere, Spheroid
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## Oblate Spheroid Geodesic

The Geodesic on an Oblate Spheroid can be computed analytically for a spheroid specified parametrically by

$$
\begin{align*}
& x=a \sin v \cos u  \tag{1}\\
& y=a \sin v \sin u  \tag{2}\\
& z=c \cos v \tag{3}
\end{align*}
$$

with $a>c$, although it is much more unwieldy than for a simple Sphere. Using the first Partial Derivatives

$$
\begin{array}{cc}
\frac{\partial x}{\partial u}=-a \sin v \sin u & \frac{\partial x}{\partial v}=a \cos v \cos u \\
\frac{\partial y}{\partial u}=a \sin v \cos u & \frac{\partial y}{\partial v}=a \cos v \sin u \\
\frac{\partial z}{\partial u}=0 & \frac{\partial z}{\partial v}=-c \sin v \tag{6}
\end{array}
$$

and second Partial Derivatives

$$
\begin{equation*}
\frac{\partial^{2} x}{\partial u^{2}}=-a \sin v \cos u \quad \frac{\partial^{2} x}{\partial v^{2}}=-a \sin v \cos u \tag{7}
\end{equation*}
$$

$$
\begin{array}{cc}
\frac{\partial^{2} y}{\partial u^{2}}=-a \sin v \sin u & \frac{\partial^{2} y}{\partial v^{2}}=-a \sin v \sin u \\
\frac{\partial^{2} z}{\partial u^{2}}=0 \quad & \frac{\partial^{2} z}{\partial v^{2}}=-z \cos v, \tag{9}
\end{array}
$$

gives the Geodesics functions as

$$
\begin{align*}
P & \equiv\left(\frac{\partial x}{\partial u}\right)^{2}+\left(\frac{\partial y}{\partial u}\right)^{2}+\left(\frac{\partial z}{\partial u}\right)^{2} \\
& =a^{2}\left(\sin ^{2} v \cos ^{2} u+\sin ^{2} v \sin ^{2} u\right) \\
& =a^{2} \sin ^{2} v  \tag{10}\\
Q & \equiv \frac{\partial x}{\partial u} \frac{\partial x}{\partial v}+\frac{\partial y}{\partial u} \frac{\partial y}{\partial v}+\frac{\partial z}{\partial u} \frac{\partial z}{\partial v}=0  \tag{11}\\
R & \equiv\left(\frac{\partial x}{\partial v}\right)^{2}+\left(\frac{\partial y}{\partial v}\right)^{2}+\left(\frac{\partial z}{\partial v}\right)^{2} \\
& =a^{2}+\left(c^{2}-a^{2}\right) \sin ^{2} v=a^{2}\left(1-e^{2} \sin ^{2} v\right) . \tag{12}
\end{align*}
$$

Since $Q=0$ and $P$ and $R$ are explicit functions of $v$ only, we can use the special form of the GEODESIC equation.

$$
\begin{align*}
u & =\int \sqrt{\frac{R}{P^{2}-c_{1}^{2} P}} d v \\
& =\int \sqrt{\frac{a^{2}\left(1-e^{2} \sin ^{2} v\right)}{a^{4} \sin ^{4} v-c_{1}^{2} a^{2} \sin ^{2} v}} d v \\
& =c_{1} \int \sqrt{\frac{1-e^{2} \sin ^{2} v}{\left(\frac{a}{c_{1}}\right)^{2} \sin ^{2} v-1}} \frac{d v}{\sin v} . \tag{13}
\end{align*}
$$

Integrating gives

$$
\begin{equation*}
u=-c_{1} \frac{e^{2} F\left(\phi \left\lvert\, \frac{\left(d^{2}-1\right) e^{2}}{d^{2}-e^{2}}\right.\right)-b^{2} \Pi\left(d^{2}-1, \phi \left\lvert\, \frac{\left(d^{2}-1\right) e^{2}}{d^{2}-e^{2}}\right.\right)}{\sqrt{d^{2}-e^{2}}} \tag{14}
\end{equation*}
$$

where

$$
\begin{align*}
d & \equiv \frac{a}{c_{1}}  \tag{15}\\
\cos \phi & \equiv \frac{d \cos v}{\sqrt{d^{2}-1}} \tag{16}
\end{align*}
$$

$F(\phi \mid m)$ is an Elliptic Integral of the First Kind with Parameter $m$, and $\Pi(\phi \mid m, k)$ is an Elliptic Integral of the Third Kind.

Geodesics other than Meridians of an Oblate SpHEROID undulate between two parallels with latitudes equidistant from the equator. Using the Weierstraß Sigma Function and Weierstrab Zeta Function, the Geodesic on the Oblate Spheroid can be written as

$$
\begin{align*}
x+i y & =\kappa \frac{\sigma(a+u)}{\sigma(u) \sigma(a)} e^{u[\eta-\zeta(\omega+a)]}  \tag{17}\\
x-i y & =\kappa \frac{\sigma(a-u)}{\sigma(u) \sigma(a)} e^{-u[\eta-\zeta(\omega+a)]}  \tag{18}\\
z^{2} & =\lambda^{2} \frac{\sigma\left(\omega^{\prime \prime}+u\right) \sigma\left(\omega^{\prime \prime}-u\right)}{\sigma^{2}(u) \sigma^{2}(a)} \tag{19}
\end{align*}
$$

(Forsyth 1960, pp. 108-109; Halphen 1886-1891).
The equation of the GEODESIC can be put in the form

$$
\begin{equation*}
d \phi=\frac{\sqrt{1-e^{2} \sin ^{2} v} \sin a}{\sqrt{\sin ^{2} v-\sin ^{2} a} \sin v} d v \tag{20}
\end{equation*}
$$

where $a$ is the smallest value of $v$ on the curve. Furthermore, the difference in longitude between points of highest and next lowest latitude on the curve is

$$
\begin{equation*}
\pi-2 \frac{\sqrt{1-e^{2} \sin ^{2} a}}{\sin a} \int_{0}^{\kappa} \frac{\operatorname{dn} u-\operatorname{dn}^{2} u}{1+\cot ^{2} a \operatorname{sn}^{2} u} d u \tag{21}
\end{equation*}
$$

where the Modulus of the Elliptic Function is

$$
\begin{equation*}
k=\frac{e \cos a}{\sqrt{1-e^{2} \sin ^{2} a}} \tag{22}
\end{equation*}
$$

(Forsyth 1960, p. 446).
see also Ellipsoid Geodesic, Oblate Spheroid, Sphere Geodesic
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## Oblate Spheroidal Coordinates



A system of Curvilinear Coordinates in which two sets of coordinate surfaces are obtained by revolving the curves of the Elliptic Cylindrical CoordiNATES about the $y$-AXIS which is relabeled the $z$-AXIS. The third set of coordinates consists of planes passing through this axis.

$$
\begin{align*}
& x=a \cosh \xi \cos \eta \cos \phi  \tag{1}\\
& y=a \cosh \xi \cos \eta \sin \phi  \tag{2}\\
& z=a \sinh \xi \sin \eta, \tag{3}
\end{align*}
$$

## Oblate Spheroidal Coordinates

where $\xi \in[0, \infty), \eta \in[-\pi / 2, \pi / 2]$, and $\phi \in[0,2 \pi)$. Arfken (1970) uses ( $u, v, \varphi$ ) instead of $(\xi, \eta, \phi)$. The SCALE Factors are

$$
\begin{align*}
h_{\zeta} & =a \sqrt{\sinh ^{2} \xi+\sin ^{2} \eta}  \tag{4}\\
h_{\eta} & =a \sqrt{\sinh ^{2} \xi+\sin ^{2} \eta}  \tag{5}\\
h_{\phi} & =a \cosh \xi \cos \eta . \tag{6}
\end{align*}
$$

The Laplacian is

$$
\begin{gather*}
\begin{array}{c}
\nabla^{2} f=\frac{1}{a^{3}\left(\sinh ^{2} \xi+\sin ^{2} \eta\right) \cosh \xi \cos \eta} \\
\times\left[\frac{\partial f}{\partial \xi}\left(a \cosh \xi \cos \eta \frac{\partial f}{\partial \xi}\right)\right. \\
\left.+\frac{\partial f}{\partial \eta}\left(a \cosh \xi \cos \eta \frac{\partial f}{\partial \eta}\right)+\frac{a^{2}\left(\sinh ^{2} \xi+\sin ^{2} \eta\right)}{a \cosh \xi \cos \eta} \frac{\partial^{2} f}{\partial \phi^{2}}\right] \\
=\frac{1}{a^{3}\left(\sinh ^{2} \xi+\sin ^{2} \eta\right) \cosh \xi \cos \eta}\left[a \sinh \xi \cos \eta \frac{\partial f}{\partial \xi}\right.
\end{array} \\
\quad a \cosh \xi \cos \eta \frac{\partial^{2} f}{\partial \xi^{2}}+a \sinh \xi \cos \eta \frac{\partial f}{\partial \eta} \\
=\frac{1}{a^{2}\left(\sinh ^{2} \xi+\sin ^{2} \eta\right)}\left[\frac{1}{\cosh \xi} \frac{\partial}{\partial \xi}\left(\cosh ^{2} \frac{\partial f}{\partial \xi}\right)\right. \\
\left.+\frac{1}{\cos ^{2} \eta} \frac{\partial}{\partial \eta}\left(\cos \eta \frac{\partial f}{\partial \eta}\right)\right]+\frac{1}{a^{2}\left(\cosh ^{2} \xi+\cos ^{2} \eta\right)} \frac{\partial^{2} f}{\partial \phi^{2}} \\
\\
=\frac{1}{\sin ^{2} \eta+\sinh ^{2} \xi}\left[\left(\operatorname{sech}{ }^{2} \xi \tan ^{2} \eta+\sec ^{2} \tanh ^{2} \xi\right) \frac{\partial^{2}}{\partial \phi^{2}}\right. \\
\left.\quad+\tanh ^{2} \frac{\partial}{\partial \xi}+\frac{\partial^{2}}{\partial \xi^{2}}-\tan ^{2} \eta \frac{\partial}{\eta}+\frac{\partial^{2}}{\eta^{2}}\right] .
\end{gather*}
$$

An alternate form useful for "two-center" problems is defined by

$$
\begin{align*}
\xi_{1} & =\sinh \xi  \tag{9}\\
\xi_{1}^{\prime} & =\cosh \xi  \tag{10}\\
\xi_{2} & =\cos \eta  \tag{11}\\
\xi_{3} & =\phi, \tag{12}
\end{align*}
$$

where $\xi_{1} \in[1, \infty], \xi_{2} \in[-1,1]$, and $\xi_{3} \in[0,2 \pi)$. In these coordinates,

$$
\begin{align*}
& y=a \xi_{1}^{\prime} \xi_{2} \sin \xi_{3}  \tag{13}\\
& z=a \sqrt{\left(\xi_{1}^{\prime 2}-1\right)\left(1-\xi_{2}{ }^{2}\right)}  \tag{14}\\
& x=a \xi_{1}^{\prime} \xi_{2} \cos \xi_{3} \tag{15}
\end{align*}
$$

(Abramowitz and Stegun 1972). The Scale Factors are

$$
\begin{align*}
& h_{\xi_{1}}=a \sqrt{\frac{\xi_{1}^{2}-\xi_{2}^{2}}{\xi_{1}^{2}-1}}  \tag{16}\\
& h_{\xi_{2}}=a \sqrt{\frac{\xi_{1}^{2}-\xi_{2}^{2}}{1-\xi_{2}^{2}}}  \tag{17}\\
& h_{\xi_{3}}=a \xi \eta \tag{18}
\end{align*}
$$

and the Laplacian is

$$
\begin{align*}
& \nabla^{2} f=\frac{1}{a^{2}}\left\{\frac{1}{\xi_{1}^{2}+\xi_{2}^{2}} \frac{\partial}{\partial \xi_{1}}\left[\left(\xi_{1}^{2}+1\right) \frac{\partial f}{\partial \xi_{1}}\right]\right. \\
&+\frac{1}{\xi_{1}^{2}+\xi_{2}^{2}} \frac{\partial}{\partial \xi_{2}}\left[\left(1-\xi_{2}^{2}\right) \frac{\partial f}{\partial \xi_{2}}\right] \\
&\left.+\frac{1}{\left(\xi_{1}^{2}+1\right)\left(1-\xi_{2}^{2}\right)} \frac{\partial^{2} f}{\partial \xi_{3}^{2}}\right\} \tag{19}
\end{align*}
$$

The Helmholtz Differential Equation is separable.
see also Helmholtz Differential EquationOblate Spheroidal Coordinates, Latitude, Longitude, Prolate Spheroidal Coordinates, Spherical Coordinates
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## Oblate Spheroidal Wave Function

The wave equation in Oblate Spheroidal CoordiNATES is

$$
\begin{align*}
& \nabla^{2} \Phi+k^{2} \Phi=\frac{\partial}{\partial \xi_{1}}\left[\left(\xi_{1}^{2}+1\right) \frac{\partial \Phi}{\partial \xi_{1}}\right] \\
&+\frac{\partial}{\partial \xi_{2}}\left[\left(1-\xi_{2}^{2}\right) \frac{\partial \Phi}{\partial \xi_{2}}\right]+ \frac{\xi_{1}^{2}+\xi_{2}^{2}}{\left(\xi_{1}^{2}+1\right)\left(1-x_{2}^{2}\right)} \frac{\partial^{2} \Phi}{\partial \phi^{2}} \\
&+c^{2}\left(\xi_{1}^{2}+\xi_{2}^{2}\right) \Phi=0 \tag{1}
\end{align*}
$$

where

$$
\begin{equation*}
c \equiv \frac{1}{2} a k \tag{2}
\end{equation*}
$$

Substitute in a trial solution

$$
\begin{equation*}
\Phi=R_{m n}\left(c, \xi_{1}\right) S_{m n}\left(c, \xi_{2}\right)_{\sin }^{\cos }(m \phi) \tag{3}
\end{equation*}
$$

The radial differential equation is

$$
\begin{align*}
\frac{d}{d \xi_{2}} & {\left[\left(1+\xi_{2}^{2}\right) \frac{d}{d \xi_{2}} S_{m n}\left(c, \xi_{2}\right)\right] } \\
& -\left(\lambda_{m n}-c^{2}{\xi_{2}}^{2}+\frac{m^{2}}{1+\xi_{2}^{2}}\right) R_{m n}\left(c, \xi_{2}\right)=0 \tag{4}
\end{align*}
$$

and the angular differential equation is

$$
\begin{align*}
& \frac{d}{d \xi_{2}}\left[\left(1-\xi_{2}{ }^{2}\right) \frac{d}{d \xi_{2}} S_{m n}\left(c, \xi_{2}\right)\right] \\
&-\left(\lambda_{m n}-c^{2}{\xi_{2}}^{2}+\frac{m^{2}}{1-\xi_{2}^{2}}\right) R_{m n}\left(c, \xi_{2}\right)=0 \tag{5}
\end{align*}
$$

(Abramowitz and Stegun 1972, pp. 753-755).
see also Prolate Spheroidal Wave Function
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## Oblateness

see Flattening

## Oblique Angle

An Angle which is not a Right Angle.

## Oblong Number

see Pronic Number

## Obstruction

Obstruction theory studies the extentability of MAPS using algebraic Gadgets. While the terminology rapidly becomes technical and convoluted (as Iyanaga and Kawada note, "It is extremely difficult to discuss higher obstructions in general since they involve many complexities"), the ideas associated with obstructions are very important in modern Algebraic Topology.
see also Algebraic Topology, Chern Class, Eilenberg-Mac Lane Space, Stiefel-Whitney Class

## References

Iyanaga, S. and Kawada, Y. (Eds.). "Obstructions." §300 in Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, pp. 948-950, 1980.

## Obtuse Angle

An Angle greater than $\pi / 2$ Radians ( $90^{\circ}$ ).
see also Acute Angle, Obtuse Triangle, Right Angle, Straight Angle

## Obtuse Triangle



An obtuse triangle is a Triangle in which one of the Angles is an Obtuse Angle. (Obviously, only a single Angle in a Triangle can be Obtuse or it wouldn't be a Triangle.) A triangle must be either obtuse, Acute, or Right.

A famous problem is to find the chance that three points picked randomly in a Plane are the Vertices of an obtuse triangle (Eisenberg and Sullivan 1996). Unfortunately, the solution of the problem depends on the procedure used to pick the "random" points (Portnoy 1994). In fact, it is impossible to pick random variables which are uniformly distributed in the plane (Eisenberg and Sullivan 1996). Guy (1993) gives a variety of solutions to the problem. Woolhouse (1886) solved the problem by picking uniformly distributed points in the unit DISK, and obtained

$$
\begin{equation*}
P_{2}=1-\left(\frac{4}{\pi^{2}}-\frac{1}{8}\right)=\frac{9}{8}-\frac{4}{\pi^{2}}=0.719715 \ldots \tag{1}
\end{equation*}
$$

The problem was generalized by Hall (1982) to $n$-D Ball Triangle Picking, and Buchta (1986) gave closed form evaluations for Hall's integrals.


Lewis Carroll (1893) posed and gave another solution to the problem as follows. Call the longest side of a Triangle $A B$, and call the Diameter $2 r$. Draw arcs from $A$ and $B$ of Radius $2 r$. Because the longest side of the Triangle is defined to be $A B$, the third Vertex of the Triangle must lie within the region $A B C A$. If the third Vertex lies within the Semicircle, the Triangle is an obtuse triangle. If the Vertex lies on the Semicircle (which will happen with probability 0), the Triangle is a Right Triangle. Otherwise, it is an Acute Triangle. The chance of obtaining an obtuse triangle is then the ratio of the Area of the Semicircle to that of $A B C A$. The Area of $A B C A$ is then twice the Area of a Sector minus the Area of the Triangle.

$$
\begin{equation*}
A_{\text {whole figure }}=2\left(\frac{4 \pi r^{2}}{6}\right)-\sqrt{3} r^{2}=r^{2}\left(\frac{4}{3} \pi-\sqrt{3}\right) \tag{2}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
P=\frac{\frac{1}{2} \pi r^{2}}{r^{2}\left(\frac{4}{3} \pi-\sqrt{3}\right)}=\frac{3 \pi}{8 \pi-6 \sqrt{3}}=0.63938 \ldots \tag{3}
\end{equation*}
$$

Let the VErtices of a triangle in $n$ - D be NORMAL (Gaussian) variates. The probability that a Gaussian triangle in $n$ - D is obtuse is

$$
\begin{align*}
P_{n} & =\frac{3 \Gamma(n)}{\Gamma^{2}\left(\frac{1}{2} n\right)} \int_{0}^{1 / 3} \frac{x^{(n-2) / 2}}{(1+x)^{n}} d x \\
& =\frac{3 \Gamma(n)}{\Gamma^{2}\left(\frac{1}{2} n\right) 2^{n-1}} \int_{0}^{\pi / 3} \sin ^{n-1} \theta d \theta \\
& =\frac{6 \Gamma(n)_{2} F_{1}\left(\frac{1}{2} n, n, 1+\frac{1}{2} n ;-\frac{1}{3}\right)}{3^{n / 2} n \Gamma^{2}\left(\frac{1}{2} n\right)}, \tag{4}
\end{align*}
$$

where $\Gamma(n)$ is the Gamma Function and ${ }_{2} F_{1}(a, b ; c ; x)$ is the Hypergeometric Function. For Even $n \equiv 2 k$,

$$
\begin{equation*}
P_{2 k}=3 \sum_{j=k}^{2 k-1}\binom{2 k-1}{j}\left(\frac{1}{4}\right)^{j}\left(\frac{3}{4}\right)^{2 k-1-j} \tag{5}
\end{equation*}
$$

(Eisenberg and Sullivan 1996). The first few cases are explicitly

$$
\begin{align*}
& P_{2}=\frac{3}{4}=0.75  \tag{6}\\
& P_{3}=1-\frac{3 \sqrt{3}}{4 \pi}=0.586503 \ldots  \tag{7}\\
& P_{4}=\frac{15}{32}=0.46875 \ldots  \tag{8}\\
& P_{5}=1-\frac{9 \sqrt{3}}{8 \pi}=0.379755 \ldots \tag{9}
\end{align*}
$$

see also Acute Angle, Acute Triangle, Ball Triangle Picking, Obtuse Angle, Right Triangle, Triangle
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## Ochoa Curve

The Elliptic Curve

$$
3 Y^{2}=2 X^{3}+386 X^{2}+256 X-58195
$$

given in Weierstraß form as

$$
y^{2}=x^{3}-440067 x+106074110
$$

The complete set of solutions to this equation consists of $(x, y)=(-761,504),(-745,4520),(-557$, $13356),(-446,14616),(-17,10656),(91,8172)$, (227, 4228), (247, 3528), (271, 2592), (455, 200), (499, 3276), (523, 4356), (530, 4660), (599, 7576), (751, 14112), (1003, 25956), (1862, 75778), (3511, 204552), (5287, 381528), (23527, 3607272), (64507, 16382772), (100102, 31670478), and (1657891, 2134685628) (Stroeker and de Weger 1994).
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Guy, R. K. "The Ochoa Curve." Crux Math. 16, 65-69, 1990.

Ochoa Melida, J. "La ecuacion diofántica $b_{0} y^{3}-b_{1} y^{2}+b_{2} y-$ $b_{3}=z^{2} . "$ Gaceta Math. 139-141, 1978.
Stroeker, R. J. and de Weger, B. M. M. "On Elliptic Diophantine Equations that Defy Thue's Method: The Case of the Ochoa Curve." Experiment. Math. 3, 209-220, 1994.

## Octacontagon

An 80-sided Polygon.

## Octadecagon



An 18 -sided Polygon, sometimes also called an OcTAKAIDECAGON.
see also Polygon, Regular Polygon, Trigonometry Values- $\pi / 18$

## Octagon



The regular 8 -sided Polygon. The Inradius $r$, Circumradius $R$, and Area $A$ can be computed directly from the formulas for a general regular Polygon with side length $s$ and $n=8$ sides,

$$
\begin{align*}
r & =\frac{1}{2} s \cot \left(\frac{\pi}{8}\right)=\frac{1}{2}(1+\sqrt{2}) s  \tag{1}\\
R & =\frac{1}{2} s \csc \left(\frac{\pi}{8}\right)=\frac{1}{2} \sqrt{4+2 \sqrt{2}} s  \tag{2}\\
A & =\frac{1}{4} n s^{2} \cot \left(\frac{\pi}{8}\right)=2(1+\sqrt{2}) s^{2} \tag{3}
\end{align*}
$$

see also Octahedron, Polygon, Regular Polygon, Trigonometry Values - $\pi / 8$

## Octagonal Number



A Polygonal Number of the form $n(3 n-2)$. The first few are $1,8,21,40,65,96,133,176, \ldots$ (Sloane's A000567). The Generating Function for the octagonal numbers is

$$
\frac{x(5 x+1)}{(1-x)^{3}}=x+8 x^{2}+21 x^{3}+40 x^{4}+\ldots
$$

References
Sloane, N. J. A. Sequence A000567/M4493 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Octagram



The Star Polygon $\{8,3\}$.

## Octahedral Graph



The Polyhedral Graph having the topology of the Octahedron.
see also Cubical Graph, Dodecahedral Graph, Icosahedral Graph, Octahedron, Tetrahedral Graph

## Octahedral Group

The Point Group of symmetries of the Octahedron, denoted $O_{h}$. It is also the symmetry group of the Cube, Cuboctahedron, and Truncated Octahedron. It has symmetry operations $E, 8 C_{3}, 6 C_{4}, 6 C_{2}, 3 C_{2}=C_{4}^{2}$, $i, 6 S_{4}, 8 S_{6}, 3 \sigma_{h}$, and $6 \sigma_{4}$ (Cotton 1990).
see also CUBE, Cuboctahedron, Icosahedral Group, Octahedron, Point Groups, Tetrahedral Group, Truncated Octahedron

## References
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## Octahedral Number

A Figurate Number which is the sum of two consecutive Pyramidal Numbers,

$$
O_{n}=P_{n-1}+P_{n}=\frac{1}{3} n\left(2 n^{2}+1\right)
$$

The first few are $1,6,19,44,85,146,231,344,489,670$, 891, 1156, ... (Sloane's A005900). The Generating Function for the octahedral numbers is

$$
\frac{x(x+1)^{2}}{(x-1)^{4}}=x+6 x^{2}+19 x^{3}+44 x^{4}+\ldots
$$

see also Truncated Octahedral Number

References
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## Octahedron



A Platonic Solid ( $P_{3}$ ) with six Vertices, 12 Edges, and eight equivalent Equilateral Triangular faces ( $8\{3\}$ ), given by the Schläfli Symbol $\{3,4\}$. It is also Uniform Polyhedron $U_{5}$ with the Wythoff Symbol $4 \mid 23$. Its Dual Polyhedron is the Cube. Like the Cube, it has the $O_{h}$ Octahedral Group of symmetries. The octahedron can be Stellated to give the Stella Octangula.


The solid bounded by the two Tetrahedra of the Stella Octangula (left figure) is an octahedron (right figure; Ball and Coxeter 1987).


In one orientation (left figure), the Vertices are given by $( \pm 1,0,0),(0, \pm 1,0),(0,0, \pm 1)$. In another orientation (right figure), the vertices are $( \pm 1, \pm 1,0)$ and $(0,0, \pm \sqrt{3})$. In the latter, the constituent Triangles are specified by

$$
\begin{aligned}
& T_{1}=\{(-1,-1,0),(1,-1,0),(0,0, \sqrt{3})\} \\
& T_{2}=\{(-1,-1,0),(1,-1,0),(0,0,-\sqrt{3})\} \\
& T_{3}=\{(-1,1,0),(1,1,0),(0,0, \sqrt{3})\} \\
& T_{1}=\{(-1,1,0),(1,1,0),(0,0,-\sqrt{3})\} \\
& T_{5}=\{(1,-1,0),(1,1,0),(0,0, \sqrt{3})\} \\
& T_{6}=\{(-1,-1,0),(-1,1,0),(0,0, \sqrt{3})\} \\
& T_{7}=\{(1,-1,0),(1,1,0),(0,0,-\sqrt{3})\} \\
& T_{8}=\{(-1,-1,0),(-1,1,0),(0,0,-\sqrt{3})\}
\end{aligned}
$$

The face planes are $\pm x \pm y \pm z=1$, so a solid octahedron is given by the equation

$$
\begin{equation*}
|x|+|y|+|z| \leq 1 \tag{1}
\end{equation*}
$$



A plane Perpendicular to a $C_{3}$ axis of an octahedron cuts the solid in a regular Hexagonal Cross-Section (Holden 1991, pp. 22-23). Since there are four such axes, there are four possibly Hexagonal Cross-Sections. Faceted forms are the Cuboctatruncated Cuboctahedron and Tetrahemihexahedron.

Let an octahedron be length $a$ on a side. The height of the top Vertex from the square plane is also the Circumradius

$$
\begin{equation*}
R=\sqrt{a^{2}-d^{2}} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
d=\frac{1}{2} \sqrt{2} a \tag{3}
\end{equation*}
$$

is the diagonal length, so

$$
\begin{equation*}
R=\sqrt{a^{2}-\frac{1}{2} a^{2}}=\frac{1}{2} \sqrt{2} a \approx 0.70710 a \tag{4}
\end{equation*}
$$



Now compute the Inradius.

$$
\begin{align*}
& \ell=\frac{1}{2} \sqrt{3} a  \tag{5}\\
& b=\frac{1}{2} a  \tag{6}\\
& s=\frac{1}{2} a \tan 30^{\circ}=\frac{a}{2 \sqrt{3}}, \tag{7}
\end{align*}
$$

so

$$
\begin{equation*}
\frac{s}{\ell}=\frac{1}{2 \sqrt{3}} \frac{2}{\sqrt{3}}=\frac{1}{3} . \tag{8}
\end{equation*}
$$

Now use similar Triangles to obtain

$$
\begin{align*}
b^{\prime} & =\frac{s}{\ell} b=\frac{1}{6} a  \tag{9}\\
z^{\prime} & =\frac{s}{\ell} z=\frac{a}{3 \sqrt{2}}  \tag{10}\\
x & =b-b^{\prime}=\frac{1}{2} a-\frac{1}{6} a=\frac{1}{3} a \tag{11}
\end{align*}
$$

so the Inradius is

$$
\begin{equation*}
r=\sqrt{x^{2}+z^{\prime 2}}=a \sqrt{\frac{1}{9}+\frac{1}{18}}=\frac{1}{6} \sqrt{6} a \approx 0.40824 a \tag{12}
\end{equation*}
$$

The Interradius is

$$
\begin{equation*}
\rho=\frac{1}{2} a=0.5 a \tag{13}
\end{equation*}
$$

The Area of one face is the Area of an Equilateral Triangle

$$
\begin{equation*}
A=\frac{1}{4} \sqrt{3} a^{2} \tag{14}
\end{equation*}
$$

The volume is two times the volume of a square-base pyramid,

$$
\begin{equation*}
V=2\left(\frac{1}{3} a^{2} R\right)=2\left(\frac{1}{3}\right)\left(a^{2}\right)\left(\frac{1}{2} \sqrt{2} a\right)=\frac{1}{3} \sqrt{2} a^{3} \tag{15}
\end{equation*}
$$

The Dihedral Angle is

$$
\begin{equation*}
\alpha=\cos ^{-1}\left(-\frac{1}{3}\right) \approx 70.528779^{\circ} \tag{16}
\end{equation*}
$$

see also Octahedral Graph, Octahedral Group, Octahedron 5-Compound, Stella Octangula, Truncated Octahedron
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## Octahedron 5-Compound



A Polyhedron Compound composed of five Octahedra occupying the VERTICES of an Icosahedron. The 30 Vertices of the compound form an Icosidodecahedron (Ball and Coxeter 1987).
see also Icosidodecahedron, Octahedron, Polyhedron Compound
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## Octahemioctacron

The Dual Polyhedron of the OctahemioctaheDron.

## Octahemioctahedron



The Uniform Polyhedron $U_{3}$, also called the Octatetrahedron, whose Dual Polyhedron is the Octahemioctacron. It has Wythoff Symbol $\left.\frac{3}{2} 3 \right\rvert\, 3$. Its faces are $8\{3\}+4\{6\}$. It is a Faceted Cuboctahedron. For unit edge length, its Circumradius is

$$
R=1
$$

## References

Wenninger, M. J. Polyhedron Models. Cambridge, England: Cambridge University Press, p. 103, 1989.

## Octakaidecagon

see Octadecagon

## Octal

The base 8 notational system for representing Real Numbers. The digits used are $0,1,2,3,4,5,6$, and 7 , so that $8_{10}$ ( 8 in base 10 ) is represented as $10_{8}$ ( $10=1 \cdot 8^{1}+0 \cdot 8^{0}$ ) in base 8 .
see also Base (Number), Binary, Decimal, Hexadecimal, Quaternary, Ternary
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## Octant



One of the eight regions of Space defined by the eight possible combinations of Signs $( \pm, \pm, \pm)$ for $x, y$, and $z$.
see also QUADRANT

## Octatetrahedron

see Octahemioctahedron

## Octic Surface

An Algebraic Surface of degree eight. The maximum number of Ordinary Double Points known to exist on an octic surface is 168 (the Endrass Octics), although the rigorous upper bound is 174 .
see also Algebraic Surface, Endrass Octic

## Octillion

In the American system, $10^{27}$.
see also LARGE Number

## Octodecillion

In the American system, $10^{57}$.
see also Large Number

## Octonion

see Cayley Number

## Odd Function

An odd function is a function for which $f(x)=-f(-x)$. An Even Function times an odd function is odd.

## Odd Number

An Integer of the form $N=2 n+1$, where $n$ is an Integer. The odd numbers are therefore ..., $-3,-1$, $1,3,5,7, \ldots$ (Sloane's A005408), which are also the Gnomic Numbers. The Generating Function for the odd numbers is

$$
\frac{x(1+x)}{(x-1)^{2}}=x+3 x^{2}+5 x^{3}+7 x^{4}+\ldots
$$

Since the odd numbers leave a remainder of 1 when divided by two, $N \equiv 1(\bmod 2)$ for odd $N$. Integers which are not odd are called Even.
see also Even Number, Gnomic Number, Nicomachus's Theorem, Odd Number Theorem, Odd Prime

## References
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## Odd Number Theorem

The sum of the first $n$ Odd Numbers is a Square NumBER:

$$
\begin{aligned}
\sum_{k=1}^{n}(2 k-1) & =2 \sum_{k=1}^{n} k-\sum_{k=1}^{n} 1=2\left[\frac{n(n+1)}{2}\right]-n \\
& =n(n+1)-n=n^{2} .
\end{aligned}
$$

see also Nicomachus's Theorem

## Odd Order Theorem

see Feit-Thompson Theorem

## Odd Prime

Any Prime Number other than 2 (which is the only Even Prime).
see also Prime Number

## Odd Sequence

A Sequence of $n 0 \mathrm{~s}$ and 1 s is called an odd sequence if each of the $n$ Sums $\sum_{i=1}^{n-k} a_{i} a_{i+k}$ for $k=0,1, \ldots, n-1$.

## References

Guy, R. K. "Odd Sequences." §E38 in Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, pp. $238-239,1994$.

## Odds

Betting odds are written in the form $r: s$ (" $r$ to $s$ ") and correspond to the probability of winning $P=s /(r+s)$. Therefore, given a probability $P$, the odds of winning are $(1 / P)-1: 1$.
see also Fraction, Ratio, Rational Number
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## ODE

see Ordinary Differential Equation

## Offset Rings

see Surface of Revolution

## Ogive

Any cumulative frequency curve.
see also Histogram

## References

Kenney, J. F. and Keeping, E. S. "Ogive Curves." §2.7 in Mathematics of Statistics, Pt. 1, 3rd ed. Princeton, NJ: Van Nostrand, pp. 29-31, 1962.

## Oldknow Points

The Perspective Centers of a triangle and the Tangential Triangles of its inner and outer Soddy CirCLES, given by

$$
\begin{aligned}
O l & =I+2 G e \\
O l^{\prime} & =I-2 G e
\end{aligned}
$$

where $I$ is the Incenter and $G e$ is the Gergonne Point.
see also Gergonne Point, Incenter, Perspective Center, Soddy Circles, Tangential Triangle

## References
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## Omega Constant

$$
\begin{equation*}
W(1) \equiv 0.5671432904 \ldots \tag{1}
\end{equation*}
$$

where $W(x)$ is Lambert's $W$-Function. It is available in Mathematica ${ }^{\circledR}$ (Wolfram Research, Champaign, IL) using the function ProductLog[1]. $W(1)$ can be considered a sort of "Golden Ratio" for exponentials since

$$
\begin{equation*}
\exp [-W(1)]=W(1) \tag{2}
\end{equation*}
$$

giving

$$
\begin{equation*}
\ln \left[\frac{1}{W(1)}\right]=W(1) \tag{3}
\end{equation*}
$$

see also Golden Ratio, Lambert's $W$-Function
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## Omega Function

see Lambert's $W$-Function

## Omino

see Polyomino

## Omnific Integer

The appropriate notion of Integer for Surreal NumBERS.

## O'Nan Group

The Sporadic Group $O^{\prime} N$.
References
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## Onduloid

see Unduloid

## One

see 1

## One-Form

A linear, real-valued Function of Vectors such that $\omega^{1}(\mathbf{v}) \mapsto \mathbb{R}$. Vectors and one-forms are Dual to each other because Vectors are Contravariant ("Kets":
$|\psi\rangle$ ) and one-forms are Covariant Vectors ("Bras": $\langle\phi|)$, so

$$
\omega^{1}(\mathbf{v}) \equiv \mathbf{v}\left(\omega^{1}\right) \equiv\left\langle\omega^{1}, \mathbf{v}\right\rangle=\langle\phi \mid \psi\rangle .
$$

The operation of applying the one-form to a Vector $\omega^{1}(\mathbf{v})$ is called Contraction.
see also Angle Bracket, Bra, Differential $k$ Form, Ket

## One-Mouth Theorem

Except for convex polygons, every Simple Polygon has at least one Mouth.
see also Mouth, Principal Vertex, Two-Ears TheOREM

References
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## One-Ninth Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

Let $\lambda_{m, n}$ be Chebyshev Constants. Schönhage (1973) proved that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(\lambda_{0, n}\right)^{1 / n}=\frac{1}{3} . \tag{1}
\end{equation*}
$$

It was conjectured that

$$
\begin{equation*}
\Lambda \equiv \lim _{n \rightarrow \infty}\left(\lambda_{n, n}\right)^{1 / n}=\frac{1}{9} . \tag{2}
\end{equation*}
$$

Carpenter et al. (1984) obtained

$$
\begin{equation*}
\Lambda=0.1076539192 \ldots \tag{3}
\end{equation*}
$$

numerically. Gonchar and Rakhmanov (1980) showed that the limit exists and disproved the $1 / 9$ conjecture, showing that $\Lambda$ is given by

$$
\begin{equation*}
\Lambda=\exp \left[-\frac{\pi K\left(\sqrt{1-c^{2}}\right)}{K(c)}\right], \tag{4}
\end{equation*}
$$

where $K$ is the complete Elliptic Integral of the First Kind, and $c=0.9089085575485414 \ldots$ is the PARAMETER which solves

$$
\begin{equation*}
K(k)=2 E(k), \tag{5}
\end{equation*}
$$

and $E$ is the complete Elliptic Integral of the Second Kind. This gives the value for $\Lambda$ computed by Carpenter et al. (1984) $\Lambda$ is also given by the unique Positive Root of

$$
\begin{equation*}
f(z)=\frac{1}{8}, \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z) \equiv \sum_{j=1}^{\infty} a_{j} z^{j} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{j}=\left|\sum_{d \mid j}(-1)^{d} d\right| \tag{8}
\end{equation*}
$$

(Gonchar and Rakhmanov 1980). $a_{j}$ may also be computed by writing $j$ as

$$
\begin{equation*}
j=2^{m} p_{1}{ }^{m_{1}} p_{2}{ }^{m_{2}} \cdots p_{k}{ }^{m_{k}}, \tag{9}
\end{equation*}
$$

where $m \geq 0$ and $m_{i} \geq 1$, then

$$
\begin{equation*}
a_{j}=\left|2^{m+1}-3\right| \frac{p_{1}^{m_{1}+1}-1}{p_{1}-1} \frac{p_{2}{ }^{m_{2}+1}-1}{p_{2}-1} \ldots \frac{p_{k}{ }^{m_{k}+1}-1}{p_{k}-1} \tag{10}
\end{equation*}
$$

(Gonchar 1990). Yet another equation for $\Lambda$ is due to Magnus (1986). $\Lambda$ is the unique solution with $x \in(0,1)$ of

$$
\begin{equation*}
\sum_{k=0}^{\infty}(2 k+1)^{2}(-x)^{k(k+1) / 2}=0 \tag{11}
\end{equation*}
$$

an equation which had been studied and whose root had been computed by Halphen (1886). It has therefore been suggested (Varga 1990) that the constant be called the Halphen Constant. $1 / \Lambda$ is sometimes called Varga's Constant.
see also Chebyshev Constants, Halphen Constant, Varga's Constant
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## One-to-One

Let $f$ be a Function defined on a Set $S$ and taking values in a set $T$. Then $f$ is said to be one-to-one (a.k.a. an InJection or Embedding) if, whenever $f(x)=f(y)$, it must be the case that $x=y$. In other words, $f$ is one-to-one if it MAPS distinct objects to distinct objects.

If the function is a linear Operator which assigns a unique Map to each value in a Vector Space, it is called one-to-one. Specifically, given a Vector Space $\mathbb{V}$ with $\mathbf{X}, \mathbf{Y} \in \mathbb{V}$, then a Transformation $T$ defined on $\mathbb{V}$ is one-to-one if $T(\mathbf{X}) \neq T(\mathbf{Y})$ for all $\mathbf{X} \neq \mathbf{Y}$.
see also Bijection, Onto

## One-Way Function

Consider straight-line algorithms over a Finite Field with $q$ elements. Then the $\epsilon$-straight line complexity $C_{\epsilon}(\phi)$ of a function $\phi$ is defined as the length of the shortest straight-line algorithm which computes a function $f$ such that $f(x)=x$ is satisfied for at least $(1-\epsilon) q$ elements of $F$. A function $\phi$ is straight-line "one way" of range $0 \leq \delta \leq 1$ if $\phi$ satisfies the properties:

1. There exists an infinite set $S$ of finite fields such that $\phi$ is defined in every $F \in S$ and $\epsilon$ is One-to-One in every $F \in S$.
2. For every $\epsilon$ such that $0 \leq \epsilon \leq \delta, C_{\epsilon}\left(\phi^{-1}\right)$ tends to infinity as the cardinality $q$ of $F$ approaches infinity.
3. For every $\epsilon$ such that $0 \leq \epsilon \leq \delta$, the "work function" $\eta$ satisfies

$$
\eta \equiv \liminf _{q \rightarrow \infty} \eta \equiv \liminf _{q \rightarrow \infty} \frac{\ln C \epsilon\left(\phi^{-1}\right)-\ln C \epsilon(\phi)}{\ln C \epsilon(\phi)}>1
$$

It is not known if there is a one-way function with work factor $\eta>(\ln q)^{3}$.
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## Only Critical Point in Town Test



If there is only one Critical Point at an Extremum, the Critical Point must be the Extremum for functions of one variable. There are exceptions for two variables, but none of degree $\leq 4$. Such exceptions include

$$
\begin{gathered}
z=3 x e^{y}-x^{3}-e^{3 y} \\
z=x^{2}(1+y)^{3}+y^{2} \\
z= \begin{cases}\frac{x y\left(x^{2}-y^{2}\right)}{x^{2}+y^{2}} & \text { for }(x, y) \neq(0,0) \\
0 & \text { for }(x, y)=(0,0)\end{cases}
\end{gathered}
$$

(Wagon 1991). This latter function has discontinuous $z_{x y}$ and $z_{y x}$, and $z_{y x}(0,0)=1$ and $z_{x y}(0,0)=1$.
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## Onto

Let $f$ be a Function defined on a Set $S$ and taking values in a set $T$. Then $f$ is said to be onto (a.k.a. a SURJECTION) if, for any $t \in T$, there exists an $s \in S$ for which $t=f(s)$.

Let the function be an Operator which Maps points in the Domain to every point in the Range and let $\mathbb{V}$ be a Vector Space with $\mathbf{X}, \mathbf{Y} \in \mathbb{V}$. Then a TransFORMATION $T$ defined on $\mathbb{V}$ is onto if there is an $\mathbf{X} \in \mathbb{V}$ such that $T(\mathbf{X})=\mathbf{Y}$ for all $\mathbf{Y}$.
see also Bijection, One-to-One

## Open Disk

An $n$-D open disk of RADIUS $r$ is the collection of points of distance less than $r$ from a fixed point in Euclidean $n$-space.
see also Closed Disk, Disk

## Open Interval

An Interval which does not include its Limit Points, denoted $(a, b)$.
see also Closed Interval, Half-Closed Interval

## Open Map

A Map which sends Open Sets to Open Sets.
see also Open Mapping Theorem

## Open Mapping Theorem

There are several flavors of this theorem.

1. A continuous surjective linear mapping between BAnach Spaces is an Open Map.
2. A nonconstant Analytic Function on a Domain $D$ is an Open Map.
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## Open Set

A Set is open if every point in the set has a NeighborHOOD lying in the set. An open set of RadiUS $r$ and center $\mathbf{x}_{0}$ is the set of all points $\mathbf{x}$ such that $\left|\mathbf{x}-\mathbf{x}_{0}\right|<r$, and is denoted $D_{r}\left(\mathbf{x}_{0}\right)$. In 1-space, the open set is an Open Interval. In 2 -space, the open set is a Disk. In 3 -space, the open set is a BaLL.

More generally, given a Topology (consisting of a SET $X$ and a collection of SUbSETS $T$ ), a SET is said to be open if it is in $T$. Therefore, while it is not possible for a set to be both finite and open in the Topology of the Real Line (a single point is a Closed Set), it is possible for a more general topological SET to be both finite and open.

The complement of an open set is a Closed Set. It is possible for a set to be neither open nor Closed, e.g., the interval $(0,1]$.
see also Ball, Closed Set, Empty Set, Open Inter.VAL

## Operad

A system of parameter chain complexes used for MuLtiplication on differential Graded Algebras up to Homotopy.

## Operand

A mathematical object upon which an Operator acts. For example, in the expression $1 \times 2$, the MultiplicaTION OPERATOR acts upon the operands 1 and 2.
see also Operad, Operator

## Operational Mathematics

The theory and applications of Laplace Transforms and other Integral Transforms.
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## Operations Research

A branch of mathematics which encompasses many diverse areas of minimization and optimization. Bronson (1982) describes operations research as being "concerned with the efficient allocation of scarce resources." It includes the Calculus of Variations, Control Theory, Convex Optimization Theory, Decision

Theory, Game Theory, Linear Programming, Markov Chains, network analysis, Optimization Theory, queuing systems, etc. The more modern term for operations research is Optimization Theory.
see also Calculus of Variations, Control Theory, Convex Optimization Theory, Decision Theory, Game Theory, Linear Programming, Markov Chain, Optimization Theory, Queue
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## Operator

An operator $A: f^{(n)}(I) \mapsto f(I)$ assigns to every function $f \in f^{(n)}(I)$ a function $A(f) \in f(I)$. It is therefore a mapping between two Function Spaces. If the range is on the Real Line or in the Complex Plane, the mapping is usually called a Functional instead.
see also Abstraction Operator, Adjoint Operator, Antilinear Operator, Biharmonic Operator, Binary Operator, Casimir Operator, Convective Operator, D'Alembertian Operator, Difference Operator, Functional Analysis, Hecke Operator, Hermitian Operator, Identity Operator, Laplace-Beltrami Operator, Linear Operator, Operand, Perron-Frobenius Operator, Projection Operator, Rotation Operator, Scattering Operator, Self-Adjoint Operator, Spectrum (Operator), Theta Operator, Wave Operator
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## Or

A term in Logic which yields True if any one of a sequence conditions is True, and False if all conditions are False. $A$ OR $B$ is denoted $A \mid B, A+B$, or $A \vee B$. The symbol $\vee$ derives from the first letter of the Latin word "vel" meaning "or." The Binary OR operator has the following Truth Table.

| $A$ | $B$ | $A \vee B$ |
| :---: | :---: | :---: |
| F | F | F |
| F | T | T |
| T | F | T |
| T | T | T |

A product of ORs is called a Disjunction and is denoted

$$
\bigvee_{k=1}^{n} A_{k}
$$

Two Binary numbers can have the operation OR performed bitwise. This operation is sometimes denoted $A \| B$.
sec also And, Binary Operator, Logic, Not, Predicate, Truth Table, Union, XOR

## Orbifold

The object obtained by identifying any two points of a MAP which are equivalent under some symmetry of the Map's Group.

## Orbison's Illusion



The illusion illustrated above in which the bounding Rectangle and inner Square both appear distorted. see also Illusion, Müller-Lyer Illusion, Ponzo's Illusion, Vertical-Horizontal Illusion
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## Orbit (Group)

Given a Permutation Group $G$ on a set $S$, the orbit of an element $s \in S$ is the subset of $S$ consisting of elements to which some element $G$ can send $s$.

## Orbit (Map)

The SEquence generated by repeated application of a MAP. The MAP is said to have a closed orbit if it has a finite number of elements.
see also Dynamical System, Sink (Map)

## Orchard-Planting Problem



Also known as the Tree-Planting Problem. Plant $n$ trees so that there will be $r$ straight rows with $k$ trees in each row. The following table gives $\max (r)$ for various k. $k=3$ is Sloane's A003035 and $k=4$ is Sloane's A006065.

| $n$ | $k=3$ | $k=4$ | $k=5$ |
| :---: | ---: | ---: | ---: |
| 3 | 1 | - | - |
| 4 | 1 | 1 | - |
| 5 | 2 | 1 | 1 |
| 6 | 4 | 1 | 1 |
| 7 | 6 | 2 | 1 |
| 8 | 7 | 2 | 1 |
| 9 | 10 | 3 | 2 |
| 10 | 12 | 5 | 2 |
| 11 | 16 | 6 | 2 |
| 12 | 19 | 7 | 3 |
| 13 | $[22,24]$ | $\geq 9$ | 3 |
| 14 | $[26,27]$ | $\geq 10$ | 4 |
| 15 | $[31,32]$ | $\geq 12$ | $\geq 6$ |
| 16 | 37 | $\geq 15$ | $\geq 6$ |
| 17 | $[40,42]$ | $\geq 15$ | $\geq 7$ |
| 18 | $[46,48]$ | $\geq 18$ | $\geq 9$ |
| 19 | $[52,54]$ | $\geq 19$ | $\geq 10$ |
| 20 | $[57,60]$ | $\geq 21$ | $\geq 11$ |
| 21 | $[64,67]$ |  |  |
| 22 | $[70,73]$ |  |  |
| 23 | $[77,81]$ |  |  |
| 24 | $[85,88]$ |  |  |
| 25 | $[92,96]$ |  |  |

Sylvester showed that

$$
r(k=3) \geq\left\lfloor\frac{1}{6}(n-1)(n-2)\right\rfloor,
$$

where $\lfloor x\rfloor$ is the Floor Function (Ball and Coxeter 1987). Burr, Grünbaum and Sloane (1974) have shown using cubic curves that

$$
r(k=3) \leq 1+\left\lfloor\frac{1}{6} n(n-3)\right\rfloor,
$$

except for $n=7,11,16$, and 19 , and conjecture that the inequality is an equality with the exception of the preceding cases. For $n \geq 4$,

$$
r(k=3) \geq\left\lfloor\frac{1}{3}\left[\frac{1}{2} n(n-1)-\left[\frac{3}{7} n\right\rceil\right]\right]
$$

where $\lceil x\rceil$ is the Ceiling Function.
see also Orchard Visibility Problem
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## Orchard Visibility Problem

A tree is planted at each Lattice Point in a circular orchard which has Center at the Origin and Radius $r$. If the radius of trees exceeds $1 / r$ units, one is unable to see out of the orchard in any direction. However, if the RADII of the trees are $<1 / \sqrt{r^{2}+1}$, one can see out at certain Angles.
see also Lattice Point, Orchard-Planting ProbLEM, Visibility
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## Order (Algebraic Curve)

The order of the Polynomial defining the curve.

## Order (Algebraic Surface)

The order $n$ of an Algebraic Surface is the order of the Polynomial defining a surface, which can be geometrically interpreted as the maximum number of points in which a line meets the surface.

| Order | Surface |
| ---: | :--- |
| 3 | cubic surface |
| 4 | quartic surface |
| 5 | quintic surface |
| 6 | sextic surface |
| 7 | heptic surface |
| 8 | octic surface |
| 9 | nonic surface |
| 10 | decic surface |

see also Algebraic Surface
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## Order (Conjugacy Class)

The number of elements of a Group in a given Conjugacy Class.

## Order (Difference Set)

Let $G$ be Group of Order $h$ and $D$ be a set of $k$ elements of $G$. If the set of differences $d_{i}-d_{j}$ contains every Nonzero element of $G$ exactly $\lambda$ times, then $D$ is a ( $h, k, \lambda$ )-difference set in $G$ of order $n=k-\lambda$.

## Order (Field)

The number of elements in a Finite Field.

## Order (Group)

The number of elements in a Group $G$, denoted $|G|$. The order of an element $g$ of a finite group $G$ is the smallest Power of $n$ such that $g^{n}=I$, where $I$ is the Identity Element. In general, finding the order of the element of a group is at least as hard as factoring (Meijer 1996). However, the problem becomes significantly easier if $|G|$ and the factorization of $|G|$ are known. Under these circumstances, efficient Algorithms are known (Cohen 1993).
see also Abelian Group, Finite Group
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## Order (Modulo)

For any Integer $a$ which is not a multiple of a Prime $p$, there exists a smallest exponent $h \geq 1$ such that $a^{h} \equiv$ $1(\bmod p)$ Iff $h \mid k$. In that case, $h$ is called the order of $a$ modulo $p$.
see also Carmichael Function

## Order (Ordinary Differential Equation)

An Ordinary Differential Equation of order $n$ is an equation of the form

$$
F\left(x, y, y^{\prime}, \ldots, y^{(n)}\right)=0 .
$$

## Order (Permutation)

see Permutation

## Order (Polynomial)

The highest order Power in a one-variable Polynomial is known as its order (or sometimes its Degree). For example, the Polynomial

$$
a_{n} x^{n}+\ldots+a_{2} x^{2}+a_{1} x+a_{0}
$$

is of order $n$.

## Order Statistic

Given a sample of $n$ variates $X_{1}, \ldots, X_{n}$, reorder them so that $X_{1}^{\prime}<X_{2}^{\prime}<\ldots<X_{n}^{\prime}$. Then the $i$ th order statistic $X^{\langle i\rangle}$ is defined as $X_{i}^{\prime}$, with the special cases

$$
\begin{aligned}
& m_{n}=X^{\langle 1\rangle}=\min _{j}\left(X_{j}\right) \\
& M_{n}=X^{\langle n\rangle}=\max _{j}\left(X_{j}\right) .
\end{aligned}
$$

A Robust Estimation technique based on linear combinations of order statistics is called an $L$-Estimate.
see also Extreme Value Distribution, Hinge, Maximum, Minimum, Mode, Ordinal Number.
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## Order (Vertex)

The number of Edges meeting at a given node in a Graph is called the order of that Vertex.

## Ordered Geometry

A Geometry constructed without reference to measurement. The only primitive concepts are those of points and intermediacy. There are 10 Axioms underlying ordered Geometry.
see also Absolute Geometry, Affine Geometry, Geometry

## Ordered Pair

A Pair of quantities $(a, b)$ where ordering is significant, so $(a, b)$ is considered distinct from $(b, a)$ for $a \neq b$. see also PAIR

## Ordered Tree

A Rooted Tree in which the order of the subtrees is significant. There is a One-to-One correspondence between ordered Forests with $n$ nodes and Binary Trees with $n$ nodes.
see also Binary Tree, Forest, Rooted Tree

## Ordering

The number of "Arrangements" in an ordering of $n$ items is given by either a Combination (order is ignored) or a Permutation (order is significant).
see also Arrangement, Combination, Cutting, Derangement, Partial Order, Permutation, Sorting, Total Order

## Ordering Axioms

The four of Hilbert's Axioms which concern the arrangement of points.
see also Congruence Axioms, Continuity Axioms, Hilbert's Axioms, Incidence Axioms, Parallel Postulate
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## Ordinal Number

In informal usage, an ordinal number is an adjective which describes the numerical position of an object, e.g., first, second, third, etc.

In technical mathematics, an ordinal number is one of the numbers in Georg Cantor's extension of the Whole Numbers. The ordinal numbers are $0,1,2, \ldots, \omega, \omega+1$, $\omega+2, \ldots, \omega+\omega, \omega+\omega+1, \ldots$ Cantor's "smallest" Transfinite Number $\omega$ is defined to be the earliest number greater than all Whole Numbers, and is denoted by Conway and Guy (1996) as $\omega=\{0,1, \ldots \mid\}$. The notation of ordinal numbers can be a bit counterintuitive, e.g., even though $1+\omega=\omega, \omega+1>\omega$.
Ordinal numbers have some other rather peculiar properties. The sum of two ordinal numbers can take on two different values, the sum of three can take on five values. The first few terms of this sequence are $2,5,13,33,81$, 193, 449, $33^{2}, 33 \cdot 81,81^{2}, 81 \cdot 193,192^{2}, \ldots$ (Conway and Guy 1996, Sloane's A005348). The sum of $n$ ordinals has either $193^{a} 81^{b}$ or $33 \cdot 81^{a}$ possible answers for $n \geq 15$ (Conway and Guy 1996).
$r \times \omega$ is the same as $\omega$, but $\omega \times r$ is equal to $\underbrace{\omega+\ldots+\omega}_{r}$. $\omega^{2}$ is larger than any number of the form $\omega \times r, \omega^{3}$ is larger than $\omega^{2}$, and so on.

There exist ordinal numbers which cannot be constructed from smaller ones by finite additions, multiplications, and exponentiations. These ordinals obey Cantor's Equation. The first such ordinal is

$$
\epsilon_{0}=\underbrace{\omega^{\omega^{.}}}_{\omega}=1+\omega+\omega^{\omega}+\omega^{\omega^{\omega}}+\ldots
$$

The next is

$$
\epsilon_{1}=\left(\epsilon_{0}+1\right)+\omega^{\epsilon_{0}+1}+\omega^{\omega \epsilon_{0}+1}+\ldots,
$$

then follow $\epsilon_{2}, \epsilon_{3}, \ldots, \epsilon_{\omega}, \epsilon_{\omega+1}, \ldots, \epsilon_{\omega \times 2}, \ldots, \epsilon_{\omega^{2}}, \epsilon_{\omega \omega}$, $\ldots, \epsilon_{\epsilon_{0}}, \epsilon_{\epsilon_{0}+1}, \ldots, \epsilon_{\epsilon_{0}+\omega}, \ldots, \epsilon_{\epsilon_{0}+\omega \omega}, \ldots, \epsilon_{\epsilon_{0} \times 2}, \ldots$, $\epsilon_{\epsilon_{1}}, \ldots, \epsilon_{\epsilon_{2}}, \ldots, \epsilon_{\epsilon_{\omega}}, \ldots, \epsilon_{\epsilon_{\epsilon_{0}}}, \ldots, \epsilon_{\epsilon_{\epsilon_{1}}}, \ldots, \epsilon_{\epsilon_{\epsilon_{\omega}}}, \ldots$, $\epsilon_{\epsilon_{\epsilon_{\epsilon_{0}}}}, \ldots$ (Conway and Guy 1996).
see also Axiom of Choice, Cantor’s Equation, Cardinal Number, Order Statistic, Power Set, Surreal Number
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## Ordinary Differential Equation

An ordinary differential equation (frequently abbreviated ODE) is an equality involving a function and its Derivatives. An ODE of order $n$ is an equation of the form

$$
\begin{equation*}
F\left(x, y, y^{\prime}, \ldots, y^{(n)}\right)=0 \tag{1}
\end{equation*}
$$

where $y^{\prime}=d y / d x$ is a first Derivative with respect to $x$ and $y^{(n)}=d^{n} y / d x^{n}$ is an $n$th Derivative with respect to $x$. An ODE of order $n$ is said to be linear if it is of the form

$$
\begin{align*}
a_{n}(x) y^{(n)}+a_{n-1}(x) y^{(n-1)}+\ldots+a_{1}(x) y^{\prime} & +a_{0}(x) y \\
& =Q(x) . \tag{2}
\end{align*}
$$

A linear ODE where $Q(x)=0$ is said to be homogeneous. Confusingly, an ODE of the form

$$
\begin{equation*}
\frac{d y}{d x}=f\left(\frac{y}{x}\right) \tag{3}
\end{equation*}
$$

is also sometimes called "homogeneous."
Simple theories exist for first-order (Integrating Factor) and second-order (Sturm-Liouville Theory) ordinary differential equations, and arbitrary ODEs with linear constant Coefficients can be solved when they are of certain factorable forms. Integral transforms such as the Laplace Transform can also be used to solve classes of linear ODEs. Morse and Feshbach
(1953, pp. 667-674) give canonical forms and solutions for second-order ODEs.

While there are many general techniques for analytically solving classes of ODEs, the only practical solution technique for complicated equations is to use numerical methods (Milne 1970). The most popular of these is the Runge-Kutta Method, but many others have been developed. A vast amount of research and huge numbers of publications have been devoted to the numerical solution of differential equations, both ordinary and Partial (PDEs) as a result of their importance in fields as diverse as physics, engineering, economics, and electronics.

The solutions to an ODE satisfy Existence and Uniqueness properties. These can be formally established by Picard's Existence Theorem for certain classes of ODEs. Let a system of first-order ODE be given by

$$
\begin{equation*}
\frac{d x_{i}}{d t}=f_{i}\left(x_{1}, \ldots, x_{n}, t\right) \tag{4}
\end{equation*}
$$

for $i=1, \ldots, n$ and let the functions $f_{i}\left(x_{1}, \ldots, x_{n}, t\right)$, where $i=1, \ldots, n$, all be defined in a Domain $D$ of the ( $n+1$ )-D space of the variables $x_{1}, \ldots, x_{n}, t$. Let these functions be continuous in $D$ and have continuous first Partial Derivatives $\partial f_{i} / \partial x_{j}$ for $i=1, \ldots, n$ and $j=1, \ldots, n$ in $D$. Let ( $x_{1}^{0}, \ldots, x_{n}^{0}$ ) be in $D$. Then there exists a solution of (4) given by

$$
\begin{equation*}
x_{1}=x_{1}(t), \ldots, x_{n}=x_{n}(t) \tag{5}
\end{equation*}
$$

for $t_{0}-\delta<t<t_{0}+\delta($ where $\delta>0)$ satisfying the initial conditions

$$
\begin{equation*}
x_{1}\left(t_{0}\right)=x_{1}^{0}, \ldots, x_{n}\left(t_{0}\right)=x_{n}^{0} . \tag{6}
\end{equation*}
$$

Furthermore, the solution is unique, so that if

$$
\begin{equation*}
x_{1}=x_{1}^{*}(t), \ldots, x_{n}=x_{n}^{*}(t) \tag{7}
\end{equation*}
$$

is a second solution of (4) for $t_{0}-\delta<t<t_{0}+\delta$ satisfying (6), then $x_{i}(t) \equiv x_{i}^{*}(t)$ for $t_{0}-\delta<t<t_{0}+\delta$. Because every $n$ th-order ODE can be expressed as a system of $n$ first-order differential equations, this theorem also applies to the single $n$ th-order ODE.

In general, an $n$ th-order ODE has $n$ linearly independent solutions. Furthermore, any linear combination of Linearly Independent Functions solutions is also a solution.
An exact First-Order ODEs is one of the form

$$
\begin{equation*}
p(x, y) d x+q(x, y) d y=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial p}{\partial y}=\frac{\partial q}{\partial x} . \tag{9}
\end{equation*}
$$

An equation of the form (8) with

$$
\begin{equation*}
\frac{\partial p}{\partial y} \neq \frac{\partial q}{\partial x} \tag{10}
\end{equation*}
$$

is said to be nonexact. If

$$
\begin{equation*}
\frac{\frac{\partial p}{\partial y}-\frac{\partial q}{\partial x}}{q}=f(x) \tag{11}
\end{equation*}
$$

in (8), it has an $x$-dependent integrating factor. If

$$
\begin{equation*}
\frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{x p-y q}=f(x y) \tag{12}
\end{equation*}
$$

in (8), it has an $x y$-dependent integrating factor. If

$$
\begin{equation*}
\frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{p}=f(y) \tag{13}
\end{equation*}
$$

in (8), it has a $y$-dependent integrating factor.
Other special first-order types include cross multiple equations

$$
\begin{equation*}
y f(x y) d x+x g(x y) d y=0 \tag{14}
\end{equation*}
$$

homogeneous equations

$$
\begin{equation*}
\frac{d y}{d x}=f\left(\frac{y}{x}\right) \tag{15}
\end{equation*}
$$

linear equations

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) \tag{16}
\end{equation*}
$$

and separable equations

$$
\begin{equation*}
\frac{d y}{d x}=X(x) Y(y) \tag{17}
\end{equation*}
$$

Special classes of SEcond-Order ODEs include

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=f\left(y, y^{\prime}\right) \tag{18}
\end{equation*}
$$

( $x$ missing) and

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=f\left(x, y^{\prime}\right) \tag{19}
\end{equation*}
$$

( $y$ missing). A second-order linear homogeneous ODE

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+P(x) \frac{d y}{d x}+Q(x) y=0 \tag{20}
\end{equation*}
$$

for which

$$
\begin{equation*}
\frac{Q^{\prime}(x)+2 P(x) Q(x)}{2[Q(x)]^{3 / 2}}=[\text { constant }] \tag{21}
\end{equation*}
$$

can be transformed to one with constant coefficients.

The undamped equation of Simple Harmonic Motion is

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\omega_{0}^{2} y=0 \tag{22}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\beta \frac{d y}{d x}+\omega_{0}^{2} y=0 \tag{23}
\end{equation*}
$$

when damped, and

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\beta \frac{d y}{d x}+\omega_{0}^{2} y=A \cos (\omega t) \tag{24}
\end{equation*}
$$

when both forced and damped.
Systems with Constant Coefficients are of the form

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=\mathrm{A} \mathbf{x}(t)+\mathbf{p}(t) \tag{25}
\end{equation*}
$$

The following are examples of important ordinary differential equations which commonly arise in problems of mathematical physics.

Airy Differential Equation

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-x y=0 \tag{26}
\end{equation*}
$$

## Bernoulli Differential Equation

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) y^{n} \tag{27}
\end{equation*}
$$

## Bessel Differential Equation

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(\lambda^{2} x^{2}-n^{2}\right) y=0 \tag{28}
\end{equation*}
$$

Chebyshev Differential Equation

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-x \frac{d y}{d x}+\alpha^{2} y=0 \tag{29}
\end{equation*}
$$

Confluent Hypergeometric Differential EquaTION

$$
\begin{equation*}
x \frac{d^{2} y}{d x^{2}}+(\gamma-x) \frac{d y}{d x}+\alpha y=0 \tag{30}
\end{equation*}
$$

Euler Differential Equation

$$
\begin{equation*}
x^{2} \frac{d^{2} y}{d x^{2}}+a x \frac{d y}{d x}+b y=S(x) \tag{31}
\end{equation*}
$$

Hermite Differential Equation

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\lambda y=0 \tag{32}
\end{equation*}
$$

Hill's Differential Equation

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+\left[\theta_{0}+2 \sum_{n=1}^{\infty} \theta_{n} \cos (2 n z)\right]=0 \tag{33}
\end{equation*}
$$

## Hypergeometric Differential Equation

$$
\begin{equation*}
x(x-1) \frac{d^{2} y}{d x^{2}}+[(1+\alpha+\beta) x-\gamma] \frac{d y}{d x}+\alpha \beta y=0 . \tag{34}
\end{equation*}
$$

Jacobi Differential Equation

$$
\begin{equation*}
\left(1-x^{2}\right) y^{\prime \prime}+[\beta-\alpha-(\alpha+\beta+2) x] y^{\prime}+n(n+\alpha+\beta+1) y=0 . \tag{35}
\end{equation*}
$$

## Laguerre Differential Equation

$$
\begin{equation*}
x \frac{d^{2} y}{d x^{2}}+(1-x) \frac{d y}{d x}+\lambda y=0 . \tag{36}
\end{equation*}
$$

## Lane-Emden Differential Equation

$$
\begin{equation*}
\frac{1}{\xi^{2}} \frac{d}{d \xi}\left(\xi^{2} \frac{d \theta}{d \xi}\right)+\theta^{n}=0 \tag{37}
\end{equation*}
$$

## Legendre Differential Equation

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} y}{d x^{2}}-2 x \frac{d y}{d x}+\alpha(\alpha+1) y=0 \tag{38}
\end{equation*}
$$

## Linear Constant Coefficients

$$
\begin{equation*}
a_{0} \frac{d^{n} y}{d x^{n}}+\ldots+a_{n-1} \frac{d y}{d x}+a_{n} y=p(x) \tag{39}
\end{equation*}
$$

MALMSTÉN'S DIfferential EQUATION

$$
\begin{equation*}
y^{\prime \prime}+\frac{r}{z} y^{\prime}=\left(A z^{m}+\frac{s}{z^{2}}\right) y \tag{40}
\end{equation*}
$$

Riccati Differential Equation

$$
\begin{equation*}
\frac{d w}{d x}=q_{0}(x)+q_{1}(x) w+q_{2}(x) w^{2} \tag{41}
\end{equation*}
$$

Riemann $P$-Differential Equation

$$
\begin{align*}
& \frac{d^{2} u}{d z^{2}}+\left[\frac{1-\alpha-\alpha^{\prime}}{z-a}+\frac{1-\beta-\beta^{\prime}}{z-b}+\frac{1-\gamma-\gamma^{\prime}}{z-c}\right] \frac{d u}{d z} \\
& \quad+\left[\frac{\alpha \alpha^{\prime}(a-b)(a-c)}{z-a}+\frac{\beta \beta^{\prime}(b-c)(b-a)}{z-b}\right. \\
& \left.+\frac{\gamma \gamma^{\prime}(c-a)(c-b)}{z-c}\right] \frac{u}{(z-a)(z-b)(z-c)}=0 . \tag{42}
\end{align*}
$$

see also Adams' Method, Green's Function, Isocline, Laplace Transform, Leading Order Analysis, Majorant, Ordinary Differential Equation-First-Order, Ordinary Differential Equation-Second-Order, Partial Differential Equation, Relaxation Methods, Runge-Kutta Method, Simple Harmonic Motion
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Ordinary Differential Equation-First-Order Given a first-order Ordinary Differential EquaTION

$$
\begin{equation*}
\frac{d y}{d x}=F(x, y), \tag{1}
\end{equation*}
$$

if $F(x, y)$ can be expressed using Separation of VariABLES as

$$
\begin{equation*}
F(x, y)=X(x) Y(y) \tag{2}
\end{equation*}
$$

then the equation can be expressed as

$$
\begin{equation*}
\frac{d y}{Y(y)}=X(x) d x \tag{3}
\end{equation*}
$$

and the equation can be solved by integrating both sides to obtain

$$
\begin{equation*}
\int \frac{d y}{Y(y)}=\int X(x) d x \tag{4}
\end{equation*}
$$

Any first-order ODE of the form

$$
\begin{equation*}
\frac{d y}{d x}+p(x) y=q(x) \tag{5}
\end{equation*}
$$

can be solved by finding an Integrating Factor $\mu=$ $\mu(x)$ such that

$$
\begin{equation*}
\frac{d}{d x}(\mu y)=\mu \frac{d y}{d x}+y \frac{d \mu}{d x}=\mu q(x) \tag{6}
\end{equation*}
$$

Dividing through by $\mu y$ yields

$$
\begin{equation*}
\frac{1}{y} \frac{d y}{d x}+\frac{1}{\mu} \frac{d \mu}{d x}=\frac{q(x)}{y} \tag{7}
\end{equation*}
$$

## Ordinary Differential Equation...

However, this condition enables us to explicitly determine the appropriate $\mu$ for arbitrary $p$ and $q$. To accomplish this, take

$$
\begin{equation*}
p(x)=\frac{1}{\mu} \frac{d \mu}{d x} \tag{8}
\end{equation*}
$$

in the above equation, from which we recover the original equation (5), as required, in the form

$$
\begin{equation*}
\frac{1}{y} \frac{d y}{d x}+p(x)=\frac{q(x)}{y} \tag{9}
\end{equation*}
$$

But we can integrate both sides of (8) to obtain

$$
\begin{gather*}
\int p(x) d x=\int \frac{d \mu}{\mu}=\ln \mu+c  \tag{10}\\
\mu=e^{\int p(x) d x} \tag{11}
\end{gather*}
$$

Now integrating both sides of (6) gives

$$
\begin{equation*}
\mu y=\int \mu q(x) d x+c \tag{12}
\end{equation*}
$$

(with $\mu$ now a known function), which can be solved for $y$ to obtain

$$
\begin{equation*}
y=\frac{\int \mu q(x) d x+c}{\mu}=\frac{\int e^{\int^{x} p\left(x^{\prime}\right) d x^{\prime}} q(x) d x+c}{e^{\int^{x} p\left(x^{\prime}\right) d x^{\prime}}} \tag{13}
\end{equation*}
$$

where $c$ is an arbitrary constant of integration.
Given an $n$ th-order linear ODE with constant CoEffiCIENTS

$$
\begin{equation*}
\frac{d^{n} y}{d x^{n}}+a_{n-1} \frac{d^{n-1} y}{d x^{n-1}}+\ldots+a_{1} \frac{d y}{d x}+a_{0} y=Q(x) \tag{14}
\end{equation*}
$$

first solve the characteristic equation obtained by writing

$$
\begin{equation*}
y \equiv e^{r x} \tag{15}
\end{equation*}
$$

and setting $Q(x)=0$ to obtain the $n$ Complex Roots.

$$
\begin{gather*}
r^{n} e^{r x}+a_{n-1} r^{n-1} e^{r x}+\ldots+a_{1} r e^{r x}+a_{0} e^{r x}=0  \tag{16}\\
r^{n}+a_{n-1} r^{n-1}+\ldots+a_{1} r+a_{0}=0 \tag{17}
\end{gather*}
$$

Factoring gives the Roots $r_{i}$,

$$
\begin{equation*}
\left(r-r_{1}\right)\left(r-r_{2}\right) \cdots\left(r-r_{n}\right)=0 \tag{18}
\end{equation*}
$$

For a nonrepeated Real Root $r$, the corresponding solution is

$$
\begin{equation*}
y=e^{r x} \tag{19}
\end{equation*}
$$

If a Real Root $r$ is repeated $k$ times, the solutions are degenerate and the linearly independent solutions are

$$
\begin{equation*}
y=e^{r x}, y=x e^{r x}, \ldots, y=x^{k-1} e^{r x} \tag{20}
\end{equation*}
$$

Complex Roots always come in Complex Conjugate pairs, $r_{ \pm}=a \pm i b$. For nonrepeated Complex Roots, the solutions are

$$
\begin{equation*}
y=e^{a x} \cos (b x), y=e^{a x} \sin (b x) \tag{21}
\end{equation*}
$$

If the Complex Roots are repeated $k$ times, the linearly independent solutions are

$$
\begin{align*}
& y=e^{a x} \cos (b x), y=e^{a x} \sin (b x), \ldots, \\
& \quad y=x^{k-1} e^{a x} \cos (b x), y=x^{k-1} e^{a x} \sin (b x) \tag{22}
\end{align*}
$$

Linearly combining solutions of the appropriate types with arbitrary multiplicative constants then gives the complete solution. If initial conditions are specified, the constants can be explicitly determined. For example, consider the sixth-order linear ODE

$$
\begin{equation*}
(\tilde{D}-1)(\tilde{D}-2)^{3}\left(\tilde{D}^{2}+\tilde{D}+1\right) y=0 \tag{23}
\end{equation*}
$$

which has the characteristic equation

$$
\begin{equation*}
(r-1)(r-2)^{3}\left(r^{2}+r+1\right)=0 \tag{24}
\end{equation*}
$$

The roots are 1,2 (three times), and ( $-1 \pm \sqrt{3} i$ )/2, so the solution is

$$
\begin{array}{r}
y=A e^{x}+B e^{2 x}+C x e^{2 x}+D x^{2} e^{3 x}+E e^{-x / 2} \cos \left(\frac{1}{2} \sqrt{3} x\right) \\
+F e^{-x} \sin \left(\frac{1}{2} \sqrt{3} x\right) . \tag{25}
\end{array}
$$

If the original equation is nonhomogeneous $(Q(x) \neq 0)$, now find the particular solution $y^{*}$ by the method of Variation of Parameters. The general solution is then

$$
\begin{equation*}
y(x)=\sum_{i=1}^{n} c_{i} y_{i}(x)+y^{*}(x) \tag{26}
\end{equation*}
$$

where the solutions to the linear equations are $y_{1}(x)$, $y_{2}(x), \ldots, y_{n}(x)$, and $y^{*}(x)$ is the particular solution.
see also Integrating Factor, Ordinary Differential Equation-First-Order Exact, Separation of Variables, Variation of Parameters
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## Ordinary Differential Equation-First-Order Exact

Consider a first-order ODE in the slightly different form

$$
\begin{equation*}
p(x, y) d x+q(x, y) d y=0 \tag{1}
\end{equation*}
$$

Such an equation is said to be exact if

$$
\begin{equation*}
\frac{\partial p}{\partial y}=\frac{\partial q}{\partial x} \tag{2}
\end{equation*}
$$

This statement is equivalent to the requirement that a Conservative Field exists, so that a scalar potential can be defined. For an exact equation, the solution is

$$
\begin{equation*}
\int_{\left(x_{0}, y_{0}\right)}^{(x, y)} p(x, y) d x+q(x, y) d y=c \tag{3}
\end{equation*}
$$

where $c$ is a constant.
A first-order ODE (1) is said to be inexact if

$$
\begin{equation*}
\frac{\partial p}{\partial y} \neq \frac{\partial q}{\partial x} \tag{4}
\end{equation*}
$$

For a nonexact equation, the solution may be obtained by defining an Integrating Factor $\mu$ of (6) so that the new equation

$$
\begin{equation*}
\mu p(x, y) d x+\mu q(x, y) d y=0 \tag{5}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\frac{\partial}{\partial y}(\mu p)=\frac{\partial}{\partial x}(\mu q) \tag{6}
\end{equation*}
$$

or, written out explicitly,

$$
\begin{equation*}
p \frac{\partial \mu}{\partial y}+\mu \frac{\partial p}{\partial y}=q \frac{\partial \mu}{\partial x}+\mu \frac{\partial p}{\partial x} \tag{7}
\end{equation*}
$$

This transforms the nonexact equation into an exact one. Solving (7) for $\mu$ gives

$$
\begin{equation*}
\mu=\frac{q \frac{\partial \mu}{\partial x}-p \frac{\partial \mu}{\partial y}}{\frac{\partial p}{\partial y}-\frac{\partial q}{\partial x}} \tag{8}
\end{equation*}
$$

Therefore, if a function $\mu$ satisfying (8) can be found, then writing

$$
\begin{align*}
& P(x, y)=\mu p  \tag{9}\\
& Q(x, y)=\mu q \tag{10}
\end{align*}
$$

in equation (5) then gives

$$
\begin{equation*}
P(x, y) d x+Q(x, y) d y=0 \tag{11}
\end{equation*}
$$

which is then an exact ODE. Special cases in which $\mu$ can be found include $x$-dependent, $x y$-dependent, and $y$-dependent integrating factors.
Given an inexact first-order ODE, we can also look for an Integrating Factor $\mu(x)$ so that

$$
\begin{equation*}
\frac{\partial \mu}{\partial y}=0 \tag{12}
\end{equation*}
$$

For the equation to be exact in $\mu p$ and $\mu q$, the equation for a first-order nonexact ODE

$$
\begin{equation*}
p \frac{\partial \mu}{\partial y}+\mu \frac{\partial p}{\partial y}=q \frac{\partial \mu}{\partial x}+\mu \frac{\partial p}{\partial x} \tag{13}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\mu \frac{\partial p}{\partial y}=q \frac{\partial \mu}{\partial x}+\mu \frac{\partial p}{\partial x} \tag{14}
\end{equation*}
$$

Solving for $\partial \mu / \partial x$ gives

$$
\begin{equation*}
\frac{\partial \mu}{\partial x}=\mu(x) \frac{\frac{\partial p}{\partial y}-\frac{\partial q}{\partial x}}{q} \equiv f(x, y) \mu(x) \tag{15}
\end{equation*}
$$

which will be integrable if

$$
\begin{equation*}
f(x, y) \equiv \frac{\frac{\partial p}{\partial y}-\frac{\partial q}{\partial x}}{q}=f(x) \tag{16}
\end{equation*}
$$

in which case

$$
\begin{equation*}
\frac{d \mu}{\mu}=f(x) d x \tag{17}
\end{equation*}
$$

so that the equation is integrable

$$
\begin{equation*}
\mu(x)=e^{\int f(x) d x} \tag{18}
\end{equation*}
$$

and the equation

$$
\begin{equation*}
[\mu p(x, y)] d x+[\mu q(x, y)] d y=0 \tag{19}
\end{equation*}
$$

with known $\mu(x)$ is now exact and can be solved as an exact ODE.

Given in an exact first-order ODE, look for an InteGRATING FACTOR $\mu(x, y)=g(x y)$. Then

$$
\begin{align*}
\frac{\partial \mu}{\partial x} & =\frac{\partial g}{\partial x} y  \tag{20}\\
\frac{\partial \mu}{\partial y} & =\frac{\partial g}{\partial y} x \tag{21}
\end{align*}
$$

Combining these two,

$$
\begin{equation*}
\frac{\partial \mu}{\partial x}=\frac{y}{x} \frac{\partial \mu}{\partial y} . \tag{22}
\end{equation*}
$$

For the equation to be exact in $\mu p$ and $\mu q$, the equation for a first-order nonexact ODE

$$
\begin{equation*}
p \frac{\partial \mu}{\partial y}+\mu \frac{\partial p}{\partial y}=q \frac{\partial \mu}{\partial x}+\mu \frac{\partial p}{\partial x} \tag{23}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\frac{\partial \mu}{\partial y}\left(p-\frac{y}{x} q\right)=\left(\frac{\partial p}{\partial x}-\frac{\partial p}{\partial y}\right) \mu \tag{24}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\frac{1}{x} \frac{\partial \mu}{\partial y}=\frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{x p-y q} \mu \tag{25}
\end{equation*}
$$

Define a new variable

$$
\begin{equation*}
t(x, y) \equiv x y \tag{26}
\end{equation*}
$$

Ordinary Differential Equation. . .
then $\partial t / \partial y=x$, so

$$
\begin{equation*}
\frac{\partial \mu}{\partial t}=\frac{\partial \mu}{\partial y} \frac{\partial y}{\partial t}=\frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{x p-y q} \mu(t) \equiv f(x, y) \mu(t) \tag{27}
\end{equation*}
$$

Now, if

$$
\begin{equation*}
f(x, y) \equiv \frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{x p-y q}=f(x y)=f(t), \tag{28}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{\partial \mu}{\partial t}=f(t) \mu(t) \tag{29}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mu=e^{\int f(t) d t} \tag{30}
\end{equation*}
$$

and the equation

$$
\begin{equation*}
[\mu p(x, y)] d x+[\mu q(x, y)] d y=0 \tag{31}
\end{equation*}
$$

is now exact and can be solved as an exact ODE.
Given an inexact first-order ODE, assume there exists an integrating factor

$$
\begin{equation*}
\mu=f(y) \tag{32}
\end{equation*}
$$

so $\partial \mu / \partial x=0$. For the equation to be exact in $\mu p$ and $\mu q$, equation (7) becomes

$$
\begin{equation*}
\frac{\partial \mu}{\partial y}=\frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{p} \mu=f(x, y) \mu(y) \tag{33}
\end{equation*}
$$

Now, if

$$
\begin{equation*}
f(x, y) \equiv \frac{\frac{\partial q}{\partial x}-\frac{\partial p}{\partial y}}{p}=f(y) \tag{34}
\end{equation*}
$$

then

$$
\begin{equation*}
\frac{d \mu}{\mu}=f(y) d y \tag{35}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mu(y)=e^{\int f(y) d y}, \tag{36}
\end{equation*}
$$

and the equation

$$
\begin{equation*}
\mu p(x, y) d x+\mu q(x, y) d y=0 \tag{37}
\end{equation*}
$$

is now exact and can be solved as an exact ODE.
Given a first-order ODE of the form

$$
\begin{equation*}
y f(x y) d x+x g(x y) d y=0 \tag{38}
\end{equation*}
$$

define

$$
\begin{equation*}
v \equiv x y \tag{39}
\end{equation*}
$$

Then the solution is

$$
\begin{cases}\ln x=\int \frac{g(v) d v}{c[g(v)-f(v)]}+c & \text { for } g(v) \neq f(v)  \tag{40}\\ x y=c & \text { for } g(v)=f(v)\end{cases}
$$

Ordinary Differential Equation. . .

If

$$
\begin{equation*}
\frac{d y}{d x}=F(x, y)=G(v) \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
v \equiv \frac{y}{x} \tag{42}
\end{equation*}
$$

then letting

$$
\begin{equation*}
y \equiv x v \tag{43}
\end{equation*}
$$

gives

$$
\begin{align*}
& \frac{d y}{d x}=x d v / d x+v  \tag{44}\\
& x \frac{d v}{d x}+v=G(v) \tag{45}
\end{align*}
$$

This can be integrated by quadratures, so

$$
\begin{gather*}
\ln x=\int \frac{d v}{f(v)-v}+c \quad \text { for } f(v) \neq v  \tag{46}\\
y=c x \quad \text { for } f(v)=v \tag{47}
\end{gather*}
$$

## References
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## Ordinary Differential Equation-Second-

Order
An ODE

$$
\begin{equation*}
y^{\prime \prime}+P(x) y^{\prime}+Q(x) y=0 \tag{1}
\end{equation*}
$$

has singularities for finite $x=x_{0}$ under the following conditions: (a) If either $P(x)$ or $Q(x)$ diverges as $x \rightarrow$ $x_{0}$, but $\left(x-x_{0}\right) P(x)$ and $\left(x-x_{0}\right)^{2} Q(x)$ remain finite as $x \rightarrow x_{0}$, then $x_{0}$ is called a regular or nonessential singular point. (b) If $P(x)$ diverges faster than ( $x-$ $\left.x_{0}\right)^{-1}$ so that $\left(x-x_{0}\right) P(x) \rightarrow \infty$ as $x \rightarrow x_{0}$, or $Q(x)$ diverges faster than $\left(x-x_{0}\right)^{-2}$ so that $\left(x-x_{0}\right)^{2} Q(x) \rightarrow$ $\infty$ as $x \rightarrow x_{0}$, then $x_{0}$ is called an irregular or essential singularity.

Singularities of equation (1) at infinity are investigated by making the substitution $x \equiv z^{-1}$, so $d x=-z^{-2} d z$, giving

$$
\begin{equation*}
\frac{d y}{d x}=-z^{2} \frac{d y}{d z} \tag{2}
\end{equation*}
$$

$$
\begin{align*}
\frac{d^{2} y}{d x^{2}} & =-z^{2} \frac{d}{d z}\left(-z^{2} \frac{d y}{d z}\right)=-z^{2}\left(-2 z \frac{d y}{d z}-z^{2} \frac{d^{2} y}{d z^{2}}\right) \\
& =2 z^{3} \frac{d y}{d z}+z^{4} \frac{d^{2} y}{d z^{2}} \tag{3}
\end{align*}
$$

Then (1) becomes

$$
\begin{equation*}
z^{4} \frac{d^{2} y}{d z^{2}}+\left[2 z^{3}-z^{2} P(z)\right] \frac{d y}{d z}+Q(z) y=0 \tag{4}
\end{equation*}
$$

Case (a): If

$$
\begin{align*}
& \alpha(z) \equiv \frac{2 z-P(z)}{z^{2}}  \tag{5}\\
& \beta(z) \equiv \frac{Q(z)}{z^{4}} \tag{6}
\end{align*}
$$

remain finite at $x= \pm \infty(y=0)$, then the point is ordinary. Case (b): If either $\alpha(z)$ diverges no more rapidly than $1 / z$ or $\beta(z)$ diverges no more rapidly than $1 / z^{2}$, then the point is a regular singular point. Case (c): Otherwise, the point is an irregular singular point.

Morse and Feshbach (1953, pp. 667-674) give the canonical forms and solutions for second-order ODEs classified by types of singular points.
For special classes of second-order linear ordinary differential equations, variable Coefficients can be transformed into constant Coefficients. Given a secondorder linear ODE with variable Coefficients

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}+p(x) \frac{d y}{d x}+q(x) y=0 \tag{7}
\end{equation*}
$$

Define a function $z \equiv y(x)$,

$$
\begin{gather*}
\frac{d y}{d x}=\frac{d z}{d x} \frac{d y}{d z}  \tag{8}\\
\frac{d^{2} y}{d x^{2}}=\left(\frac{d z}{d x}\right)^{2} \frac{d^{2} y}{d z^{2}}+\frac{d^{2} z}{d x^{2}} \frac{d y}{d z}  \tag{9}\\
\left(\frac{d z}{d x}\right)^{2} \frac{d^{2} y}{d z^{2}}+\left[\frac{d^{2} z}{d x^{2}}+p(x) \frac{d z}{d x}\right] \frac{d y}{d z}+q(x) y=0  \tag{10}\\
\frac{d^{2} y}{d z^{2}}+\left[\frac{\frac{d^{2} z}{d x^{2}}+p(x) \frac{d z}{d x}}{\left(\frac{d z}{d x}\right)^{2}}\right] \frac{d y}{d z}+\left[\frac{q(x)}{\left(\frac{d z}{d x}\right)^{2}}\right] y \\
\equiv \frac{d^{2} y}{d z^{2}}+A \frac{d y}{d z}+B y=0 \tag{11}
\end{gather*}
$$

This will have constant Coefficients if $A$ and $B$ are not functions of $x$. But we are free to set $B$ to an arbitrary Positive constant for $q(x) \geq 0$ by defining $z$ as

$$
\begin{equation*}
z \equiv B^{-1 / 2} \int[q(x)]^{1 / 2} d x \tag{12}
\end{equation*}
$$

Then

$$
\begin{gather*}
\frac{d z}{d x}=B^{-1 / 2}[q(x)]^{1 / 2}  \tag{13}\\
\frac{d^{2} z}{d x^{2}}=\frac{1}{2} B^{-1 / 2}[q(x)]^{-1 / 2} q^{\prime}(x), \tag{14}
\end{gather*}
$$

and

$$
\begin{align*}
A & =\frac{\frac{1}{2} B^{-1 / 2}[q(x)]^{-1 / 2} q^{\prime}(x)+B^{-1 / 2} p(x)[q(x)]^{1 / 2}}{B^{-1} q(x)} \\
& =\frac{q^{\prime}(x)+2 p(x) q(x)}{2[q(x)]^{3 / 2}} B^{1 / 2} . \tag{15}
\end{align*}
$$

Equation (11) therefore becomes

$$
\begin{equation*}
\frac{d^{2} y}{d z^{2}}+\frac{q^{\prime}(x)+2 p(x) q(x)}{2[q(x)]^{3 / 2}} B^{1 / 2} \frac{d y}{d z}+B y=0 \tag{16}
\end{equation*}
$$

which has constant Coefficients provided that

$$
\begin{equation*}
A \equiv \frac{q^{\prime}(x)+2 p(x) q(x)}{2[q(x)]^{3 / 2}} B^{1 / 2}=[\text { constant }] \tag{17}
\end{equation*}
$$

Eliminating constants, this gives

$$
\begin{equation*}
A^{\prime} \equiv \frac{q^{\prime}(x)+2 p(x) q(x)}{[q(x)]^{3 / 2}}=[\text { constant }] . \tag{18}
\end{equation*}
$$

So for an ordinary differential equation in which $A^{\prime}$ is a constant, the solution is given by solving the secondorder linear ODE with constant Coefficients

$$
\begin{equation*}
\frac{d^{2} y}{d z^{2}}+A \frac{d y}{d z}+B y=0 \tag{19}
\end{equation*}
$$

for $z$, where $z$ is defined as above.
A linear second-order homogeneous differential equation of the general form

$$
\begin{equation*}
y^{\prime \prime}(x)+P(x) y^{\prime}+Q(x) y=0 \tag{20}
\end{equation*}
$$

can be transformed into standard form

$$
\begin{equation*}
z^{\prime \prime}(x)+q(x) z=0 \tag{21}
\end{equation*}
$$

with the first-order term eliminated using the substitution

$$
\begin{equation*}
\ln y \equiv \ln z-\frac{1}{2} \int P(x) d x \tag{22}
\end{equation*}
$$

Then

$$
\begin{gather*}
\frac{y^{\prime}}{y}=\frac{z^{\prime}}{z}-\frac{1}{2} P(x)  \tag{23}\\
\frac{y y^{\prime \prime}-y^{\prime 2}}{y^{2}}=\frac{z z^{\prime \prime}-z^{\prime 2}}{z^{2}}-\frac{1}{2} P^{\prime}(x)  \tag{24}\\
\frac{y^{\prime \prime}}{y}-\left(\frac{y^{\prime}}{y}\right)^{2}=\frac{z^{\prime \prime}}{z}-\frac{z^{\prime 2}}{z}-\frac{z^{\prime 2}}{z^{2}}-\frac{1}{2} P^{\prime}(x)  \tag{25}\\
\frac{y^{\prime \prime}}{y}=\left[\frac{z^{\prime}}{z}-\frac{1}{2} P(x)\right]^{2}+\frac{z^{\prime \prime}}{z}-\frac{z^{\prime 2}}{z^{2}}-\frac{1}{2} P^{\prime}(x) \\
=\frac{z^{\prime 2}}{z^{2}}-\frac{z^{\prime}}{z} P(x)+\frac{1}{4} P^{2}(x)+\frac{z^{\prime \prime}}{z}-\frac{z^{\prime 2}}{z^{2}}-\frac{1}{2} P^{\prime}(x), \tag{26}
\end{gather*}
$$

so

$$
\begin{align*}
\frac{y^{\prime \prime}}{y} & +P(x) \frac{y^{\prime}}{y}+Q(x)=-\frac{z^{\prime}}{z} P(x) \\
& +\frac{1}{4} P^{2}(x)+\frac{z^{\prime \prime}}{z}-\frac{1}{2} P^{\prime}(x)+P(x)\left[\frac{z^{\prime}}{z}-\frac{1}{2} P(x)\right] \\
& +Q(x)=\frac{z^{\prime \prime}}{z}-\frac{1}{2} P^{\prime}(x)-\frac{1}{4} P^{2}(x)+Q(x)=0 . \tag{27}
\end{align*}
$$

## Ordinary Differential Equation...

Therefore,

$$
\begin{align*}
z^{\prime \prime}+\left[Q(x)-\frac{1}{2} P^{\prime}(x)-\frac{1}{4} P^{2}(x)\right] z & \\
& \equiv z^{\prime \prime}(x)+q(x) z=0 \tag{28}
\end{align*}
$$

where

$$
\begin{equation*}
q(x) \equiv Q(x)-\frac{1}{2} P^{\prime}(x)-\frac{1}{4} P^{2}(x) \tag{29}
\end{equation*}
$$

If $Q(x)=0$, then the differential equation becomes

$$
\begin{equation*}
y^{\prime \prime}+P(x) y^{\prime}=0 \tag{30}
\end{equation*}
$$

which can be solved by multiplying by

$$
\begin{equation*}
\exp \left[\int^{x} P\left(x^{\prime}\right) d x^{\prime}\right] \tag{31}
\end{equation*}
$$

to obtain

$$
\begin{gather*}
0=\frac{d}{d x}\left\{\exp \left[\int^{x} P\left(x^{\prime}\right) d x^{\prime}\right] \frac{d y}{d x}\right\}  \tag{32}\\
c_{1}=\exp \left[\int^{x} P\left(x^{\prime}\right) d x^{\prime}\right] \frac{d y}{d x}  \tag{33}\\
y=c_{1} \int^{x} \frac{d x}{\exp \left[\int^{x} P\left(x^{\prime}\right) d x^{\prime}\right]}+c_{2} \tag{34}
\end{gather*}
$$

If one solution ( $y_{1}$ ) to a second-order ODE is known, the other ( $y_{2}$ ) may be found using the REDUCTION OF Order method. From the Abel's Identity

$$
\begin{equation*}
\frac{d W}{W}=-P(x) d x \tag{35}
\end{equation*}
$$

where

$$
\begin{gather*}
W \equiv y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}  \tag{36}\\
\int_{a}^{x} \frac{d W}{W}=\int_{a}^{x} P\left(x^{\prime}\right) d x^{\prime}  \tag{37}\\
\ln \left[\frac{W(x)}{W(a)}\right]=\int_{a}^{x} P\left(x^{\prime}\right) d x^{\prime}  \tag{38}\\
W(x)=W(a) \exp \left[-\int_{a}^{x} P\left(x^{\prime}\right) d x^{\prime}\right] . \tag{39}
\end{gather*}
$$

But

$$
\begin{equation*}
W \equiv y_{1} y_{2}^{\prime}-y_{1}^{\prime} y_{2}=y_{1}^{2} \frac{d}{d x}\left(\frac{y_{2}}{y_{1}}\right) \tag{40}
\end{equation*}
$$

Combining (39) and (40) yields

$$
\begin{gather*}
\frac{d}{d x}\left(\frac{y_{2}}{y 1}\right)=W(a) \frac{\exp \left[-\int_{a}^{x} P\left(x^{\prime}\right) d x^{\prime}\right]}{y_{1}^{2}}  \tag{41}\\
y_{2}(x)=y_{1}(x) W(a) \int_{b}^{x} \frac{\exp \left[-\int_{a}^{x^{\prime}} P\left(x^{\prime \prime}\right) d x^{\prime \prime}\right]}{\left[y_{1}\left(x^{\prime}\right)\right]^{2}} d x^{\prime} \tag{42}
\end{gather*}
$$

Disregarding $W(a)$, since it is simply a multiplicative constant, and the constants $a$ and $b$, which will contribute a solution which is not linearly independent of $y_{1}$,

$$
\begin{equation*}
y_{2}(x)=y_{1}(x) \int^{x} \frac{\exp \left[-\int^{x^{\prime}} P\left(x^{\prime \prime}\right) d x^{\prime \prime}\right]}{\left[y_{1}\left(x^{\prime}\right)\right]^{2}} d x^{\prime} \tag{43}
\end{equation*}
$$

If $P(x)=0$, this simplifies to

$$
\begin{equation*}
y_{2}(x)=y_{1}(x) \int^{x} \frac{d x^{\prime}}{\left[y_{1}\left(x^{\prime}\right)\right]^{2}} \tag{44}
\end{equation*}
$$

For a nonhomogeneous second-order ODE in which the $x$ term does not appear in the function $f\left(x, y, y^{\prime}\right)$,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=f\left(y, y^{\prime}\right) \tag{45}
\end{equation*}
$$

let $v \equiv y^{\prime}$, then

$$
\begin{equation*}
\frac{d v}{d x}=f(v, y)=\frac{d v}{d y} \frac{d y}{d x}=v \frac{d v}{d y} \tag{46}
\end{equation*}
$$

So the first-order ODE

$$
\begin{equation*}
v \frac{d v}{d y}=f(y, v) \tag{47}
\end{equation*}
$$

if linear, can be solved for $v$ as a linear first-order ODE. Once the solution is known,

$$
\begin{equation*}
\frac{d y}{d x}=v(y) \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
\int \frac{d y}{v(y)}=\int d x \tag{49}
\end{equation*}
$$

On the other hand, if $y$ is missing from $f\left(x, y, y^{\prime}\right)$,

$$
\begin{equation*}
\frac{d^{2} y}{d x^{2}}=f\left(x, y^{\prime}\right) \tag{50}
\end{equation*}
$$

let $v \equiv y^{\prime}$, then $v^{\prime}=y^{\prime \prime}$, and the equation reduces to

$$
\begin{equation*}
v^{\prime}=f(x, v) \tag{51}
\end{equation*}
$$

which, if linear, can be solved for $v$ as a linear first-order ODE. Once the solution is known,

$$
\begin{equation*}
y=\int v(x) d x \tag{52}
\end{equation*}
$$

see also Abel's Identity, Adjoint Operator
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## Ordinary Differential Equation-System with Constant Coefficients

To solve the system of differential equations

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=\mathrm{A} \mathbf{x}(t)+\mathbf{p}(t), \tag{1}
\end{equation*}
$$

where $A$ is a Matrix and $\mathbf{x}$ and $\mathbf{p}$ are Vectors, first consider the homogeneous case with $\mathbf{p}=\mathbf{0}$. Then the solutions to

$$
\begin{equation*}
\frac{d \mathbf{x}}{d t}=\mathrm{A} \mathbf{x}(t) \tag{2}
\end{equation*}
$$

are given by

$$
\begin{equation*}
\mathbf{x}(t)=e^{\mathbf{A} t} \mathbf{x}(\mathbf{t}) \tag{3}
\end{equation*}
$$

But, by the Matrix Decomposition Theorem, the Matrix Exponential can be written as

$$
\begin{equation*}
e^{\mathbf{A}_{t}}=\mathrm{uDu} \mathrm{u}^{-1} \tag{4}
\end{equation*}
$$

where the Eigenvector Matrix is

$$
\mathbf{u}=\left[\begin{array}{lll}
\mathbf{u}_{1} & \cdots & \mathbf{u}_{n} \tag{5}
\end{array}\right]
$$

and the Eigenvalue Matrix is

$$
\mathrm{D}=\left[\begin{array}{cccc}
e^{\lambda_{1} t} & 0 & \cdots & 0  \tag{6}\\
0 & e^{\lambda_{2} t} & \cdots & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & e^{\lambda_{n} t}
\end{array}\right]
$$

Now consider

$$
\begin{gather*}
e^{\mathrm{A} t} \mathrm{u}=\mathrm{uD} \mathrm{u}^{-1} \mathrm{u}=\mathrm{uD} \\
=\left[\begin{array}{cccc}
u_{11} & u_{21} & \cdots & u_{n 1} \\
u_{12} & u_{22} & \cdots & u_{n 2} \\
\vdots & \vdots & \ddots & \vdots \\
u_{1 n} & u_{2 n} & \cdots & u_{n n}
\end{array}\right]\left[\begin{array}{cccc}
e^{\lambda_{1} t} & 0 & \cdots & 0 \\
0 & e^{\lambda_{2} t} & \cdots & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & e^{\lambda_{n} t}
\end{array}\right] \\
=\left[\begin{array}{ccc}
u_{11} e^{\lambda_{1} t} & \cdots & u_{n 1} e^{\lambda_{n} t} \\
u_{11} e^{\lambda_{1} t} & \cdots & u_{n 2} e^{\lambda_{n} t} \\
\vdots & \ddots & \vdots \\
u_{n 1} e^{\lambda_{1} t} & \cdots & u_{n 2} e^{\lambda_{n} t}
\end{array}\right] \tag{7}
\end{gather*}
$$

The individual solutions are then

$$
\begin{equation*}
\mathbf{x}_{i}=\left(e^{\mathbf{A} t} \mathbf{u}\right) \cdot \hat{\mathbf{e}}_{i}=\mathbf{u}_{i} e^{\lambda_{i} t} \tag{8}
\end{equation*}
$$

so the homogeneous solution is

$$
\begin{equation*}
\mathbf{x}=\sum_{i=1}^{n} c_{i} \mathbf{u}_{i} e^{\lambda_{i} t} \tag{9}
\end{equation*}
$$

where the $c_{i} \mathrm{~S}$ are arbitrary constants.
The general procedure is therefore

1. Find the Eigenvalues of the Matrix $\mathrm{A}\left(\lambda_{1}, \ldots\right.$, $\lambda_{n}$ ) by solving the Characteristic Equation.
2. Determine the corresponding Eigenvectors $\mathbf{u}_{1}$, $\ldots, \mathbf{u}_{n}$.
3. Compute

$$
\begin{equation*}
\mathbf{x}_{i} \equiv e^{\lambda_{i} t} \mathbf{u}_{i} \tag{10}
\end{equation*}
$$

for $i=1, \ldots, n$. Then the Vectors $\mathbf{x}_{i}$ which are Real are solutions to the homogeneous equation. If A is a $2 \times 2$ matrix, the COMPLEX vectors $\mathbf{x}_{j}$ correspond to Real solutions to the homogeneous equation given by $\Re\left(\mathbf{x}_{j}\right)$ and $\Im\left(\mathbf{x}_{j}\right)$.
4. If the equation is nonhomogeneous, find the particular solution given by

$$
\begin{equation*}
\mathbf{x}^{*}(t)=\mathrm{X}(t) \int \mathrm{X}^{-1}(t) \mathbf{p}(t) d t \tag{11}
\end{equation*}
$$

where the Matrix $X$ is defined by

$$
X(t) \equiv\left[\begin{array}{lll}
\mathbf{x}_{1} & \cdots & \mathbf{x}_{n} \tag{12}
\end{array}\right]
$$

If the equation is homogeneous so that $\mathbf{p}(t)=\mathbf{0}$, then look for a solution of the form

$$
\begin{equation*}
\mathbf{x}=\boldsymbol{\xi} e^{\lambda t} \tag{13}
\end{equation*}
$$

This leads to an equation

$$
\begin{equation*}
(A-\lambda I) \boldsymbol{\xi}=\mathbf{0} \tag{14}
\end{equation*}
$$

so $\xi$ is an Eigenvector and $\lambda$ an Eigenvalue.
5 . The general solution is

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}^{*}(t)+\sum_{i=1}^{n} c_{i} \mathbf{x}_{i} . \tag{15}
\end{equation*}
$$

## Ordinary Double Point



A Rational Double Point of Conic Double Point type, known as " $A_{1}$." An ordinary Double Point is called a NODE. The above plot shows the curve $x^{3}-$ $x^{2}+y^{2}=0$, which has an ordinary double point at the Origin.

A surface in complex 3 -space admits at most finitely many ordinary double points. The maximum possible number of ordinary double points $\mu(d)$ for a surface of degree $d=1,2, \ldots$, are $0,1,4,16,31,65$, $93 \leq \mu(7) \leq 104,168 \leq \mu(8) \leq 174,216 \leq \mu(8) \leq 246$, $345 \leq \mu(10) \leq 360,425 \leq \mu(11) \leq 480,576 \leq$ $\mu(12) \leq 645 \ldots$ (Sloane's A046001; Chmutov 1992, Endraß 1995). The fact that $\mu(5)=31$ was proved by Beauville (1980), and $\mu(6)=65$ was proved by Jaffe and Ruberman (1994). For $d \geq 3$, the following inequality holds:

$$
\mu(d) \leq \frac{1}{2}[d(d-1)-3]
$$

(Endraß 1995). Examples of Algebraic Surfaces having the maximum (known) number of ordinary double points are given in the following table.

| $d$ | $\mu(d)$ | Surface |
| ---: | ---: | :--- |
| 3 | 4 | Cayley cubic |
| 4 | 16 | Kummer surface |
| 5 | 31 | dervish |
| 6 | 65 | Barth sextic |
| 8 | 168 | Endraß octic |
| 10 | 345 | Barth decic |

see also Algebraic Surface, Barth Decic, Barth Sextic, Cayley Cubic, Cusp, Dervish, Endrass Octic, Kummer Surface, Rational Double Point
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## Ordinary Line

Given an arrangement of $n \geq 3$ points, a Line containing just two of them is called an ordinary line. Moser (1958) proved that at least $3 n / 7$ lines must be ordinary (Guy 1989, p. 903).
see also General Position, Near-Pencil, Ordinary Point, Special Point, Sylvester Graph
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## Ordinary Point

A Point which lies on at least one Ordinary Line.
see also Ordinary Line, Special Point, Sylvester Graph
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## Ordinate

The $y$ - (vertical) axis of a Graph.
see also AbSCISSA, $x$-Axis, $y$-AXIS, $z$-Axis

## Ore's Conjecture

Define the Harmonic Mean of the Divisors of $n$

$$
H(n) \equiv \frac{\tau(n)}{\sum_{d \mid n} \frac{1}{d}}
$$

where $\tau(n)$ is the TAU Function (the number of Divisors of $n$ ). If $n$ is a Perfect Number, $H(n)$ is an Integer. Ore conjectured that if $n$ is Odd, then $H(n)$ is not an Integer. This implies that no Odd Perfect Numbers exist.
see also Harmonic Divisor Number, Harmonic Mean, Perfect Number, Tau Function

## Ore Number

see Harmonic Divisor Number

## Ore's Theorem

If a Graph $G$ has $n \geq 3$ Vertices such that every pair of the $n$ Vertices which are not joined by an Edge has a sum of Valences which is $\geq n$, then $G$ is HamiltonIAN.
see also Hamiltonian Graph

## Orientable Surface

A Regular Surface $M \subset \mathbb{R}^{n}$ is called orientable if each Tangent Space $M_{p}$ has a Complex Structure $J_{p}: M_{p} \rightarrow M_{p}$ such that $p \rightarrow J_{p}$ is a continuous function.
see also Nonorientable Surface, Regular Surface
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## Orientation (Plane Curve)

A curve has positive orientation if a region $R$ is on the left when traveling around the outside of $R$, or on the right when traveling around the inside of $R$.

## Orientation-Preserving

A nonsingular linear MAP $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is orientationpreserving if $\operatorname{det}(A)>0$.
see also Orientation-Reversing, Rotation

## Orientation-Reversing

A nonsingular linear MAP $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is orientationreversing if $\operatorname{det}(A)<0$.
see also Orientation-Preserving

## Orientation (Vectors)

Let $\theta$ be the Angle between two Vectors. If $0<\theta<$ $\pi$, the Vectors are positively oriented. If $\pi<\theta<2 \pi$, the vectors are negatively oriented.

Two vectors in the plane

$$
\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] \text { and }\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]
$$

are positively oriented Iff the Determinant

$$
D \equiv\left|\begin{array}{ll}
x_{1} & y_{1} \\
x_{2} & y_{2}
\end{array}\right|>0
$$

and are negatively oriented Iff the Determinant $D<$ 0.

## Origami

The Japanese art of paper folding to make 3-dimensional objects. Cube Duplication and Trisection of an Angle can be solved using origami, although they cannot be solved using the traditional rules for GEOMETRIC Constructions.
see also Folding, Geometric Construction, Stomachion, Tangram
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## Origin

The central point ( $r=0$ ) in Polar Coordinates, or the point with all zero coordinates $(0, \ldots, 0)$ in CarteSIAN Coordinates. In 3-D, the $x$-Axis, $y$-AXis, and $z$-Axis meet at the origin.
see also Octant, Quadrant, $x$-Axis, $y$-Axis, $z$-Axis

## Ornstein's Theorem

An important result in Ergodic Theory. It states that any two "Bernoulli schemes" with the same MeasureTheoretic Entropy are Measure-Theoretically Isomorphic.
see also Ergodic Theory, Isomorphism, Measure Theory

## Orr's Theorem

If

$$
\begin{equation*}
(1-z)^{\alpha+\beta+\gamma-1 / 2}{ }_{2} F_{1}(2 \alpha, 2 \beta ; 2 \gamma ; z)=\sum a_{n} z^{n} \tag{1}
\end{equation*}
$$

where ${ }_{2} F_{1}(a, b ; c ; z)$ is a Hypergeometric Function, then

$$
\begin{array}{r}
{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z)_{2} F_{1}\left(\gamma-\alpha+\frac{1}{2}, \gamma-\beta+\frac{1}{2} ; \gamma+1 ; z\right) \\
=\sum_{\left(\gamma+\frac{1}{2}\right)_{n} /(\gamma+1)_{n}} a_{n} z^{n} . \tag{2}
\end{array}
$$

Furthermore, if

$$
\begin{equation*}
(1-z)^{\alpha+\beta-\gamma-1 / 2}{ }_{2} F_{1}(2 \alpha-1,2 \beta ; 2 \gamma-1 ; z)=\sum a_{n} z^{n}, \tag{3}
\end{equation*}
$$

then

$$
\begin{align*}
&{ }_{2} F_{1}(\alpha, \beta ; \gamma ; z) \Gamma\left(\gamma-\alpha+\frac{1}{2}, \gamma-\beta-\frac{1}{2} ; \gamma ; z\right) \\
&=\sum_{\left(\gamma-\frac{1}{2}\right)_{n} /(\gamma)_{n}} a_{n} z^{n} \tag{4}
\end{align*}
$$

where $\Gamma(z)$ is the Gamma Function.

## Orthic Triangle



Given a Triangle $\Delta A_{1} A_{2} A_{3}$, the Triangle $\Delta H_{1} H_{2} H_{3}$ with Vertices at the feet of the Altitudes
(perpendiculars from a point to the sides) is called the orthic triangle. The three lines $A_{i} H_{i}$ are Concurrent at the Orthocenter $H$ of $\Delta A_{1} A_{2} A_{3}$.

The centroid of the orthic triangle has Triangle Center Function

$$
\alpha=a^{2} \cos (B-C)
$$

(Casey 1893, Kimberling 1994). The Orthocenter of the orthic triangle has Triangle Center Function

$$
\alpha=\cos (2 A) \cos (B-C)
$$

(Casey 1893, Kimberling 1994). The Symmedian Point of the orthic triangle has Triangle Center Function

$$
\alpha=\tan A \cos (B-C)
$$

(Casey 1893, Kimberling 1994).
see also Altitude, Fagnano's Problem, Orthocenter, Pedal Triangle, Schwarz's Triangle Problem, Symmedian Point
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## Orthobicupola



A Bicupola in which the bases are in the same orientation.
see also Pentagonal Orthobicupola, Square Orthobicupola, Triangular Orthobicupola

## Orthobirotunda

A Birotunda in which the bases are in the same orientation.

## Orthocenter



The intersection $H$ of the three Altitudes of a Triangle is called the orthocenter. Its Trilinear CoordiNATES are

$$
\begin{equation*}
\cos B \cos C: \cos C \cos A: \cos A \cos B \tag{1}
\end{equation*}
$$

If the Triangle is not a Rigit Triangle, then (1) can be divided through by $\cos A \cos B \cos C$ to give

$$
\begin{equation*}
\sec A: \sec B: \sec C \tag{2}
\end{equation*}
$$

If the triangle is Acute, the orthocenter is in the interior of the triangle. In a Right Triangle, the orthocenter is the Vertex of the Right Angle.


The Circumcenter $O$ and orthocenter $H$ are Isogonal Conjugate points. The orthocenter lies on the Euler Line.

$$
\begin{gather*}
a_{1}^{2}+{a_{2}}^{2}+a_{3}^{2}+{\overline{A_{1} H}}^{2}+{\overline{A_{2} H}}^{2}+{\bar{A}_{3} H^{2}}^{2}=12 R^{2}  \tag{3}\\
\overline{A_{1} H}+\overline{A_{2} H}+{\overline{A_{3} H}=2(r+R)}^{{\overline{A_{1} H}}^{2}+{\overline{A_{2} H}}^{2}+{\overline{A_{3} H}}^{2}=4 R^{2}-4 R r} \text {, } \tag{4}
\end{gather*}
$$

where $r$ is the Inradius and $R$ is the Circumradius (Johnson 1929, p. 191).

Any Hyperbola circumscribed on a Triangle and passing through the orthocenter is Rectangular, and has its center on the Nine-Point Circle (Falisse 1920, Vandeghen 1965).
see also Centroid (Triangle), Circumcenter, Euler Line, Incenter, Orthic Triangle, Orthocentric Coordinates, Orthocentric Quadrilateral, Orthocentric System, Polar Circle
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## Orthocentric Coordinates

Coordinates defined by an Orthocentric System.
see also Trilinear Coordinates

## Orthocentric Quadrilateral

If two pairs of opposite sides of a Complete Quadrilateral are pairs of Perpendicular lines, the Quadrilateral is said to be orthocentric. In such a case, the remaining sides are also Perpendicular.

## Orthocentric System



A set of four points, one of which is the OrthocenTER of the other three. In an orthocentric system, each point is the Orthocenter of the Triangle of the other three, as illustrated above. The Incenter and Excenters of a Triangle are an orthocentric system. The centers of the Circumcircles of an orthocentric system form another orthocentric system congruent to the first. The sum of the squares of any nonadjacent pair of connectors of an orthocentric system equals the square of the Diameter of the Circumcircle. Orthocentric systems are used to define Orthocentric Coordinates.


The four Circumcircles of points in an orthocentric system taken three at a time (illustrated above) have equal Radius.


The four triangles of an orthocentric system have a common Nine-Point Circle, illustrated above.
see also Angle Bisector, Circumcircle, Cyclic Quadrangle, Nine-Point Circle, Orthic Triangle, Orthocenter, Orthocentric System, Polar Circle
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## Orthocupolarotunda

A Cupolarotunda in which the bases are in the same orientation.
see also Gyrocupolarotunda, Pentagonal Orthocupolarontunda

## Orthodrome

see Great Circle

## Orthogonal Array

An orthogonal array $\mathrm{OA}(k, s)$ is a $k \times s^{2}$ ARRAY with entries taken from an $s$-set $S$ having the property that in any two rows, each ordered pair of symbols from $S$ occurs exactly once.
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## Orthogonal Basis

A BASIS of vectors $\mathbf{x}$ which satisfy

$$
\begin{aligned}
x_{j} x_{k} & =C_{j k} \delta_{j k} \\
x^{\mu} x_{\nu} & =C_{\nu}^{\mu} \delta_{\nu}^{\mu},
\end{aligned}
$$

where $C_{j k}, C_{\nu}^{\mu}$ are constants (not necessarily equal to 1) and $\delta_{j k}$ is the Kronecker Delta.
see also Basis, Orthonormal basis

## Orthogonal Circles



Orthogonal circles are Orthogonal Curves, i.e., they cut one another at Right Angles. Two Circles with equations

$$
\begin{gather*}
x^{2}+y^{2}+2 g x+2 f y+c=0  \tag{1}\\
x^{2}+y^{2}+2 g^{\prime} x+2 f^{\prime} y+c^{\prime}=0 \tag{2}
\end{gather*}
$$

are orthogonal if

$$
\begin{equation*}
2 g g^{\prime}+2 f f^{\prime}=c+c^{\prime} \tag{3}
\end{equation*}
$$



A theorem of Euclid states that, for the orthogonal circles in the above diagram,

$$
\begin{equation*}
O P \times O Q=O T^{2} \tag{4}
\end{equation*}
$$

(Dixon 1991, p. 65).
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## Orthogonal Curves

Two intersecting curves which are Perpendicular at their Intersection are said to be orthogonal.

## Orthogonal Functions

Two functions $f(x)$ and $g(x)$ are orthogonal on the interval $a \leq x \leq b$ if

$$
\langle f(x) \mid g(x)\rangle \equiv \int_{a}^{b} f(x) g(x) d x=0
$$

see also Orthogonal Polynomials, Orthonormal Functions

## Orthogonal Group

see General Orthogonal Group, Lie-Type Group, Orthogonal Rotation Group, Projective General Orthogonal Group, Projective Special Orthogonal Group, Special Orthogonal Group

## References
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## Orthogonal Group Representations

Two representations of a Group $\chi_{i}$ and $\chi_{j}$ are said to be orthogonal if

$$
\sum_{R} \chi_{i}(R) \chi_{j}(R)=0
$$

for $i \neq j$, where the sum is over all elements $R$ of the representation.
see also Group

## Orthogonal Lines

Two or more Lines or Line Segments which are PerPENDICULAR are said to be orthogonal.

## Orthogonal Matrix

Any Rotation can be given as a composition of rotations about three axes (EULER's Rotation Theorem), and thus can be represented by a $3 \times 3$ MATRIX operating on a Vector,

$$
\left[\begin{array}{l}
x_{1}^{\prime}  \tag{1}\\
x_{2}^{\prime} \\
x_{3}^{\prime}
\end{array}\right]=\left[\begin{array}{lll}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]
$$

We wish to place conditions on this matrix so that it is consistent with an Orthogonal Transformation (basically, a Rotation or Rotoinversion).

In a Rotation, a Vector must keep its original length, so it must be true that

$$
\begin{equation*}
x_{i}^{\prime} x_{i}^{\prime}=x_{i} x_{i} \tag{2}
\end{equation*}
$$

for $i=1,2,3$, where Einstein Summation is being used. Therefore, from the transformation equation,

$$
\begin{equation*}
\left(a_{i j} x_{j}\right)\left(a_{i k} x_{k}\right)=x_{i} x_{i} \tag{3}
\end{equation*}
$$

This can be rearranged to

$$
\begin{align*}
a_{i j}\left(x_{j} a_{i k}\right) x_{k} & =a_{i j}\left(a_{i k} x_{j}\right) x_{k} \\
& =a_{i j} a_{i k} x_{j} x_{k}=x_{i} x_{i} \tag{4}
\end{align*}
$$

In order for this to hold, it must be true that

$$
\begin{equation*}
a_{i j} a_{i k}=\delta_{j k} \tag{5}
\end{equation*}
$$

for $j, k=1,2,3$, where $\delta_{i j}$ is the Kronecker Delta. This is known as the Orthogonality Condition, and it guarantees that

$$
\begin{equation*}
\mathrm{A}^{-1}=\mathrm{A}^{\mathrm{T}} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
A^{\mathrm{T}} \mathrm{~A}=1, \tag{7}
\end{equation*}
$$

where $A^{T}$ is the Matrix Transpose and $I$ is the Identity Matrix. Equation (7) is the identity which gives the orthogonal matrix its name. Orthogonal matrices have special properties which allow them to be manipulated and identified with particular ease.

Let $A$ and $B$ be two orthogonal matrices. By the Orthogonality Condition, they satisfy

$$
\begin{equation*}
a_{i j} a_{i k}=\delta_{j k} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{i j} b_{i k}=\delta_{j k} \tag{9}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker Delta. Now

$$
\begin{align*}
c_{i j} c_{i k} & =(a b)_{i j}(a b)_{j k}=a_{i s} b_{s j} a_{i t} b_{t k}=a_{i s} a_{i t} b_{s j} b_{t k} \\
& =\delta_{s t} b_{s j} b_{t k}=b_{t j} b_{t k}=\delta_{j k} \tag{10}
\end{align*}
$$

so the product $C \equiv A B$ of two orthogonal matrices is also orthogonal.

The Eigenvalues of an orthogonal matrix must satisfy one of the following:

1. All Eigenvalues are 1.
2. One Eigenvalue is 1 and the other two are -1 .
3. One Eigenvalue is 1 and the other two are Complex Conjugates of the form $e^{i \theta}$ and $e^{-i \theta}$.

An orthogonal Matrix $A$ is classified as proper (corresponding to pure Rotation) if

$$
\begin{equation*}
\operatorname{det}(A)=1 \tag{11}
\end{equation*}
$$

where $\operatorname{det}(A)$ is the Determinant of $A$, or improper (corresponding to inversion with possible rotation; RoTOINVERSION) if

$$
\begin{equation*}
\operatorname{det}(A)=-1 \tag{12}
\end{equation*}
$$

see also Euler's Rotation Theorem, Orthogonal Transformation, Orthogonality Condition, Rotation, Rotation Matrix, Rotoinversion

[^3]
## Orthogonal Polynomials

Orthogonal polynomials are classes of Polynomials $\left\{p_{n}(x)\right\}$ over a range $[a, b]$ which obey an OrthogoNALITY relation

$$
\begin{equation*}
\int_{a}^{b} w(x) p_{m}(x) p_{n}(x) d x=\delta_{m n} c_{n} \tag{1}
\end{equation*}
$$

where $w(x)$ is a Weighting Function and $\delta$ is the Kronecker Delta. If $c_{m}=1$, then the Polynomials are not only orthogonal, but orthonormal.
Orthogonal polynomials have very useful properties in the solution of mathematical and physical problems. Just as Fourier Series provide a convenient method of expanding a periodic function in a series of linearly independent terms, orthogonal polynomials provide a natural way to solve, expand, and interpret solutions to many types of important Differential Equations. Orthogonal polynomials are especially easy to generate using Gram-Schmidt Orthonormalization. Abramowitz and Stegun (1972, pp. 774-775) give a table of common orthogonal polynomials.

| Type | Interval | $w(x)$ | $c_{n}$ |
| :---: | :---: | :---: | :---: |
| Chebyshev First | $[-1,1]$ | $\left(1-x^{2}\right)^{-1 / 2}$ | $\left\{\begin{array}{l}\frac{1}{2} \pi \\ \pi\end{array}\right.$ |
| Kind |  |  | $\left\{\begin{array}{l}\text { for } n=0 \\ \text { otherwise }\end{array}\right.$ |
| Chebyshev Second Kind | $[-1,1]$ | $\sqrt{1-x^{2}}$ | $\frac{1}{2} \pi$ |
| Hermite | $(-\infty, \infty)$ | $e^{-x^{2}}$ | $\sqrt{\pi} 2^{n} n!$ |
| Jacobi | $(-1,1)$ | $(1-x)^{\alpha}(1+x)^{\beta}$ | $h_{n}$ |
| Laguerre | $[0, \infty)$ | $e^{-x}$ | 1 |
| Laguerre <br> (Associated) | $[0, \infty)$ | $x^{k} e^{-x}$ | $\frac{(n+k)!}{n!}$ |
| Legendre | $[-1,1]$ | 1 | $\frac{2}{2 n+1}$ |
| Ultraspherical | $[-1,1]$ | $\left(1-x^{2}\right)^{\alpha-1 / 2}$ | $\begin{aligned} & \left\{\begin{array}{l} \frac{\pi 2^{1-2 \alpha} \Gamma(n+2 \alpha)}{n!(n+\alpha)[\Gamma(\alpha)]^{2}} \\ \frac{2 \pi}{n^{2}} \end{array}\right. \\ & \left\{\begin{array}{l} \text { for } \alpha \neq 0 \\ \text { for } \alpha=0 \end{array}\right. \end{aligned}$ |

In the above table, the normalization constant is the value of

$$
\begin{equation*}
c_{n} \equiv \int w(x)\left[p_{n}(x)\right]^{2} d x \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{n} \equiv \frac{2^{\alpha+\beta+1}}{2 n+\alpha+\beta+1} \frac{\Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{n!\Gamma(n+\alpha+\beta+1)} \tag{3}
\end{equation*}
$$

where $\Gamma(z)$ is a Gamma Function.
The Roots of orthogonal polynomials possess many rather surprising and useful properties. For instance, let $x_{1}<x_{2}<\ldots<x_{n}$ be the Roots of the $p_{n}(x)$ with $x_{0}=a$ and $x_{n+1}=b$. Then each interval $\left[x_{\nu}, x_{\nu+1}\right]$ for $\nu=0,1, \ldots, n$ contains exactly one Root of $p_{n+1}(x)$. Between two Roots of $p_{n}(x)$ there is at least one Root of $p_{m}(x)$ for $m>n$.

Let $c$ be an arbitrary Real constant, then the PolyNOMIAL

$$
\begin{equation*}
p_{n+1}(x)-c p_{n}(x) \tag{4}
\end{equation*}
$$

has $n+1$ distinct Real Roots. If $c>0(c<0)$, these Roots lie in the interior of $[a, b]$, with the exception of the greatest (least) Root which lies in $[a, b]$ only for

$$
\begin{equation*}
c \leq \frac{p_{n+1}(b)}{p_{n}(b)} \quad\left(c \geq \frac{p_{n+1}(a)}{p_{n}(a)}\right) \tag{5}
\end{equation*}
$$

The following decomposition into partial fractions holds

$$
\begin{equation*}
\frac{p_{n}(x)}{p_{n+1}(x)}=\sum_{\nu=0}^{n} \frac{l_{\nu}}{x-\xi} \tag{6}
\end{equation*}
$$

where $\left\{\xi_{\nu}\right\}$ are the Roots of $p_{n+1}(x)$ and

$$
\begin{align*}
l_{\nu} & =\frac{p_{n}\left(\xi_{\nu}\right)}{p_{n+1}^{\prime}\left(\xi_{\nu}\right)} \\
& =\frac{p_{n+1}^{\prime}\left(\xi_{\nu}\right) p_{n}\left(\xi_{\nu}\right)-p_{n}^{\prime}\left(\xi_{\nu}\right)^{\prime} p_{n+1}\left(\xi_{\nu}\right)}{\left[p_{n+1}^{\prime}\left(\xi_{\nu}\right)\right]^{2}}>0 \tag{7}
\end{align*}
$$

Another interesting property is obtained by letting $\left\{p_{n}(x)\right\}$ be the orthonormal set of Polynomials associated with the distribution $d \alpha(x)$ on $[a, b]$. Then the Convergents $R_{n} / S_{n}$ of the Continued Fraction

$$
\begin{align*}
\frac{1}{A_{1} x+B_{1}}-\frac{C_{2}}{A_{2} x+B_{2}}- & \frac{C_{3}}{A_{3} x+B_{3}} \\
& -\ldots-\frac{C_{n}}{A_{n} x+B_{n}}+\ldots \tag{8}
\end{align*}
$$

are given by

$$
\begin{align*}
R_{n} & =R_{n}(x) \\
& =c_{0}{ }^{-3 / 2} \sqrt{c_{0} c_{2}-c_{1}^{2}} \int_{a}^{b} \frac{p_{n}(x)-p_{n}(t)}{x-t} d \alpha(t)(9) \\
S_{n} & =S_{n}(x)=\sqrt{c_{0}} p_{n}(x), \tag{10}
\end{align*}
$$

where $n=0,1, \ldots$ and

$$
\begin{equation*}
c_{n}=\int_{a}^{b} x^{n} d \alpha(x) \tag{11}
\end{equation*}
$$

Furthermore, the Roots of the orthogonal polynomials $p_{n}(x)$ associated with the distribution $d \alpha(x)$ on the interval $[a, b]$ are REAL and distinct and are located in the interior of the interval $[a, b]$.
see also Chebyshev Polynomial of the First Kind, Chebyshev Polynomial of the Second Kind, Gram-Schmidt Orthonormalization, Hermite Polynomial, Jacobi Polynomial, Krawtchouk Polynomial, Laguerre Polynomial, Legendre Polynomial, Orthogonal Functions, Spherical

Harmonic, Ultraspherical Polynomial, Zernike Polynomial
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## Orthogonal Projection

A Projection of a figure by parallel rays. In such a projection, tangencies are preserved. Parallel lines project to parallel lines. The ratio of lengths of parallel segments is preserved, as is the ratio of areas.

Any Triangle can be positioned such that its shadow under an orthogonal projection is Equilateral. Also, the Medians of a Triangle project to the Medians of the image Triangle. Ellipses project to Ellipses, and any Ellipse can be projected to form a Circle. The center of an Ellipse projects to the center of the image Ellipse. The Centroid of a Triangle projects to the Centroid of its image. Under an Orthogonal Transformation, the Midpoint Ellipse can be transformed into a Circle Inscribed in an Equilateral Triangle.

Spheroids project to Ellipses (or Circle in the DeGENERATE case).
see also Projection

## Orthogonal Rotation Group

Orthogonal rotation groups are Lie Groups. The orthogonal rotation group $O_{3}(n)$ is the set of $n \times n$ REAL Orthogonal Matrices.

The orthogonal rotation group $O_{3}^{-}(n)$ is the set of $n \times$ $n$ Real Orthogonal Matrices (having $n(n-1) / 2$ independent parameters) with Determinant -1 .
The orthogonal rotation group $O_{3}^{+}(n)$ is the set of $n \times n$ Real Orthogonal Matrices, having $n(n-1) / 2$ independent parameters, with DETERMINANT $+1 . O_{3}^{+}(n)$ is

Homeomorphic with $S U(2)$. Its elements can be written using Euler Angles and Rotation Matrices as

$$
\begin{align*}
I & =\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]  \tag{1}\\
R_{x}(\phi) & =\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right]  \tag{2}\\
R_{y}(\theta) & =\left[\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right]  \tag{3}\\
R_{z}(\psi) & =\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0 \\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right] . \tag{4}
\end{align*}
$$
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Wilson, R. A. "ATLAS of Finite Group Representation." http://for.mat.bham.ac.uk/atlas\#orth.

## Orthogonal Tensors

Orthogonal Contravariant and Covariant satisfy

$$
g_{i k} g^{i j}=\delta_{k}^{j},
$$

where $\delta_{j}^{k}$ is the Kronecker Delta.
see also Contravariant Tensor, Covariant TenSOR

## Orthogonal Transformation

Any linear transformation

$$
\begin{aligned}
& x_{1}^{\prime}=a_{11} x_{1}+a_{12} x_{2}+x_{13} x_{3} \\
& x_{2}^{\prime}=a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3} \\
& x_{3}^{\prime}=a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3}
\end{aligned}
$$

satisfying the Orthogonality Condition

$$
a_{i j} a_{i k}=\delta_{j k}
$$

where Einstein Summation has been used and $\delta_{i j}$ is the Kronecker Delta, is called an orthogonal transformation.

Orthogonal transformations correspond to rigid Rotations (or Rotoinversions), and may be represented using Orthogonal Matrices. If $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is an orthogonal transformation, then $\operatorname{det}(A)= \pm 1$.
see also Affine Transformation, Orthogonal Matrix, Orthogonality Condition, Rotation, Rotoinversion

## References

Goldstein, H. "Orthogonal Transformations." §4-2 in Classical Mechanics, 2nd ed. Reading, MA: Addison-Wesley, 132-137, 1980.
Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 104, 1993.

## Orthogonal Vectors

Two vectors $\mathbf{u}$ and $\mathbf{v}$ whose Dot Product is $\mathbf{u} \cdot \mathbf{v}=0$ (i.e., the vectors are Perpendicular) are said to be orthogonal. The definition can be extended to three or more vectors which are mutually Perpendicular.
see also Dot Product, Perpendicular

## Orthogonality Condition

A linear transformation

$$
\begin{aligned}
& x_{1}^{\prime}=a_{11} x_{1}+a_{12} x_{2}+x_{13} x_{3} \\
& x_{2}^{\prime}=a_{21} x_{1}+a_{22} x_{2}+a_{23} x_{3} \\
& x_{3}^{\prime}=a_{31} x_{1}+a_{32} x_{2}+a_{33} x_{3},
\end{aligned}
$$

is said to be an Orthogonal Transformation if it satisfies the orthogonality condition

$$
a_{i j} a_{i k}=\delta_{j k}
$$

where Einstein Summation has been used and $\delta_{i j}$ is the Kronecker Delta.
see also Orthogonal Transformation

## References

Goldstein, H. "Orthogonal Transformations." §4-2 in Classical Mechanics, 2nd ed. Reading, MA: Addison-Wesley, 132-137, 1980.

## Orthogonality Theorem

see Group Orthogonality Theorem

## Orthographic Projection



A projection from infinity which preserves neither Area nor angle.

$$
\begin{align*}
& x=\cos \phi \sin \left(\lambda-\lambda_{0}\right)  \tag{1}\\
& y=\cos \phi_{1} \sin \phi-\sin \phi_{1} \cos \phi \cos \left(\lambda-\lambda_{0}\right) . \tag{2}
\end{align*}
$$

The inverse Formulas are

$$
\begin{align*}
& \phi=\sin ^{-1}\left(\cos c \sin \phi_{1}+\frac{y \sin c \cos \phi_{1}}{\rho}\right)  \tag{3}\\
& \lambda=\lambda_{0}+\tan ^{-1}\left(\frac{x \sin c}{\rho \cos \phi_{1} \cos c-y \sin \phi_{1} \sin c}\right) \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
\rho & =\sqrt{x^{2}+y^{2}}  \tag{5}\\
c & =\sin ^{-1} \rho . \tag{6}
\end{align*}
$$

## References

Snyder, J. P. Map Projections-A Working Manual. U. S. Geological Survey Professional Paper 1395. Washington, DC: U. S. Government Printing Office, pp. 145-153, 1987.

## Orthologic

Two Triangles $A_{1} B_{1} C_{1}$ and $A_{2} B_{2} C_{2}$ are orthologic if the perpendiculars from the Vertices $A_{1}, B_{1}, C_{1}$ on the sides $B_{2} C_{2}, A_{2} C_{2}$, and $A_{2} B_{2}$ pass through one point. This point is known as the orthology center of Triangle 1 with respect to Triangle 2.

## Orthonormal Basis

A BASIS of VECTORS $\mathbf{x}$ which satisfy

$$
x_{j} x_{k}=\delta_{j k}
$$

and

$$
x^{\mu} x_{\nu}=\delta_{\nu}^{\mu}
$$

where $\delta_{j k}$ is the Kronecker Delta. An orthonormal basis is a normalized Orthogonal Basis.
see also Basis, Orthogonal Basis

## Orthonormal Functions

A pair of functions $\phi_{i}$ and $\phi_{j}$ are orthonormal if they are Orthogonal and each normalized. These two conditions can be succinctly written as

$$
\int_{a}^{b} \phi_{i}(x) \phi_{j}(x) w(x) d x=\delta_{i j}
$$

where $w(x)$ is a Weighting Function and $\delta_{i j}$ is the Kronecker Delta.
see also Orthogonal Polynomials

## Orthonormal Vectors

Unit Vectors which are Orthogonal are said to be orthonormal.
see also Orthogonal Vectors

## Orthopole

If perpendiculars are dropped on any line from the vertices of a Triangle, then the perpendiculars to the opposite sides from their Feet are Concurrent at a point called the orthopole.

## References

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, p. 247, 1929.

## Orthoptic Curve

An Isoptic Curve formed from the locus of TANgents meeting at Right Angles. The orthoptic of a Parabola is its Directrix. The orthoptic of a central Conic was investigated by Monge and is a Circle concentric with the Conic SEction. The orthoptic of an Astroid is a Circle.

| Curve | Orthoptic |
| :--- | :--- |
| astroid | quadrifolium |
| cardioid | circle or limaçon |
| deltoid | circle |
| logarithmic spiral | equal logarithmic spiral |
| parabola | directrix |

## References

Lawrence, J. D. A Catalog of Special Plane Curves. New York: Dover, pp. 58 and 207, 1972.

## Orthotomic

Given a source $S$ and a curve $\gamma$, pick a point on $\gamma$ and find its tangent $T$. Then the Locus of reflections of $S$ about tangents $T$ is the orthotomic curve (also known as the secondary Caustic). The Involute of the orthotomic is the Caustic. For a parametric curve $(f(t), g(t))$ with respect to the point $\left(x_{0}, y_{0}\right)$, the orthotomic is

$$
\begin{aligned}
& x=x_{0}-\frac{2 g^{\prime}\left[f^{\prime}\left(g-y_{0}\right)-g^{\prime}\left(f-x_{0}\right)\right]}{f^{\prime 2}+g^{\prime 2}} \\
& y=y_{0}+\frac{2 f^{\prime}\left[f^{\prime}\left(g-y_{0}\right)-g^{\prime}\left(f-x_{0}\right)\right]}{f^{\prime 2}+g^{\prime 2}}
\end{aligned}
$$

see also CaUSTIC, Involute

## References

Lawrence, J. D. A Catalog of Special Plane Curves. New York: Dover, p. 60, 1972.

## Orthotope

A Parallelotope whose edges are all mutually PerPENDICULAR. The orthotope is a generalization of the Rectangle and Rectangular Parallelepiped.
see also Rectangle, Rectangular Parallelepiped

## References

Coxeter, H. S. M. Regular Polytopes, 3rd ed. New York: Dover, pp. 122-123, 1973.

## Osborne's Rule

The prescription that a Trigonometry identity can be converted to an analogous identity for Hyperbolic FUnctions by expanding, exchanging trigonometric functions with their hyperbolic counterparts, and then flipping the sign of each term involving the product of two Hyperbolic Sines. For example, given the identity

$$
\cos (x-y)=\cos x \cos y+\sin x \sin y
$$

Osborne's rule gives the corresponding identity

$$
\cosh (x-y)=\cosh x \cosh y-\sinh x \sinh y
$$

## Oscillation

The variation of a Function which exhibits Slope changes, also called the Saltus of a function.

## Oscillation Land

see Carotid-Kundalini Function

## Osculating Circle



The Circle which shares the same Tangent as a curve at a given point. The Radius of Curvature of the osculating circle is

$$
\begin{equation*}
\rho(t)=\frac{1}{|\kappa(t)|}, \tag{1}
\end{equation*}
$$

where $\kappa$ is the Curvature, and the center is

$$
\begin{align*}
& x=f-\frac{\left(f^{\prime 2}+g^{\prime 2}\right) g^{\prime}}{f^{\prime} g^{\prime \prime}-f^{\prime \prime} g^{\prime}}  \tag{2}\\
& y=g+\frac{\left(f^{\prime 2}+g^{\prime 2}\right) g^{\prime}}{f^{\prime} g^{\prime \prime}-f^{\prime \prime} g^{\prime}}, \tag{3}
\end{align*}
$$

i.e., the centers of the osculating circles to a curve form the Evolute to that curve.


In addition, let $C\left(t_{1}, t_{2}, t_{3}\right)$ denote the Circle passing through three points on a curve $(f(t), g(t))$ with $t_{1}<$ $t_{2}<t_{3}$. Then the osculating circle $C$ is given by

$$
\begin{equation*}
C=\lim _{t_{1}, t_{2}, t_{3} \rightarrow t} C\left(t_{1}, t_{2}, t_{3}\right) \tag{4}
\end{equation*}
$$

(Gray 1993).
see also Curvature, Evolute, Radius of Curvature, TANGENT

## References

Gardner, M. "The Game of Life, Parts I-III." Chs. 20-22 in Wheels, Life, and other Mathematical Amusements. New York: W. H. Freeman, pp. 221, 237, and 243, 1983.
Gray, A. "Osculating Circles to Plane Curves." §5.6 in Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 90-95, 1993.

## Osculating Curves



An osculating curve to $f(x)$ at $x_{0}$ is tangent at that point and has the same Curvature. It therefore satisfies

$$
y^{(k)}\left(x_{0}\right)=f^{(k)}\left(x_{0}\right)
$$

for $k=0,1,2$. The point of tangency is called a TACNODE. The simplest example of osculating curves are $x^{2}$ and $x^{4}$, which osculate at the point $x_{0}=0$.
see also TACNODE

## Osculating Interpolation

see Hermite's Interpolating Fundamental PolyNOMIAL

## Osculating Plane

The Plane spanned by the three points $\mathbf{x}(t), \mathbf{x}\left(t+h_{1}\right)$, and $\mathbf{x}\left(t+h_{2}\right)$ on a curve as $h_{1}, h_{2} \rightarrow 0$. Let $\mathbf{z}$ be a point on the osculating plane, then

$$
\left[(\mathbf{z}-\mathbf{x}), \mathbf{x}^{\prime}, \mathbf{x}^{\prime \prime}\right]=0
$$

where $[\mathbf{A}, \mathbf{B}, \mathbf{C}]$ denotes the Scalar Triple Product. The osculating plane passes through the tangent. The intersection of the osculating plane with the NORMAL Plane is known as the Principal Normal Vector. The Vectors $\mathbf{T}$ and $\mathbf{N}$ (Tangent Vector and Normal Vector) span the osculating plane.
see also Normal Vector, Osculating Sphere, Scalar Triple Product, Tangent Vector

## Osculating Sphere

The center of any SPhere which has a contact of (at least) first-order with a curve $C$ at a point $P$ lies in the normal plane to $C$ at $P$. The center of any SPHERE which has a contact of (at least) second-order with $C$ at point $P$, where the Curvature $\kappa>0$, lies on the polar axis of $C$ corresponding to $P$. All these Spheres intersect the Osculating Plane of $C$ at $P$ along a circle of curvature at $P$. The osculating sphere has center

$$
\mathbf{a}=\mathbf{x}+\rho \hat{\mathbf{N}}+\frac{\dot{\rho}}{\tau} \hat{\mathbf{B}}
$$

where $\hat{\mathbf{N}}$ is the unit Normal Vector, $\hat{\mathbf{B}}$ is the unit Binormal Vector, $\rho$ is the Radius of Curvature, and $\tau$ is the Torsion, and Radius

$$
R=\sqrt{\rho^{2}+\left(\frac{\dot{\rho}}{\tau}\right)^{2}}
$$

and has contact of (at least) third order with $C$.
see also Curvature, Osculating Plane, Radius of Curvature, Sphere, Torsion (Differential GeOMETRY)

## References

Kreyszig, E. Differential Geometry. New York: Dover, pp. 54-55, 1991.

## Osedelec Theorem

For an $n$-D Map, the Lyapunov Characteristic ExPONENTS are given by

$$
\sigma_{i}=\lim _{N \rightarrow \infty} \ln \left|\lambda_{i}(N)\right|
$$

for $i=1, \ldots, n$, where $\lambda_{i}$ is the Lyapunov CharacTERISTIC NUMBER.
see also Lyapunov Characteristic Exponent, Lyapunov Characteristic Number

## Ostrowski's Inequality

Let $f(x)$ be a monotonic function integrable on $[a, b]$ and let $f(a), f(b) \leq 0$ and $|f(a)| \geq|f(b)|$, then if $g$ is a REAL function integrable on $[a, b]$,

$$
\left|\int_{a}^{b} f(x) g(x) d x\right| \leq|f(a)| \max _{a \leq \xi \leq b}\left|\int_{a}^{\xi} g(x) d x\right|
$$

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, p. $1100,1979$.

## Ostrowski's Theorem

Let $\mathrm{A}=a_{i j}$ be a Matrix with Positive Coefficients and $\lambda_{0}$ be the Positive Eigenvalue in the Frobenius Theorem, then the $n-1$ Eigenvalues $\lambda_{j} \neq \lambda_{0}$ satisfy the Inequality

$$
\left|\lambda_{j}\right| \leq \lambda_{0} \frac{M^{2}-m^{2}}{M^{2}+m^{2}}
$$

where

$$
\begin{aligned}
M & =\max _{i, j} a_{i j} \\
m & =\min _{i, j} a_{i j}
\end{aligned}
$$

and $i, j=1,2, \ldots, n$.
see also Frobenius Theorem

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, p. 1121, 1980.

## Otter's Tree Enumeration Constants

see Tree

## Outdegree

The number of outward directed Edges from a given Vertex in a Directed Graph.
see also Directed Graph, Indegree, Local Degree

## Outer Automorphism Group

A particular type of Automorphism Group which exists only for Groups. For a Group $G$, the outer automorphism group is the Quotient Group Aut $(G) / \operatorname{Inn}(G)$, which is the Automorphism Group of $G$ modulo its Inner Automorphism Group.
see also Automorphism Group, Inner Automorphism Group, Quotient Group

## Outer Product <br> see Direct Product (Tensor)

Oval


An oval is a curve resembling a squashed Circle but, unlike the Ellipse, without a precise mathematical definition. The word oval derived from the Latin word "ovus" for egg. Unlike ellipses, ovals sometimes have. only a single axis of reflection symmetry (instead of two).

Ovals can be constructed with a Compass by joining together arcs of different radii such that the centers of the arcs lie on a line passing through the join point (Dixon 1991). Albrecht Dürer used this method to design a Roman letter font.
see also Cartesian Ovals, Cassini Ovals, Egg, Ellipse, Ovoid, Superellipse

## References

Critchlow, K. Time Stands Still. London: Gordon Fraser, 1979.

Cundy, H. and Rollett, A. Mathematical Models, 3rd ed. Stradbroke, England: Tarquin Pub., 1989.
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Dixon, R. "The Drawing Out of an Egg." New Sci., July 29, 1982.

Pedoe, D. Geometry and the Liberal Arts. London: Peregrine, 1976.

## Oval of Descartes

see Cartesian Ovals

## Ovals of Cassini

see Cassini Ovals

## Overlapping Resonance Method

see Resonance Overlap Method

## Oversampling

A signal sampled at a frequency higher than the Nyquist Frequency is said to be oversampled $\beta$ times, where the oversampling ratio is defined as

$$
\beta \equiv \frac{\nu_{\mathrm{sampling}}}{\nu_{\mathrm{Nyquist}}}
$$

see also Nyquist Frequency, Nyquist Sampling

## Ovoid

An egg-shaped curve. Lockwood (1967) calls the NEGAtive Pedal Curve of an Ellipse with Eccentricity $e \leq 1 / 2$ an ovoid.
see also Oval
References
Lockwood, E. H. A Book of Curves. Cambridge, England: Cambridge University Press, p. 157, 1967.

## P

## $p$-adic Number

A $p$-adic number is an extension of the Field of RAtional Numbers such that Congruences Modulo Powers of a fixed Prime $p$ are related to proximity in the so called " $p$-adic metric."

Any Nonzero Rational Number $x$ can be represented by

$$
\begin{equation*}
x=\frac{p^{a} r}{s} \tag{1}
\end{equation*}
$$

where $p$ is a Prime Number, $r$ and $s$ are Integers not Divisible by $p$, and $a$ is a unique Integer. Then define the $p$-adic absolute value of $x$ by

$$
\begin{equation*}
|x|_{p}=p^{-a} \tag{2}
\end{equation*}
$$

Also define the $p$-adic value

$$
\begin{equation*}
|0|_{p}=0 \tag{3}
\end{equation*}
$$

As an example, consider the Fraction

$$
\begin{equation*}
\frac{140}{297}=2^{2} \cdot 3^{-3} \cdot 5 \cdot 7 \cdot 11^{-1} \tag{4}
\end{equation*}
$$

It has $p$-adic absolute values given by

$$
\begin{align*}
\left|\frac{140}{297}\right|_{2} & =\frac{1}{4}  \tag{5}\\
\left|\frac{140}{297}\right|_{3} & =27  \tag{6}\\
\left|\frac{140}{297}\right|_{5} & =\frac{1}{5}  \tag{7}\\
\left|\frac{140}{297}\right|_{7} & =\frac{1}{7}  \tag{8}\\
\left|\frac{140}{297}\right|_{11} & =11 . \tag{9}
\end{align*}
$$

The $p$-adic absolute value satisfies the relations

1. $|x|_{p} \geq 0$ for all $x$,
2. $|x|_{p}=0$ IFF $x=0$,
3. $|x y|_{p}=|x|_{p}|y|_{p}$ for all $x$ and $y$,
4. $|x+y|_{p} \leq|x|_{p}+|y|_{p}$ for all $x$ and $y$ (the Triangle Inequality), and
5. $|x+y|_{p} \leq \max \left(|x|_{p},|y|_{p}\right)$ for all $x$ and $y$ (the Strong TRIANGLE InEQUALITY).

In the above, relation 4 follows trivially from relation 5 , but relations 4 and 5 are relevant in the more general Valuation Theory.

The $p$-adics were probably first introduced by Hensel in 1902 in a paper which was concerned with the development of algebraic numbers in POWER SERIES. padic numbers were then generalized to Valuations by Kürschák in 1913. In the early 1920s, Hasse formulated the Local-Global Principle (now usually called the Hasse Principle), which is one of the chief applications of Local Field theory. Skolem's $p$-adic method,
which is used in attacking certain Diophantine EquaTIONS, is another powerful application of $p$-adic numbers. Another application is the theorem that the HARmonic Numbers $H_{n}$ are never Integers (except for $H_{1}$ ). A similar application is the proof of the von Staudt-Clausen Theorem using the $p$-adic valuation, although the technical details are somewhat difficult. Yet another application is provided by the MAHLERLech Theorem.

Every Rational $x$ has an "essentially" unique $p$-adic expansion ("essentially" since zero terms can always be added at the beginning)

$$
\begin{equation*}
x=\sum_{j=m}^{\infty} a_{j} p^{j} \tag{10}
\end{equation*}
$$

with $m$ an Integer, $a_{j}$ the Integers between 0 and $p-1$ inclusive, and where the sum is convergent with respect to $p$-adic valuation. If $x \neq 0$ and $a_{m} \neq 0$, then the expansion is unique. Burger and Struppeck (1996) show that for $p$ a Prime and $n$ a Positive Integer,

$$
\begin{equation*}
|n!|_{p}=p^{-\left(n-A_{p}(n)\right) /(p-1)} \tag{11}
\end{equation*}
$$

where the $p$-adic expansion of $n$ is

$$
\begin{equation*}
n=a_{0}+a_{1} p+a_{2} p^{2}+\ldots+a_{L} P^{L} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{p}(n)=a_{0}+a_{1}+\ldots+a_{L} \tag{13}
\end{equation*}
$$

For sufficiently large $n$,

$$
\begin{equation*}
|n!|_{p} \leq p^{-n /(2 p-2)} \tag{14}
\end{equation*}
$$

The $p$-adic valuation on $\mathbb{Q}$ gives rise to the $p$-adic metric

$$
\begin{equation*}
d(x, y)=|x-y|_{p} \tag{15}
\end{equation*}
$$

which in turn gives rise to the $p$-adic topology. It can be shown that the rationals, together with the $p$-adic metric, do not form a Complete Metric Space. The completion of this space can therefore be constructed, and the set of $p$-adic numbers $\mathbb{Q}_{p}$ is defined to be this completed space.

Just as the Real Numbers are the completion of the Rationals $\mathbb{Q}$ with respect to the usual absolute valuation $|x-y|$, the $p$-adic numbers are the completion of $\mathbb{Q}$ with respect to the $p$-adic valuation $|x-y|_{p}$. The $p$ adic numbers are useful in solving Diophantine Equations. For example, the equation $X^{2}=2$ can easily be shown to have no solutions in the field of 2 -adic numbers (we simply take the valuation of both sides). Because the 2 -adic numbers contain the rationals as a subset, we can immediately see that the equation has no solutions in the Rationals. So we have an immediate proof of the irrationality of $\sqrt{2}$.

This is a common argument that is used in solving these types of equations: in order to show that an equation has no solutions in $\mathbb{Q}$, we show that it has no solutions in a Field Extension. For another example, consider $X^{2}+1=0$. This equation has no solutions in $\mathbb{Q}$ because it has no solutions in the reals $\mathbb{R}$, and $\mathbb{Q}$ is a subset of $\mathbb{R}$.

Now consider the converse. Suppose we have an equation that does have solutions in $\mathbb{R}$ and in all the $\mathbb{Q}_{p}$. Can we conclude that the equation has a solution in $\mathbb{Q}$ ? Unfortunately, in general, the answer is no, but there are classes of equations for which the answer is yes. Such equations are said to satisfy the Hasse Principle.
see also Ax-Kochen Isomorphism Theorem, Diophantine Equation, Harmonic Number, Hasse Principle, Local Field, Local-Global Principle, Mahler-Lech Theorem, Product Formula, Valuation, Valuation Theory, von Staudt-Clausen Theorem
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## $P$-Circle

see Spieker Circle

## $p$-Element

see SEmisimple

## $p$-Good Path

A Lattice Path from one point to another is $p$-good if it lies completely below the line

$$
y=(p-1) x
$$

Hilton and Pederson (1991) show that the number of $p$-good paths from $(1, q-1)$ to ( $k, n-k$ ) under the condition $2 \leq k \leq n-p+1 \leq p(k-1)$ is

$$
\binom{n-q}{k-1}-\sum_{j=1}^{\ell}{ }_{p} d_{q j}\binom{n-p j}{k-j}
$$

where $\binom{a}{b}$ is a Binomial Coefficient, and

$$
\ell \equiv\left\lfloor\frac{n-k}{p-1}\right\rfloor
$$

where $\lfloor x\rfloor$ is the Floor Function.
see also Catalan Number, Lattice Path, Schröder Number
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## p-Group

A Finite Group of Order $p^{a}$ for $p$ a Prime is called a $p$-group. Sylow proved that every Group of this form has a POWER-commutator representation on $n$ generators defined by

$$
\begin{equation*}
a_{i}^{p}=\prod_{k=i+1}^{n} a_{k}^{\beta(i, k)} \tag{1}
\end{equation*}
$$

for $0 \leq \beta(i, k)<p, 1 \leq i \leq n$ and

$$
\begin{equation*}
\left[a_{j}, a_{i}\right]=\prod_{k=j+1}^{n} a_{k}^{\beta(i, j, k)} \tag{2}
\end{equation*}
$$

for $0 \leq \beta(i, j, k)<p, 1 \leq i<j \leq n$. If $p$ is Prime and $f(p)$ the number of Groups of order $p^{m}$, then

$$
\begin{equation*}
f(p)=p^{A m^{2}} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\lim _{m \rightarrow \infty} A=\frac{2}{27} \tag{4}
\end{equation*}
$$

(Higman 1960a,b).
see also Finite Group
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## $p^{\prime}$-Group

$X$ is a $p^{\prime}$-group if $p$ does not divide the Order of $X$.
$p$-Layer
The $p$-layer of $H, L_{p^{\prime}}(H)$ is the unique minimal NORMAL SUBGROUP of $H$ which maps onto $E\left(H / O_{p^{\prime}}(H)\right)$.
see also $B_{p^{\prime}}$-ThEOREM, $L_{p^{\prime}}$-BALANCE THEOREM, SIGnalizer Functor Theorem

## $P$-Polynomial

see HOMFLY Polynomial

## P-Problem

A problem is assigned to the P (Polynomial time) class if the number of steps is bounded by a Polynomial.
see also Complexity Theory, NP-Complete Problem, NP-Hard Problem, NP-Problem
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## $p$-Series

A shorthand name for a Power Series with a NegaTIVE exponent, $\sum_{k=1}^{\infty} k^{-p}$, where $p>0$.
see also Power Series, Riemann Zeta Function

## $p$-Signature

Diagonalize a form over the rationals to

$$
\operatorname{diag}\left[p^{a} \cdot A, p^{b} \cdot B, \ldots\right]
$$

where all the entries are Integers and $A, B, \ldots$ are Relatively Prime to $p$. Then the $p$-signature of the form (for $p \neq-1,2$ ) is

$$
p^{a}+p^{b}+\ldots+4 k(\bmod 8)
$$

where $k$ is the number of Antisquares. For $p=-1$, the $p$-signature is Sylvester's Signature.
see also Signature (Quadratic Form)

## $P$-Symbol

A symbol employed in a formal Propositional Calculus.

## References

Nidditch, P. H. Propositional Calculus. New York: Free Press of Glencoe, p. 1, 1962.

## $P$-Value

The Probability that a variate would assume a value greater than or equal to the observed value strictly by chance: $P\left(z \geq z_{\text {observed }}\right)$.
see also Alpha Value, Significance

## Paasche's Index

The statistical Index

$$
P_{P} \equiv \frac{\sum p_{n} q_{n}}{\sum p_{0} q_{n}}
$$

where $p_{n}$ is the price per unit in period $n$ and $q_{n}$ is the quantity produced in period $n$.
see also Index

## References

Kenney, J. F. and Keeping, E. S. Mathematics of Statistics, Pt. 1, 3rd ed. Princeton, NJ: Van Nostrand, p. 65, 1962.

## Packing

The placement of objects so that they touch in some specified manner, often inside a container with specified properties.
see also Box-Packing Theorem, Circle Packing, Groemer Packing, Hypersphere Packing, Kepler Problem, Kissing Number Packing Density, Polyhedron Packing, Space-Filling Polyhedron, Sphere Packing

## References

Eppstein, D. "Covering and Packing." http://www.ics.uci .edu/~eppstein/junkyard/cover.html.

## Packing Density

The fraction of a volume filled by a given collection of solids.
see also Hypersphere Packing, Packing, Sphere Packing

## Padé Approximant

Approximants derived by expanding a function as a ratio of two Power Series and determining both the Numerator and Denominator Coefficients. Padé approximations are usually superior to TAYLOR Expansions when functions contain Poles, because the use of Rational Functions allows them to be wellrepresented.
The Padé approximant $R_{L / 0}$ corresponds to the MaClaurin Series. When it exists, the $R_{L / M} \equiv[L / M]$ Padé approximant to any Power Series

$$
\begin{equation*}
A(x)=\sum_{j=0}^{\infty} a_{j} x^{j} \tag{1}
\end{equation*}
$$

is unique. If $A(x)$ is a Transcendental Function, then the terms are given by the Taylor Series about $x_{0}$

$$
\begin{equation*}
a_{n}=\frac{1}{n!} A^{(n)}\left(x_{0}\right) . \tag{2}
\end{equation*}
$$

The Coefficients are found by setting

$$
\begin{equation*}
A(x)-\frac{P_{L}(x)}{Q_{M}(x)}=0 \tag{3}
\end{equation*}
$$

and equating Coefficients. $Q_{M}(x)$ can be multiplied by an arbitrary constant which will rescale the other Coefficients, so an addition constraint can be applied. The conventional normalization is

$$
\begin{equation*}
Q_{M}(0)=1 \tag{4}
\end{equation*}
$$

Expanding (3) gives

$$
\begin{align*}
P_{L}(x) & =p_{0}+p_{1} x+\ldots+p_{L} x^{L}  \tag{5}\\
Q_{M}(x) & =1+q_{1} x+\ldots+q_{M} x^{M} . \tag{6}
\end{align*}
$$

These give the set of equations

$$
\begin{align*}
& a_{0}=p_{0}  \tag{7}\\
& a_{1}+a_{0} q_{1}=p_{1}  \tag{8}\\
& a_{2}+a_{1} q_{1}+a_{0} q_{2}=p_{2}  \tag{9}\\
& \vdots  \tag{10}\\
& a_{L}+a_{L-1} q_{1}+\ldots+a_{0} q_{L}=p_{L}  \tag{11}\\
& a_{L+1}+a_{L} q_{1}+\ldots+a_{L-M+1} q_{M}=0  \tag{12}\\
& \vdots \\
& q_{L+M}+a_{L+M-1} q_{1}+\ldots+a_{L} q_{M}=0
\end{align*}
$$

where $a_{n}=0$ for $n<0$ and $q_{j}=0$ for $j>M$. Solving these directly gives
$[L / M]=\frac{\left|\begin{array}{ccccc}a_{L-m+1} & a_{L-m+2} & \cdots & a_{L+1} \\ \vdots & \vdots & & \ddots & \vdots \\ a_{L} & a_{L+1} & & \cdots & a_{L+M} \\ \sum_{j=M}^{L} a_{j-M} x^{j} & \sum_{j=M-1}^{L} a_{j-M+1} x^{j} & \cdots & \sum_{j=0}^{L} a_{j} x^{j}\end{array}\right|}{\left|\begin{array}{cccc}a_{L-M+1} & a_{L-M+2} & \cdots & a_{L+1} \\ \vdots & \vdots & \ddots & \vdots \\ a_{L} & a_{L+1} & \cdots & a_{L+M} \\ x^{M} & x^{M-1} & \cdots & 1\end{array}\right|}$,
(13)
where sums are replaced by a zero if the lower index exceeds the upper. Alternate forms are

$$
\begin{aligned}
{[L / M] } & =\sum_{j=0}^{L-M} a_{j} x^{j}+x^{L-M+1} \mathbf{w}_{L / M}^{\mathrm{T}} \mathrm{~W}_{L / M}^{-1} \mathbf{w}_{L / M} \\
& =\sum_{j=0}^{L+n} a_{j} x^{j}+x^{L+n+1} \mathbf{w}_{(L+M) / M}^{\mathrm{T}} \mathrm{~W}_{L / M}^{-1} \mathbf{w}_{(L+n) / M}
\end{aligned}
$$

for
$W_{L / M}$
$=\left[\begin{array}{ccc}a_{L-M+1}-x a_{L-M+2} & \cdots & a_{L}-x a_{L+1} \\ \vdots & \ddots & \vdots \\ a_{L}-x a_{L+1} & \cdots & a_{L+M-1}-x a_{L+M}\end{array}\right]$
$\mathbf{w}_{L / M}=\left[\begin{array}{c}a_{L-M+1} \\ a_{L-M+2} \\ \vdots \\ a_{L}\end{array}\right]$,
and $0 \leq n \leq M$.

The first few Padé approximants for $e^{x}$ are

$$
\begin{aligned}
& \exp _{0 / 0}(x)=1 \\
& \exp _{0 / 1}(x)=\frac{1}{1-x} \\
& \exp _{0 / 2}(x)=\frac{2}{2-2 x+x^{2}} \\
& \exp _{0 / 3}(x)=\frac{6}{6-6 x+3 x^{2}-x^{3}} \\
& \exp _{1 / 0}(x)=1+x \\
& \exp _{1 / 1}(x)=\frac{2+x}{2-x} \\
& \exp _{1 / 2}(x)=\frac{6+2 x}{6-4 x+x^{2}} \\
& \exp _{1 / 3}(x)=\frac{24+6 x}{24-18 x+6 x^{2}-x^{3}} \\
& \exp _{2 / 0}(x)=\frac{2+2 x+x^{2}}{2} \\
& \exp _{2 / 1}(x)=\frac{6+4 x+x^{2}}{6-2 x} \\
& \exp _{2 / 2}(x)=\frac{12+6 x+x^{2}}{12-6 x+x^{2}} \\
& \exp _{2 / 3}(x)=\frac{60+24 x+3 x^{2}}{60-36 x+9 x^{2}-x^{3}} \\
& \exp _{3 / 0}(x)=\frac{6+6 x+3 x^{2}+x^{3}}{6} \\
& \exp _{3 / 1}(x)=\frac{24+18 x+16 x^{2}+x^{3}}{24-6 x} \\
& \exp _{3 / 2}(x)=\frac{60+36 x+9 x^{2}+x^{3}}{60-24 x+3 x^{2}} \\
& \exp _{3 / 3}(x)=\frac{120+60 x+12 x^{2}+x^{3}}{120-60 x+12 x^{2}-x^{3}}
\end{aligned}
$$

Two-term identities include

$$
\begin{align*}
& \frac{P_{L+1}(x)}{Q_{M+1}(x)}-\frac{P_{L}^{\prime}(x)}{Q_{M}^{\prime}(x)}=\frac{C_{(L+1) /(M+1)}{ }^{2} x^{L+M+1}}{Q_{M+1}(x) Q_{M}^{\prime}(x)} \\
& \frac{P_{L+1}(x)}{Q_{M}(x)}-\frac{P_{L}^{\prime}(x)}{Q_{M}^{\prime}(x)}=\frac{C_{(L+1) / M} C_{(L+1) /(M+1)} x^{L+M+1}}{Q_{M}(x) Q_{M}^{\prime}(x)} \\
& \frac{P_{L}(x)}{Q_{M+1}(x)}-\frac{P_{L}^{\prime}(x)}{Q_{M}^{\prime}(x)}=\frac{C_{L /(M+1)} C_{(L+1) /(M+1)} x^{L+M+1}}{Q_{M}(x) Q_{M}^{\prime}(x)} \\
& \frac{P_{L}(x)}{Q_{M+1}(x)}-\frac{P_{L+1}^{\prime}(x)}{Q_{M}^{\prime}}=\frac{C_{(L+1) /(M+1)}{ }^{2} x^{L+M+2}}{Q_{M+1} Q_{M}^{\prime}} \\
& \frac{P_{L+1}}{Q_{M}(x)}-\frac{P_{L-1}^{\prime}(x)}{Q_{M}^{\prime}(x)}= \\
& \frac{C_{L /(M+1)} C_{(L+1) / M} x^{L+M}+C_{L / M} C_{(L+1) /(M+1)} x^{L+M+1}}{Q_{M}(x) Q_{M}^{\prime}(x)} \tag{20}
\end{align*}
$$

$$
\begin{align*}
& \frac{P_{L}(x)}{Q_{M+1}(x)}-\frac{P_{L}^{\prime}(x)}{Q_{M-1}^{\prime}(x)}= \\
& \quad \frac{C_{L /(M+1)} C_{(L+1) / M} x^{L+M}-C_{L / M} C_{(L+1) /(M+1)} x^{L+M+1}}{Q_{M+1}(x) Q_{M-1}^{\prime}(x)} \tag{21}
\end{align*}
$$

where $C$ is the $C$-Determinant. Three-term identities can be derived using the Frobenius Triangle IdenTities (Baker 1975, p. 32).

A five-term identity is

$$
\begin{equation*}
S_{(L+1) / M} S_{(L-1) / M}-S_{L /(M+1)} S_{L /(M-1)}=S_{L / M}^{2} \tag{22}
\end{equation*}
$$

Cross ratio identities include

$$
\begin{array}{r}
\frac{\left(R_{L / M}-R_{L /(M+1)}\right)\left(R_{(L+1) / M}-R_{(L+1) /(M+1)}\right)}{\left(R_{L / M}-R_{(L+1) / M}\right)\left(R_{L /(M+1)}-R_{(L+1) /(M+1)}\right)} \\
=\frac{C_{L /(M+1)} C_{(L+2) /(M+1)}}{C_{(L+1) / M} C_{(L+1) /(M+2)}} \tag{23}
\end{array}
$$

$$
\begin{array}{r}
\frac{\left(R_{L / M}-R_{(L+1) /(M+1)}\right)\left(R_{(L+1) / M}-R_{L /(M+1)}\right)}{\left(R_{L / M}-R_{L /(M+1)}\right)\left(R_{(L+1) / M}-R_{(L+1) /(M+1)}\right)} \\
=\frac{C_{(L+1) /(M+1)}{ }^{2} x}{C_{L /(M+1)} C_{(L+2) /(M+1)}} \tag{24}
\end{array}
$$

$$
\begin{array}{r}
\frac{\left(R_{L / M}-R_{(L+1) /(M+1)}\right)\left(R_{(L+1) / M}-R_{L /(M+1)}\right)}{\left(R_{L / M}-R_{(L+1) / M}\right)\left(R_{L /(M+1)}-R_{(L+1) /(M+1)}\right)}  \tag{25}\\
=\frac{C_{(L+1) /(M+1)}{ }^{2} x}{C_{(L+1) / M} C_{(L+1) /(M+2)}}
\end{array}
$$

$$
\frac{\left(R_{L / M}-R_{(L+1) /(M-1)}\right)\left(R_{L /(M+1)}-R_{(L+1) / M}\right)}{\left(R_{L / M}-R_{L /(M+1)}\right)\left(R_{(L+1) /(M+1)}-R_{(L+1) / M}\right)}
$$

$$
\begin{equation*}
=\frac{C_{(L+1) / M} C_{(L+1) /(M+1)} x}{C_{L /(M+1)} C_{(L+2) / M}} \tag{26}
\end{equation*}
$$

$$
\begin{array}{r}
\frac{\left(R_{L / M}-R_{(L-1) /(M+1)}\right)\left(R_{(L+1) / M}-R_{L /(M+1)}\right)}{\left(R_{L / M}-R_{(L+1) / M}\right)\left(R_{(L-1) /(M+1)}-R_{L /(M+1)}\right)}  \tag{27}\\
=\frac{C_{L /(M+1)} C_{(L+1) /(M+1)} x}{C_{(L+1) / M} C_{L /(M+2)}}
\end{array}
$$

see also $C$-Determinant, Economized Rational Approximation, Frobenius Triangle Identities
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## Padé Conjecture

If $P(z)$ is a Power series which is regular for $|z| \leq 1$ except for $m$ Poles within this Circle and except for $z=+1$, at which points the function is assumed continuous when only points $|z| \leq 1$ are considered, then at least a subsequence of the $[N, N]$ Padé Approximants are uniformly bounded in the domain formed by removing the interiors of small circles with centers at these Poles and uniformly continuous at $z=+1$ for $|z| \leq 1$. see also Padé Approximant

## References

Baker, G. A. Jr. "The Padé Conjecture and Some Consequences." §II.D in Advances in Theoretical Physics, Vol. 1 (Ed. K. A. Brueckner). New York: Academic Press, pp. 23-27, 1965.

## Padovan Sequence

The Integer Sequence defined by the Recurrence Relation

$$
P(n)=P(n-2)+P(n-3)
$$

with the initial conditions $P(0)=P(1)=P(2)=1$. The first few terms are $1,1,2,2,3,4,5,7,9,12, \ldots$ (Sloane's A000931). The ratio $\lim _{n \rightarrow \infty} P(n) / P(n-1)$ is called the Plastic Constant.
see also Perrin Sequence, Plastic Constant

## References

Sloane, N. J. A. Sequence A000931/M0284 in "An On-Line Version of the Encyclopedia of Integer Sequences."
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## Painlevé Property

Following the work of Fuchs in classifying first-order Ordinary Differential Equations, Painlevé studied second-order ODEs of the form

$$
\frac{d^{2} y}{d x^{2}}=F\left(y^{\prime}, y, x\right)
$$

where $F$ is ANALYTIC in $x$ and rational in $y$ and $y^{\prime}$. Painlevé found 50 types whose only movable Singularities are ordinary Poles. This characteristic is known as the Painlevé property. Six of the transcendents define new transcendents known as Painlevé TranscenDENTS, and the remaining 44 can be integrated in terms of classical transcendents, quadratures, or the Painlevé Transcendents.
see also Painlevé Transcendents

## Painlevé Transcendents

$$
\begin{gather*}
y^{\prime \prime}=6 y^{2}+x  \tag{1}\\
y^{\prime \prime}=2 y^{3}+x y+\alpha  \tag{2}\\
y^{\prime \prime}=\frac{y^{\prime 2}}{y}-\frac{1}{x y^{\prime}}+\alpha y^{3}+\frac{\beta}{x y^{2}}+\frac{\gamma}{x}+\frac{\delta}{y} \tag{3}
\end{gather*}
$$

Transcendents 4-6 do not have known first integrals, but all transcendents have first integrals for special values of their parameters except (1). Painleve found the above transcendents (1) to (3), and the rest were investigated by his students. The sixth transcendent was found by Gambier and contains the other five as limiting cases.
see also Painlevé Property

## Pair

A SET of two numbers or objects linked in some way are said to be a pair. The pair $a$ and $b$ are usually denoted $(a, b)$. In certain circumstances, pairs are also called Brothers or Twins.
see also Amicable Pair, Augmented Amicable Pair, Brown Numbers, Friendly Pair, Hexad, Homogeneous Numbers, Impulse Pair, Irregular Pair, Lax Pair, Long Exact Sequence of a Pair Axiom, Monad, Ordered Pair, Perko Pair, Quadruplet, Quasiamicable Pair, Quintuplet, Reduced Amicable Pair, Smith Brothers, Triad, Triplet, Twin Peaks, Twin Primes, Twins, Unitary Amicable Pair, Wilf-Zeilberger Pair

## Pair Sum

Given an Amicable Pair $(m, n)$, the quantity

$$
\sigma(m)=\sigma(n)=s(m)+s(n)=m+n
$$

is called the pair sum, where $\sigma(n)$ is the Divisor Function and $s(n)$ is the Restricted Divisor Function. see also Amicable Pair

## Paired $t$-Test

Given two paired sets $X_{i}$ and $Y_{i}$ of $n$ measured values, the paired $t$-test determines if they differ from each other in a significant way. Let

$$
\begin{aligned}
\hat{X}_{i} & =\left(X_{i}-\bar{X}_{i}\right) \\
\hat{Y}_{i} & =\left(Y_{i}-\bar{Y}_{i}\right),
\end{aligned}
$$

then define $t$ by

$$
t=(\bar{X}-\bar{Y}) \sqrt{\frac{n(n-1)}{\sum_{i=1}^{n}\left(\hat{X}_{i}-\hat{Y}_{i}\right)^{2}}}
$$

This statistic has $n-1$ Degrees of Freedom.
A table of Student's $t$-Distribution confidence interval can be used to determine the significance level at which two distributions differ.
see also Fisher Sign Test, Hypothesis Testing, Student's $t$-Distribution, Wilcoxon Signed Rank Test
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## Paley Class

The Paley class of a Positive Integer $m \equiv 0(\bmod 4)$ is defined as the set of all possible Quadruples ( $k, e, q, n$ ) where

$$
m=2^{e}\left(q^{n}+1\right)
$$

$q$ is an Odd Prime, and

$$
k= \begin{cases}0 & \text { if } q=0 \\ 1 & \text { if } q^{n}-3 \equiv 0(\bmod 4) \\ 2 & \text { if } q^{n}-1 \equiv 0(\bmod 4) \\ \text { undefined } & \text { otherwise }\end{cases}
$$

see also Hadamard Matrix, Paley Construction

## Paley Construction

Hadamard Matrices $\mathrm{H}_{n}$ can be constructed using Galois Field GF ( $p^{m}$ ) when $p=4 l-1$ and $m$ is Odd. Pick a representation $r$ Relatively Prime to $p$. Then by coloring white $\lfloor(p-1) / 2\rfloor$ (where $\lfloor x\rfloor$ is the Floor FUNCTION) distinct equally spaced Residues mod $p\left(r^{0}\right.$, $r, r^{2}, \ldots ; r^{0}, r^{2}, r^{4}, \ldots ;$ etc.) in addition to 0 , a HADamard Matrix is obtained if the Powers of $r$ (mod $p$ ) run through $<\lfloor(p-1) / 2\rfloor$. For example,

$$
n=12=11^{1}+1=2(5+1)=2^{2}(2+1)
$$

is of this form with $p=11=4 \times 3-1$ and $m=1$. Since $m=1$, we are dealing with GF(11), so pick $p=2$ and compute its Residues (mod 11), which are

$$
\begin{aligned}
p^{0} & \equiv 1 \\
p^{1} & \equiv 2 \\
p^{2} & \equiv 4 \\
p^{3} & \equiv 8 \\
p^{4} & \equiv 16 \equiv 5 \\
p^{5} & \equiv 10 \\
p^{6} & \equiv 20 \equiv 9 \\
p^{7} & \equiv 18 \equiv 7 \\
p^{8} & \equiv 14 \equiv 3 \\
p^{9} & \equiv 6 \\
p^{10} & \equiv 12 \equiv 1 .
\end{aligned}
$$

Picking the first $\lfloor 11 / 2\rfloor=5$ Residues and adding 0 gives: $0,1,2,4,5,8$, which should then be colored in the Matrix obtained by writing out the Residues increasing to the left and up along the border ( 0 through $p-1$, followed by $\infty$ ), then adding horizontal and vertical coordinates to get the residue to place in each square.

$$
\left[\begin{array}{cccccccccccc}
\infty & \infty & \infty & \infty & \infty & \infty & \infty & \infty & \infty & \infty & \infty & \infty \\
10 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & \infty \\
9 & 10 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & \infty \\
8 & 9 & 10 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & \infty \\
7 & 8 & 9 & 10 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & \infty \\
6 & 7 & 8 & 9 & 10 & 0 & 1 & 2 & 3 & 4 & 5 & \infty \\
5 & 6 & 7 & 8 & 9 & 10 & 0 & 1 & 2 & 3 & 4 & \infty \\
4 & 5 & 6 & 7 & 8 & 9 & 10 & 0 & 1 & 2 & 3 & \infty \\
3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 0 & 1 & 2 & \infty \\
2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 0 & 1 & \infty \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 0 & \infty \\
0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & \infty
\end{array}\right]
$$

$H_{16}$ can be trivially constructed from $\mathrm{H}_{4} \otimes \mathrm{H}_{4} . \mathrm{H}_{20}$ cannot be built up from smaller Matrices, so use $n=$ $20=19+1=2\left(3^{2}+1\right)=2^{2}\left(2^{2}+1\right)$. Only the first form can be used, with $p=19=4 \times 5-1$ and $m=1$. We therefore use GF(19), and color 9 Residues plus 0 white. $\mathrm{H}_{24}$ can be constructed from $\mathrm{H}_{2} \otimes \mathrm{H}_{12}$.

Now consider a more complicated case. For $n=28=$ $3^{3}+1=2(13+1)$, the only form having $p=4 l-1$ is the first, so use the $\operatorname{GF}\left(3^{3}\right)$ field. Take as the modulus the Irreducible polynomial $x^{3}+2 x+1$, written 1021. A four-digit number can always be written using only three digits, since $1000-1021 \equiv 0012$ and $2000-2012 \equiv 0021$. Now look at the moduli starting with 10 , where each digit is considered separately. Then

$$
\begin{array}{lll}
x^{0} \equiv 1 & x^{1} \equiv 10 & x^{2} \equiv 100 \\
x^{3} \equiv 1000 \equiv 12 & x^{4} \equiv 120 & x^{5} \equiv 1200 \equiv 212 \\
x^{6} \equiv 2120 \equiv 111 & x^{7} \equiv 1100 \equiv 122 & x^{8} \equiv 1220 \equiv 202 \\
x^{9} \equiv 2020 \equiv 11 & x^{10} \equiv 110 & x^{11} \equiv 1100 \equiv 112 \\
x^{12} \equiv 1120 \equiv 102 & x^{13} \equiv 1020 \equiv 2 & x^{14} \equiv 20 \\
x^{15} \equiv 200 & x^{16} \equiv 2000 \equiv 21 & x^{17} \equiv 210 \\
x^{18} \equiv 2100 \equiv 121 & x^{19} \equiv 1210 \equiv 222 & x^{20} \equiv 2220 \equiv 211 \\
x^{21} \equiv 2110 \equiv 101 & x^{22} \equiv 101 \equiv 22 & x^{23} \equiv 220 \\
x^{24} \equiv 2200 \equiv 221 & x^{25} \equiv 2210 \equiv 201 & x^{26} \equiv 2010 \equiv 1
\end{array}
$$

Taking the alternate terms gives white squares as 000 , $001,020,021,022,100,102,110,111,120,121,202$, 211 , and 221.
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## Paley's Theorem

Proved in 1933. If $q$ is an OdD Prime or $q=0$ and $n$ is any Positive Integer, then there is a HAdAmard Matrix of order

$$
m=2^{c}\left(q^{n}+1\right)
$$

where $e$ is any Positive Integer such that $m \equiv$ $0(\bmod 4)$. If $m$ is of this form, the matrix can be constructed with a Paley Construction. If $m$ is divisible by 4 but not of the form (1), the Paley Class is undefined. However, Hadamard Matrices have been shown to exist for all $m \equiv 0(\bmod 4)$ for $m<428$.
see also Hadamard Matrix, Paley Class, Paley Construction

Palindrome Number<br>see Palindromic Number

## Palindromic Number

A symmetrical number which is written in some base $b$ as $a_{1} a_{2} \ldots a_{2} a_{1}$. The first few are $0,1,2,3,4,5,6,7$, $8,9,11,22,33,44,55,66,77,88,99,101,111,121, \ldots$ (Sloane's A002113).
The first few $n$ for which the Pronic Number $P_{n}$ is palindromic are $1,2,16,77,538,1621, \ldots$ (Sloane's A028336), and the first few palindromic numbers which are Pronic are $2,6,272,6006,289982, \ldots$ (Sloane's A028337). The first few numbers whose squares are palindromic are $1,2,3,11,22,26, \ldots$ (Sloane's A002778), and the first few palindromic squares are 1 , $4,9,121,484,676, \ldots$ (Sloane's A002779).
see also Demlo Number, Palindromic Number ConJecture, Reversal
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## Palindromic Number Conjecture

Apply the 196-ALGORITHM, which consists of taking any Positive Integer of two digits or more, reversing the digits, and adding to the original number. Now sum the two and repeat the procedure with the sum. Of the first 10,000 numbers, only 251 do not produce a Palindromic Number in $\leq 23$ steps (Gardner 1979).
It was therefore conjectured that all numbers will eventually yield a Palindromic Number. However, the conjecture has been proven false for bases which are a Power of 2, and seems to be false for base 10 as well. Among the first 100,000 numbers, 5,996 numbers apparently never generate a Palindromic Number (Gruenberger 1984). The first few are 196, 887, 1675, 7436, 13783, 52514, 94039, 187088, 1067869, 10755470, ... (Sloane's A006960).

It is conjectured, but not proven, that there are an infinite number of palindromic PRIMES. With the exception
of 11, palindromic Primes must have an Odd number of digits.
see also 196-ALGORITHM
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## Pancake Cutting see Circle Cutting

## Pancake Theorem

The 2-D version of the Ham Sandwich Theorem.

## Pandiagonal Square <br> see Panmagic Square

## Pandigital

A decimal Integer which contains each of the digits from 0 to 9 .

## Panmagic Square

| 8 | 17 | 1 | 15 | 24 |
| :---: | :---: | :---: | :---: | :---: |
| 11 | 25 | 9 | 18 | 2 |
| 19 | 3 | 12 | 21 | 10 |
| 22 | 6 | 20 | 4 | 13 |
| 5 | 14 | 23 | 7 | 16 |

If all the diagonals (including those obtained by "wrapping around" the edges) of a Magic Square, as well as the usual rows, columns, and main diagonals sum to the Magic Constant, the square is said to be a Panmagic Square (also called Diabolical Square, Nasik Square, or Pandiagonal Square). No panmagic squares exist of order 3 or any order $4 k+2$ for $k$ an Integer. The Siamese method for generating Magic SQuARES produces panmagic squares for orders $6 k \pm 1$ with ordinary vector $(2,1)$ and break vector $(1,-1)$.

| 1 | 15 | 24 | 8 | 17 |
| :---: | :---: | :---: | :---: | :---: |
| 23 | 7 | 16 | 5 | 14 |
| 20 | 4 | 13 | 22 | 6 |
| 12 | 21 | 10 | 19 | 3 |
| 9 | 18 | 2 | 11 | 25 |

The Lo Shu is not panmagic, but it is an Associative Magic Square. Order four squares can be panmagic or Associative, but not both. Order five squares are the smallest which can be both Associative and panmagic, and 16 distinct Associative panmagic squares exist, one of which is illustrated above (Gardner 1988).

The number of distinct panmagic squares of order 1 , $2, \ldots$ are $1,0,0,384,3600,0, \ldots$ (Sloane's A027567, Hunter and Madachy 1975). Panmagic squares are related to Hypercubes.
see also Associative Magic Square, Hypercube, Franklin Magic Square, Magic Square
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## Pantograph



A Linkage invented in 1630 by Christoph Scheiner for making a scaled copy of a given figure. The linkage is pivoted at $O$; hinges are denoted $\odot$. By placing a Pencil at $P$ (or $P^{\prime}$ ), a Dilated image is obtained at $P^{\prime}$ (or $P$ ). see also Linkage

## Papal Cross


see also CRoss

## Pappus's Centroid Theorem

The Surface Area of a Surface of Revolution is given by
$S_{\text {solid of rotation }}$

$$
=[\text { perimenter }] \times[\text { distance traveled by centroid }]
$$

and the Volume of a Solid of Revolution is given by
$V_{\text {solid of rotation }}$
$=[$ cross-section area $] \times[$ distance traveled by centroid $]$.
see also Centroid (Geometric), Cross-Section, Perimeter, Solid of Revolution, Surface Area, Surface of Revolution, Toroid, Torus
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## Pappus Chain



In the Arbelos, construct a chain of Tangent Circles starting with the Circle Tangent to the two small interior semicircles and the large exterior one. Then the distance from the center of the first Inscribed Circle to the bottom line is twice the Circle's Radius, from the second Circle is four times the Radius, and for the $n$th Circle is $2 n$ times the Radius. The centers of the Circles lie on an Ellipse, and the Diameter of the $n$th Circle $C_{n}$ is $(1 / n)$ th Perpendicular distance to the base of the Semicircle. This result was known to Pappus, who referred to it as an ancient theorem (Hood 1961, Cadwell 1966, Gardner 1979, Bankoff 1981). The simplest proof is via Inversive Geometry.
If $r \equiv A B / A C$, then the radius of the $n$th circle in the pappus chain is

$$
r_{n}=\frac{(1-r) r}{2\left[n^{2}(1-r)^{2}+r\right]}
$$

This equation can be derived by iteratively solving the Quadratic Formula generated by Descartes Circle Theorem for the radius of the Soddy Circle. This general result simplifies to $r_{n}=1 /\left(6+n^{2}\right)$ for $r=2 / 3$ (Gardner 1979). Further special cases when $A C=1+A B$ are considered by Gaba (1940).

If $B$ divides $A C$ in the Golden Ratio $\phi$, then the circles in the chain satisfy a number of other special properties (Bankoff 1955).
see also Arbelos, Coxeter's Loxodromic Sequence of Tangent Circles, Soddy Circles, Steiner Chain

## References

Bankoff, L. "The Golden Arbelos." Scripta Math. 21, 70-76, 1955.

Bankoff, L. "Are the Twin Circles of Archimedes Really Twins?" Math. Mag. 47, 214-218, 1974.
Bankoff, L. "How Did Pappus Do It?" In The Mathematical Gardner (Ed. D. Klarner). Boston, MA: Prindle, Weber, and Schmidt, pp. 112-118, 1981.
Gaba, M. G. "On a Generalization of the Arbelos." Amer. Math. Monthly 47, 19-24, 1940.
Gardner, M. "Mathematical Games: The Diverse Pleasures of Circles that Are Tangent to One Another." Sci. Amer. 240, 18-28, Jan. 1979.
Hood, R. T. "A Chain of Circles." Math. Teacher 54, 134137, 1961.
Johnson, R. A. Advanced Euclidean Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, p. 117, 1929.

## Pappus-Guldinus Theorem <br> see Pappus's Centroid Theorem

## Pappus's Harmonic Theorem


$A W, A B$, and $A Y$ in the above figure are in a HARmonic Range.
see also Ceva's Theorem, Menelaus' Theorem
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## Pappus's Hexagon Theorem



If $A, B$, and $C$ are three points on one Line, $D, E$, and $F$ are three points on another Line, and $A E$ meets $B D$ at $X, A F$ meets $C D$ at $Y$, and $B F$ meets $C E$ at $Z$, then the three points $X, Y$, and $Z$ are Collinear. Pappus's hexagon theorem is essentially its own dual according to the Duality Principle of Projective Geometry.
see also Cayley-Bacharach Theorem, Desargues' Theorem, Duality Principle, Pascal's Theorem, Projective Geometry
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## Pappus's Theorem

There are several Theorems that generally are known by the generic name "Pappus's Theorem."
see also Pappus's Centroid Theorem, Pappus Chain, Pappus's Harmonic Theorem, Pappus's Hexagon Theorem

## Parabiaugmented Dodecahedron

 see Johnson Solid
## Parabiaugmented Hexagonal Prism

see Johnson Solid

Parabiaugmented Truncated Dodecahedron see Johnson Solid

## Parabidiminished Rhombicosidodecahedron see Johnson Solid

## Parabigyrate Rhombicosidodecahedron

 see Joinson Solid
 given Line (the DIrectrix) and a given point not on the line (the Focus).
The parabola was studied by Menaechmus in an attempt to achieve Cube Duplication. Menaechmus solved the problem by finding the intersection of the two parabolas $x^{2}=y$ and $y^{2}=2 x$. Euclid wrote about the parabola, and it was given its present name by Apollonius. Pascal considered the parabola as a projection of a Circle, and Galileo showed that projectiles falling under uniform gravity follow parabolic paths. Gregory and Newton considered the Catacaustic properties of a parabola which bring parallel rays of light to a focus (MacTutor Archive).

For a parabola opening to the right, the equation in Cartesian Coordinates is

$$
\begin{gather*}
\sqrt{(x-p)^{2}+y^{2}}=x+p  \tag{1}\\
(x-p)^{2}+y^{2}=(x+p)^{2}  \tag{2}\\
x^{2} \quad 2 p x+p^{2}+y^{2}=x^{2}+2 p x+p^{2}  \tag{3}\\
y^{2}=4 p x \tag{4}
\end{gather*}
$$

If the VERTEX is at $\left(x_{0}, y_{0}\right)$ instead of $(0,0)$, the equation is

$$
\begin{equation*}
\left(y-y_{0}\right)^{2}=4 p\left(x-x_{0}\right) \tag{5}
\end{equation*}
$$

If the parabola opens upwards,

$$
\begin{equation*}
x^{2}=4 p y \tag{6}
\end{equation*}
$$

(which is the form shown in the above figure at left). The quantity $4 p$ is known as the Latus Rectum. In Polar Coordinates,

$$
\begin{equation*}
r=\frac{2 a}{1-\cos \theta} \tag{7}
\end{equation*}
$$

In Pedal Coordinates with the Pedal Point at the Focus, the equation is

$$
\begin{equation*}
p^{2}=a r \tag{8}
\end{equation*}
$$

The parametric equations for the parabola are

$$
\begin{align*}
& x=2 a t  \tag{9}\\
& y=a t^{2} \tag{10}
\end{align*}
$$



The Curvature, Arc Length, and Tangential AnGLE are

$$
\begin{align*}
\kappa(t) & =\frac{1}{2\left(1+t^{2}\right)^{3 / 2}}  \tag{11}\\
s(t) & =t \sqrt{1+t^{2}}+\sinh ^{-1} t  \tag{12}\\
\phi(t) & =\tan ^{-1} t \tag{13}
\end{align*}
$$

The Tangent Vector of the parabola is

$$
\begin{align*}
x_{T}(t) & =\frac{1}{\sqrt{1+t^{2}}}  \tag{14}\\
y_{T}(t) & =\frac{t}{\sqrt{1+t^{2}}} \tag{15}
\end{align*}
$$

The plots below show the normal and tangent vectors to a parabola.

see also Conic Section, Ellipse, Hyperbola, Quadratic Curve, Reflection Property, Tschirnhausen Cubic Pedal Curve
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## Parabola Caustic

The Caustic of a Parabola with rays Perpendicular to the axis of the Parabola is Tschirnhausen Cubic.

## Parabola Evolute

Given a Parabola

$$
\begin{equation*}
y=x^{2} \tag{1}
\end{equation*}
$$

the parametric equation and its derivatives are

$$
\begin{array}{ccc}
x=t & x^{\prime}=t & y^{\prime}=2 t \\
y=t^{2} & x^{\prime \prime}=0 & y^{\prime \prime}=2 \tag{2}
\end{array}
$$

The Radius of Curvature is

$$
\begin{equation*}
R=\frac{\left(x^{\prime 2}+y^{\prime 2}\right)^{3 / 2}}{x^{\prime} y^{\prime \prime}-x^{\prime \prime} y^{\prime}}=\frac{\left(1+4 t^{2}\right)^{3 / 2}}{2} \tag{3}
\end{equation*}
$$

The Tangent Vector is

$$
\hat{\mathbf{T}}=\frac{1}{\sqrt{1+4 t^{2}}}\left[\begin{array}{c}
1  \tag{4}\\
2 t
\end{array}\right]
$$

so the parametric equations of the evolute are

$$
\begin{align*}
& \xi=-4 t^{3}  \tag{5}\\
& \eta=\frac{1}{2}+3 t^{2} \tag{6}
\end{align*}
$$

and

$$
\begin{gather*}
-\frac{1}{4} \xi=t^{3}  \tag{7}\\
\frac{1}{3}\left(\eta-\frac{1}{2}\right)=t^{2}  \tag{8}\\
\frac{1}{3}\left(\eta-\frac{1}{2}\right)=\left(-\frac{1}{4} \xi\right)^{2 / 3}  \tag{9}\\
\frac{1}{3}(\eta-h)=\left(-\frac{2 \xi}{8}\right)^{2 / 3}=\frac{1}{4}(2 \xi)^{2 / 3} \tag{10}
\end{gather*}
$$

The Evolute is therefore

$$
\begin{equation*}
\eta=\frac{3}{4}(2 \xi)^{2 / 3}+\frac{1}{2} \tag{11}
\end{equation*}
$$

This is known as Neile's Parabola and is a Semicubical Parabola. From a point above the evolute three normals can be drawn to the Parabola, while only one normal can be drawn to the Parabola from a point below the Evolute.
see also Neile's Parabola, Parabola, Semicubical Parabola

## Parabola Inverse Curve

The Inverse Curve for a Parabola given by

$$
\begin{align*}
& x=a t^{2}  \tag{1}\\
& y=2 a t \tag{2}
\end{align*}
$$

with Inversion Center ( $x_{0}, y_{0}$ ) and Inversion RaDIUS $k$ is

$$
\begin{align*}
& x=x_{0}+\frac{k\left(a t^{2}-x_{0}\right)}{\left(a t^{2}+x_{0}\right)^{2}+\left(2 a t-y_{0}\right)^{2}}  \tag{3}\\
& y=y_{0}+\frac{k\left(2 a t-y_{0}\right)}{\left(a t^{2}+x_{0}\right)^{2}+\left(2 a t-y_{0}\right)^{2}} \tag{4}
\end{align*}
$$



For $\left(x_{0}, y_{0}\right)=(a, 0)$ at the Focus, the Inverse Curve is the Cardioid

$$
\begin{align*}
& x=a+\frac{k\left(t^{2}-1\right)}{a\left(1+t^{2}\right)^{2}}  \tag{5}\\
& y=\frac{2 k t}{a\left(1+t^{2}\right)^{2}} \tag{6}
\end{align*}
$$



For $\left(x_{0}, y_{0}\right)=(0,0)$ at the Vertex, the Inverse Curve is the Cissoid of Diocles

$$
\begin{align*}
x & =\frac{k}{a\left(4+t^{2}\right)}  \tag{7}\\
y & =\frac{2 k}{a t\left(4+t^{2}\right)} \tag{8}
\end{align*}
$$

## Parabola Involute



So the equation of the Involute is

$$
\begin{align*}
\mathbf{r}_{i} & =\mathbf{r}-s \hat{\mathbf{T}}=\left[\begin{array}{c}
t \\
t^{2}
\end{array}\right]-\frac{\frac{1}{2} t \sqrt{1+4 t^{2}}+\frac{1}{4} \sinh ^{-1}(2 t)}{\sqrt{1+4 t^{2}}}\left[\begin{array}{c}
1 \\
2 t
\end{array}\right] \\
& =\frac{1}{2 \sqrt{1+4 t^{2}}}\left[\begin{array}{c}
t-\frac{1}{2} \sinh ^{-1}(2 t) \\
-\sinh ^{-1}(2 t)
\end{array}\right] . \tag{6}
\end{align*}
$$

## Parabola Pedal Curve



On the Directrix, the Pedal Curve of a Parabola is a Strophoid (top left). On the foot of the Directrix, it is a Right Strophoid (top middle). On reflection of the Focus in the Directrix, it is a Maclaurin Trisectrix (top right). On the Vertex, it is a Cissoid of Diocles (bottom left). On the Focus, it is a straight line (bottom right).
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## Parabolic Coordinates



A system of Curvilinear Coordinates in which two sets of coordinate surfaces are obtained by revolving the parabolas of Parabolic Cylindrical Coordinates about the $x$-Axis, which is then relabeled the $z$-Axis. There are several notational conventions. Whereas $(u, v, \theta)$ is used in this work, Arfken (1970) uses $(\xi, \eta, \varphi)$.

The equations for the parabolic coordinates are

$$
\begin{align*}
& x=u v \cos \theta  \tag{1}\\
& y=u v \sin \theta  \tag{2}\\
& z=\frac{1}{2}\left(u^{2}-v^{2}\right) \tag{3}
\end{align*}
$$

where $u \in[0, \infty), v \in[0, \infty)$, and $\theta \in[0,2 \pi)$. To solve for $u, v$, and $\theta$, examine

$$
\begin{align*}
x^{2}+y^{2}+z^{2} & =u^{2} v^{2}+\frac{1}{4}\left(u^{4}-2 u^{2} v^{2}+v^{4}\right) \\
& =\frac{1}{4}\left(u^{4}+2 u^{2} v^{2}+v^{4}\right) \\
& =\frac{1}{4}\left(u^{2}+v^{2}\right)^{2} \tag{4}
\end{align*}
$$

so

$$
\begin{equation*}
\sqrt{x^{2}+y^{2}+z^{2}}=\frac{1}{2}\left(u^{2}+v^{2}\right) \tag{5}
\end{equation*}
$$

and

$$
\begin{align*}
& \sqrt{x^{2}+y^{2}+z^{2}}+z=u^{2}  \tag{6}\\
& \sqrt{x^{2}+y^{2}+z^{2}}-z=v^{2} \tag{7}
\end{align*}
$$

We therefore have

$$
\begin{align*}
& u=\sqrt{\sqrt{x^{2}+y^{2}+z^{2}}+z}  \tag{8}\\
& v=\sqrt{\sqrt{x^{2}+y^{2}+z^{2}}-z}  \tag{9}\\
& \theta=\tan ^{-1}\left(\frac{y}{x}\right) \tag{10}
\end{align*}
$$

The Scale Factors are

$$
\begin{align*}
h_{u} & =\sqrt{u^{2}+v^{2}}  \tag{11}\\
h_{v} & =\sqrt{u^{2}+v^{2}}  \tag{12}\\
h_{\theta} & =u v . \tag{13}
\end{align*}
$$

The Line Element is

$$
\begin{equation*}
d s^{2}=\left(u^{2}+v^{2}\right)\left(d u^{2}+d v^{2}\right)+u^{2} v^{2} d \theta^{2} \tag{14}
\end{equation*}
$$

and the Volume Element is

$$
\begin{equation*}
d V=u v\left(u^{2}+v^{2}\right) d u d v d \theta \tag{15}
\end{equation*}
$$

The Laplacian is

$$
\begin{align*}
& \begin{array}{r}
\nabla^{2} f=\frac{1}{u v\left(u^{2}+v^{2}\right)}\left[\frac{\partial}{\partial u}\left(u v \frac{\partial f}{\partial u}\right)+\frac{\partial}{\partial v}\left(u v \frac{\partial f}{\partial v}\right)\right] \\
\\
+\frac{1}{u^{2} v^{2}} \frac{\partial^{2} f}{\partial \theta^{2}} \\
=\frac{1}{u^{2}+v^{2}}\left[\frac{1}{u} \frac{\partial}{\partial u}\left(u \frac{\partial f}{\partial u}\right)+\frac{1}{v} \frac{\partial}{\partial v}\left(v \frac{\partial f}{\partial v}\right)\right] \\
+\frac{1}{u^{2} v^{2}} \frac{\partial^{2} f}{\partial \theta^{2}} \\
=\frac{1}{u^{2}+v^{2}}\left(\frac{1}{u} \frac{\partial f}{\partial u}+\frac{\partial^{2} f}{\partial u^{2}}+\frac{1}{v} \frac{\partial f}{\partial v}+\frac{\partial^{2} f}{\partial v^{2}}\right)+\frac{1}{u^{2} v^{2}} \frac{\partial^{2} f}{\partial \theta^{2}}
\end{array} .
\end{align*}
$$

The Helmholtz Differential Equation is SeparabLE in parabolic coordinates.
see also Confocal Paraboloidal Coordinates, Helmholtz Differential Equation-Parabolic Coordinates, Parabolic Cylindrical CoordiNATES
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## Parabolic Cyclide

A Cyclide formed by inversion of a Standard Torus when the sphere of inversion is tangent to the torus.
see also Parabolic Horn Cyclide, Parabolic Ring Cyclide, Parabolic Spindle Cyclide

Parabolic Cylinder


A Quadratic Surface given by the equation

$$
x^{2}+2 r z=0
$$

## Parabolic Cylinder Function

These functions are sometimes called Weber FuncTIONS. Whittaker and Watson (1990, p. 347) define the parabolic cylinder functions as solutions to the WEBER Differential Equation

$$
\begin{equation*}
\frac{d^{2} D_{n}(z)}{d z^{2}}+\left(n+\frac{1}{2}-\frac{1}{4} z^{2}\right) D_{n}(z)=0 \tag{1}
\end{equation*}
$$

The two independent solutions are given by $D_{n}(z)$ and $D_{-n-1}\left(z e^{i \pi / 2}\right)$, where

$$
\begin{align*}
D_{n}(z)= & 2^{n / 2+1 / 4} z^{-1 / 2} W_{n / 2+1 / 4,-1 / 4}\left(\frac{1}{2} z^{2}\right)  \tag{2}\\
& =\frac{\Gamma\left(\frac{1}{2}\right) 2^{n / 2+1 / 4} z^{-1 / 2}}{\Gamma\left(\frac{1}{2}-\frac{1}{2} n\right)} M_{n / 2+1 / 4,-1 / 4}\left(\frac{1}{2} z^{2}\right) \\
& +\frac{\Gamma\left(-\frac{1}{2}\right) 2^{n / 2+1 / 4} z^{-1 / 2}}{\Gamma\left(-\frac{1}{2} n\right)} M_{n / 2+1 / 4,1 / 4}\left(\frac{1}{2} z^{2}\right) . \tag{3}
\end{align*}
$$

Here, $W_{a, b}(z)$ is a Whittaker Function and $M_{a, b}(z)={ }_{1} F_{1}(a ; b ; z)$ are Confluent HypergeometRIC Functions.

Abramowitz and Stegun (1972, p. 686) define the parabolic cylinder functions as solutions to

$$
\begin{equation*}
y^{\prime \prime}+\left(a x^{2}+b x+c\right)=0 \tag{4}
\end{equation*}
$$

This can be rewritten by Completing the Square,

$$
\begin{equation*}
y^{\prime \prime}+\left[a\left(x+\frac{b}{2 a}\right)^{2}-\frac{b^{2}}{4 a}+c\right] y=0 \tag{5}
\end{equation*}
$$

Now letting

$$
\begin{align*}
u & =x+\frac{b}{2 a}  \tag{6}\\
d u & =d x \tag{7}
\end{align*}
$$

gives

$$
\begin{equation*}
\frac{d^{2} y}{d u^{2}}+\left(a u^{2}+d\right) y=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{equation*}
d \equiv \frac{b^{2}}{4 a}+c \tag{9}
\end{equation*}
$$

Equation (4) has the two standard forms

$$
\begin{align*}
& y^{\prime \prime}-\left(\frac{1}{4} x^{2}+a\right) y=0  \tag{10}\\
& y^{\prime \prime}+\left(\frac{1}{4} x^{2}-a\right) y=0 \tag{11}
\end{align*}
$$

For a general $a$, the Even and Odd solutions to (10) are

$$
\begin{align*}
& y_{1}(x)=e^{-x^{2} / 4}{ }_{1} F_{1}\left(\frac{1}{2} a+\frac{1}{4} ; \frac{1}{2} ; \frac{1}{2} x^{2}\right)  \tag{12}\\
& y_{2}(x)=x e^{-x^{2} / 4}{ }_{1} F_{1}\left(\frac{1}{2} a+\frac{3}{4} ; \frac{3}{2} ; \frac{1}{2} x^{2}\right), \tag{13}
\end{align*}
$$

where ${ }_{1} F_{1}(a ; b ; z)$ is a Confluent Hypergeometric Function. If $y(a, x)$ is a solution to (10), then (11) has solutions

$$
\begin{equation*}
y\left( \pm i a, x e^{\mp i \pi / 4}\right), y\left( \pm i a,-x e^{\mp i \pi / 4}\right) \tag{14}
\end{equation*}
$$

Abramowitz and Stegun (1972, p. 687) define standard solutions to (10) as

$$
\begin{align*}
& U(a, x)=\cos \left[\pi\left(\frac{1}{4}+\frac{1}{2} a\right)\right] Y_{1}-\sin \left[\pi\left(\frac{1}{4}+\frac{1}{2} a\right)\right] Y_{2}  \tag{15}\\
& V(a, x)=\frac{\sin \left[\pi\left(\frac{1}{4}+\frac{1}{2} a\right)\right] Y_{1}+\cos \left[\pi\left(\frac{1}{4}+\frac{1}{2} a\right)\right] Y_{2}}{\Gamma\left(\frac{1}{2}-a\right)}, 1 \tag{16}
\end{align*}
$$

where

$$
\begin{align*}
Y_{1} & \equiv \frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{1}{4}-\frac{1}{2} a\right)}{2^{a / 2+1 / 4}} y_{1} \\
& =\frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{1}{4}-\frac{1}{2} a\right)}{2^{a / 2+1 / 4}} e^{-x^{2} / 4}{ }_{1} F_{1}\left(\frac{1}{2} a+\frac{1}{4} ; \frac{1}{2} ; \frac{1}{2} x^{2}\right)  \tag{17}\\
Y_{2} & \equiv \frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{3}{4}-\frac{1}{2} a\right)}{2^{a / 2+1 / 4}} y_{2} \\
& =\frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{3}{4}-\frac{1}{2} a\right)}{2^{a / 2+1 / 4}} x e^{-x^{2} / 4}{ }_{1} F_{1}\left(\frac{1}{2} a+\frac{3}{4} ; \frac{3}{2} ; \frac{1}{2} x^{2}\right) . \tag{18}
\end{align*}
$$

In terms of Whittaker and Watsen's functions,

$$
\begin{align*}
& U(a, x)=D_{-a-1 / 2}(x)  \tag{19}\\
& V(a, x) \\
& =\frac{\Gamma\left(\frac{1}{2}+a\right)\left[\sin (\pi a) D_{-a-1 / 2}(x)+D_{-a-1 / 2}(-x)\right]}{\pi} \tag{20}
\end{align*}
$$

For Nonnegative Integer $n$, the solution $D_{n}$ reduces to

$$
\begin{equation*}
D_{n}(x)=2^{-n / 2} e^{-x^{2} / 4} H_{n}\left(\frac{x}{\sqrt{2}}\right)=e^{-x^{2} / 4} \mathrm{He}_{n}(x) \tag{21}
\end{equation*}
$$

where $H_{n}(x)$ is a Hermite Poiynomial and $\mathrm{He}_{n}$ is a modified Hermite Polynomial.

The parabolic cylinder functions $D_{\nu}$ satisfy the RECURrence Relations

$$
\begin{align*}
& D_{\nu+1}(z)-z D_{\nu}(z)+\nu D_{\nu-1}(z)=0  \tag{22}\\
& D_{\nu}^{\prime}(z)+\frac{1}{2} z D_{\nu}(z)-\nu D_{\nu-1}(z)=0 . \tag{23}
\end{align*}
$$

The parabolic cylinder function for integral $n$ can be defined in terms of an integral by

$$
\begin{equation*}
D_{n}(z)=\frac{1}{\pi} \int_{0}^{\pi} \sin (n \theta-z \sin \theta) d \theta \tag{24}
\end{equation*}
$$

(Watson 1966 , p. 308), which is similar to the ANGER Function. The result

$$
\begin{equation*}
\int_{-\infty}^{\infty} D_{m}(x) D_{n}(x) d x=\delta_{m n} n!\sqrt{2 \pi} \tag{25}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker Delta, can also be used to determine the Coefficients in the expansion

$$
\begin{equation*}
f(z)=\sum_{n=0}^{\infty} a_{n} D_{n} \tag{26}
\end{equation*}
$$

as

$$
\begin{equation*}
a_{n}=\frac{1}{n!\sqrt{2 \pi}} \int_{-\infty}^{\infty} D_{n}(t) f(t) d t \tag{27}
\end{equation*}
$$

For $\nu$ real,

$$
\begin{equation*}
\int_{0}^{\infty}\left[D_{\nu}(t)\right]^{2} d t=\pi^{1 / 2} 2^{-3 / 2} \frac{\phi_{0}\left(\frac{1}{2}-\frac{1}{2} \nu\right)-\phi_{0}\left(-\frac{1}{2} \nu\right)}{\Gamma(-\nu)} \tag{28}
\end{equation*}
$$

(Gradshteyn and Ryzhik 1980, p. 885, 7.711.3), where $\Gamma(z)$ is the Gamma Function and $\phi_{0}(z)$ is the PolyGAMMA FUNCTION of order 0.
see also Anger Function, Bessel Function, Darwin's Expansions, Hh Function, Struve Function
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## Parabolic Cylindrical Coordinates



A system of Curvilinear Coordinates. There are several different conventions for the orientation and designation of these coordinates. Arfken (1970) defines coordinates $(\xi, \eta, z)$ such that

$$
\begin{align*}
& x=\xi \eta  \tag{1}\\
& y=\frac{1}{2}\left(\eta^{2}-\xi^{2}\right)  \tag{2}\\
& z=z \tag{3}
\end{align*}
$$

In this work, following Morse and Feshbach (1953), the coordinates ( $u, v, z$ ) are used instead. In this convention, the traces of the coordinate surfaces of the $x y$-Plane are confocal Parabolas with a common axis. The $u$ curves open into the Negative $x$-Axis; the $v$ curves open into the Positive $x$-Axis. The $u$ and $v$ curves intersect along the $y$-Axis.

$$
\begin{align*}
& x=\frac{1}{2}\left(u^{2}-v^{2}\right)  \tag{4}\\
& y=u v  \tag{5}\\
& z=z \tag{6}
\end{align*}
$$

where $u \in[0, \infty), v \in[0, \infty)$, and $z \in(-\infty, \infty)$. The Scale Factors are

$$
\begin{align*}
h_{1} & =\sqrt{u^{2}+v^{2}}  \tag{7}\\
h_{2} & =\sqrt{u^{2}+v^{2}}  \tag{8}\\
h_{3} & =1 \tag{9}
\end{align*}
$$

LAPLACE'S EQUATION is

$$
\begin{equation*}
\nabla^{2} f=\frac{1}{u^{2}+v^{2}}\left(\frac{\partial^{2} f}{\partial u^{2}}+\frac{\partial^{2} f}{\partial v^{2}}\right)+\frac{\partial^{2} f}{\partial z^{2}} \tag{10}
\end{equation*}
$$

The Helmholtz Differential Equation is SeparaBLE in parabolic cylindrical coordinates.
see also Confocal Paraboloidal Coordinates, Helmholtz Differential Equation-Parabolic Cylindrical Coordinates, Parabolic CoordiNATES
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## Parabolic Fixed Point

A Fixed Point of a Linear Transformation for which the rescaled variables satisfy

$$
(\delta-\alpha)^{2}+4 \beta \gamma=0
$$

see also Elliptic Fixed Point (Map), Hyperbolic Fixed Point (Map), Linear Transformation

## Parabolic Geometry <br> see Euclidean Geometry

## Parabolic Horn Cyclide



A Parabolic Cyclide formed by inversion of a Horn Torus when the inversion sphere is tangent to the Torus.
see also Cyclide, Parabolic Ring Cyclide, Parabolic Spindle Cyclide

## Parabolic Partial Differential Equation

A Partial Differential Equation of second-order, i.e., one of the form

$$
\begin{equation*}
A u_{x x}+2 B u_{x y}+C u_{y y}+D u_{x}+E u_{y}+F=0 \tag{1}
\end{equation*}
$$

is called parabolic if the Matrix

$$
\mathrm{Z} \equiv\left[\begin{array}{ll}
A & B  \tag{2}\\
B & C
\end{array}\right]
$$

satisfies $\operatorname{det}(Z)=0$. The Heat Conduction EquaTION and other diffusion equations are examples. Initialboundary conditions are used to give

$$
\begin{gather*}
u(x, t)=g(x, t) \quad \text { for } x \in \partial \Omega, t>0  \tag{3}\\
u(x, 0)=v(x) \quad \text { for } x \in \Omega \tag{4}
\end{gather*}
$$

where

$$
\begin{equation*}
u_{x x}=f\left(u_{x}, u_{y}, u, x, y\right) \tag{5}
\end{equation*}
$$

holds in $\Omega$.
see also Elliptic Partial Differential Equation, Hyperbolic Partial Differential Equation, Partial Differential Equation

## Parabolic Point

A point $\mathbf{p}$ on a Regular Surface $M \in \mathbb{R}^{3}$ is said to be parabolic if the Gaussian Curvature $K(\mathbf{p})=0$ but $S(\mathbf{p}) \neq 0$ (where $S$ is the Shape Operator), or equivalently, exactly one of the Principal Curvatures $\kappa_{1}$ and $\kappa_{2}$ is 0 .
see also Anticlastic, Elliptic Point, Gaussian Curvature, Hyperbolic Point, Planar Point, Synclastic
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## Parabolic Ring Cyclide



A Parabolic Cyclide formed by inversion of a Ring Torus when the inversion sphere is tangent to the Torus.
see also Cyclide, Parabolic Horn Cyclide, Parabolic Spindle Cyclide

## Parabolic Rotation

The Map

$$
\begin{align*}
x^{\prime} & =x+1  \tag{1}\\
y^{\prime} & =2 x+y+1, \tag{2}
\end{align*}
$$

which leaves the Parabola

$$
\begin{equation*}
x^{\prime 2}-y^{\prime}=(x+1)^{2}-(2 x+y+1)=x^{2}-y \tag{3}
\end{equation*}
$$

invariant.
see also Parabola, Rotation

## Parabolic Segment



The Arc Length of the parabolic segment shown above is given by

$$
\begin{equation*}
s=\sqrt{4 x^{2}+y^{2}}+\frac{y^{2}}{2 x} \ln \left(\frac{2 x+\sqrt{4 x^{2}+y^{2}}}{y}\right) . \tag{1}
\end{equation*}
$$

The Area contained between the curves

$$
\begin{align*}
& y=x^{2}  \tag{2}\\
& y=a x+b \tag{3}
\end{align*}
$$

can be found by eliminating $y$,

$$
\begin{equation*}
x^{2}-a x-b=0, \tag{4}
\end{equation*}
$$

so the points of intersection are

$$
\begin{equation*}
x_{ \pm}=\frac{1}{2}\left(a \pm \sqrt{a^{2}+4 b}\right) . \tag{5}
\end{equation*}
$$

Therefore, for the Area to be Nonnegative, $a^{2}+4 b>$ 0 , and

$$
\begin{align*}
x_{ \pm} & =\frac{1}{4}\left(a^{2} \pm 2 a \sqrt{a^{2}+b^{2}}+a^{2}+4 b\right) \\
& =\frac{1}{4}\left(2 a^{2}+4 b \pm 2 a \sqrt{a^{2}+4 b}\right) \\
& =\frac{1}{2}\left(a^{2}+2 b \pm a \sqrt{a^{2}+4 b}\right), \tag{6}
\end{align*}
$$

so the Area is

$$
\begin{align*}
A & =\int_{x_{-}}^{x_{+}}\left[(a x+b)-x^{2}\right] d x \\
& =\left[\frac{1}{2} a x^{2}+b x-\frac{1}{3} x^{3}\right]_{\left(a-\sqrt{a^{2}+4 b}\right) / 2}^{\left(a+\sqrt{a^{2}+4 b}\right) / 2} . \tag{7}
\end{align*}
$$

Now,

$$
\begin{align*}
& x_{+}{ }^{2}-x_{-}{ }^{2}=\frac{1}{4}\left[\left(a^{2}+2 a \sqrt{a^{2}+4 b}+a^{2}+4 b\right)\right. \\
&\left.-\left(a^{2}-2 a \sqrt{a^{2}+4 b}+a^{2}+4 b\right)\right] \\
&=\frac{1}{4}\left[4 a \sqrt{a^{2}+4 b}\right]=a \sqrt{a^{2}+4 b}  \tag{8}\\
& x_{+}{ }^{3}-x_{-}{ }^{3}=\left(x_{+}-x_{-}\right)\left(x_{+}{ }^{2}+x_{-} x_{+}+x_{-}{ }^{2}\right) \\
&=\sqrt{a^{2}+4 b}\left\{\frac{1}{4}\left(a^{2}+2 a \sqrt{a^{2}+4 b}+a^{2}+4 b\right)\right. \\
&\left.+\frac{1}{4}\left[a^{2}-\left(a^{2}+4 b\right)\right]+\frac{1}{4}\left(a^{2}-2 a \sqrt{a^{2}+4 b}+a^{2}+4 b\right)\right\} \\
&= \frac{1}{4} \sqrt{a^{2}+4 b}\left(4 a^{2}+4 b\right)=\sqrt{a^{2}+4 b}\left(a^{2}+b\right) . \tag{9}
\end{align*}
$$

So

$$
\begin{align*}
A & =\frac{1}{2} a^{2} \sqrt{a^{2}+4 b}+b \sqrt{a^{2}+4 b}=\frac{1}{3}\left(a^{2}+b\right) \sqrt{a^{2}+4 b} \\
& =\sqrt{a^{2}+4 b}\left[\left(\frac{1}{2}-\frac{1}{3}\right) a^{2}+b\left(1-\frac{1}{3}\right)\right] \\
& =\left(\frac{1}{6} a^{2}+\frac{2}{3} b\right) \sqrt{a^{2}+4 b} \\
& =\frac{1}{6}\left(a^{2}+4 b\right) \sqrt{a^{2}+4 b}=\frac{1}{6}\left(a^{2}+4 b\right)^{3 / 2} . \tag{10}
\end{align*}
$$

We now wish to find the maximum Area of an inscribed Triangle. This Triangle will have two of its Vertices at the intersections, and Area

$$
\begin{equation*}
A_{\Delta}=\frac{1}{2}\left(x_{-} y_{*}-x_{*} y_{-}-x_{+} y_{*}+x_{*} y_{+}+x_{+} y_{-}-x_{-} y_{+}\right) . \tag{11}
\end{equation*}
$$

But $y_{*}=x_{*}{ }^{2}$, so

$$
\begin{align*}
A_{\Delta}= & \frac{1}{2}\left(x_{-} x_{*}^{2}-x_{*} y_{-}-x_{+} x_{*}^{2}\right. \\
& \left.+x_{*} y_{*}+x_{+} y_{-}-x_{-} y_{+}\right) \\
= & \frac{1}{2}\left[-x_{*}^{2}\left(x_{+}-x_{-}\right)+x_{*}\left(y_{+}-y_{-}\right)\right. \\
& \left.+\left(x_{+} y_{-}-x_{-} y_{+}\right)\right] . \tag{12}
\end{align*}
$$

The maximum Area will occur when

$$
\begin{equation*}
\frac{\partial A_{\Delta}}{\partial x_{*}}=\frac{1}{2}\left[-2\left(x_{+}-x_{-}\right) x_{*}+\left(y_{+}-y_{-}\right)\right]=0 . \tag{13}
\end{equation*}
$$

But

$$
\begin{align*}
x_{+}-x_{-} & =\sqrt{a^{2}+4 b}  \tag{14}\\
y_{+}-y_{-} & =a \sqrt{a^{2}+4 b} \tag{15}
\end{align*}
$$

so

$$
\begin{equation*}
x_{*}=\frac{1}{2} \frac{y_{+}-y_{-}}{x_{+}-x_{-}}=\frac{1}{2} a \tag{16}
\end{equation*}
$$

and

$$
\begin{align*}
A_{\Delta}=\frac{1}{2}\left[-\left(\frac{1}{2} a\right)^{2}\left(x_{+}-x_{-}\right)+\right. & \left(\frac{1}{2} a\right)\left(y_{+}-y_{-}\right) \\
& \left.+\left(x_{+} y_{-}-x_{-} y_{+}\right)\right] . \tag{17}
\end{align*}
$$

Working on the third term

$$
\begin{align*}
x_{+} y_{-}= & \frac{1}{4}\left(a+\sqrt{a^{2}+4 b}\right)\left(a^{2}+2 b-a \sqrt{a^{2}+4 b}\right) \\
= & \frac{1}{4}\left[a^{3}+2 a b-a^{2} \sqrt{a^{2}+4 b}+a^{2} \sqrt{a^{2}+4 b}\right. \\
& \left.+2 b \sqrt{a^{2}+4 b}-a\left(a^{2}+4 b\right)\right] \\
= & \frac{1}{4}\left[-2 a b+2 b \sqrt{a^{2}+4 b}\right]  \tag{18}\\
x_{-} y_{+}= & \frac{1}{4}\left(a-\sqrt{a^{2}+4 b}\right)\left(a^{2}+2 b+a \sqrt{a^{2}+4 b}\right) \\
= & \frac{1}{4}\left[a^{3}+2 a b+a^{2} \sqrt{a^{2}+4 b}-a^{2} \sqrt{a^{2}+4 b}\right. \\
& \left.-2 b \sqrt{a^{2}+4 b}-a\left(a^{2}+4 b\right)\right] \\
= & \frac{1}{4}\left[-2 a b-2 b \sqrt{a^{2}+4 b}\right] \tag{19}
\end{align*}
$$

so

$$
\begin{equation*}
x_{+} y_{-}-x_{-} y_{+}=\frac{1}{4}\left(4 b \sqrt{a^{2}+4 b}\right)=b \sqrt{a^{2}+4 b} \tag{20}
\end{equation*}
$$

and

$$
\begin{gather*}
A_{\Delta}=\frac{1}{2}\left(-\frac{1}{4} a^{2} \sqrt{a^{2}+4 b}+\frac{1}{2} a^{2} \sqrt{a^{2}+4 b}+b \sqrt{a^{2}+b^{2}}\right) \\
=\frac{1}{2} \sqrt{a^{2}+4 b}\left[\left(\frac{1}{2}-\frac{1}{4}\right) a^{2}+b\right]=\frac{1}{2} \sqrt{a^{2}+4 b}\left(\frac{1}{4} a^{2}+b\right) \\
\quad=\frac{1}{8} \sqrt{a^{2}+4 b}\left(a^{2}+4 b\right)=\frac{1}{8}\left(a^{2}+4 b\right)^{3 / 2}, \tag{21}
\end{gather*}
$$

which gives the result known to Archimedes in the third century BC that

$$
\begin{equation*}
\frac{A}{A_{\Delta}}=\frac{\frac{1}{6}}{\frac{1}{8}}=\frac{4}{3} . \tag{22}
\end{equation*}
$$

The Area of the parabolic segment of height $h$ opening upward along the $y$-Axis is

$$
\begin{equation*}
A=2 \int_{0}^{h} \sqrt{y} d y=\frac{1}{3} h^{3 / 2} \tag{23}
\end{equation*}
$$

The weighted mean of $y$ is

$$
\begin{equation*}
\langle y\rangle=2 \int_{0}^{h} y \sqrt{y} d y=2 \int_{0}^{h} y^{3 / 2} d y=\frac{4}{5} h^{5 / 2} \tag{24}
\end{equation*}
$$

The Centroid is then given by

$$
\begin{equation*}
\bar{y}=\frac{\langle y\rangle}{A}=\frac{3}{5} h . \tag{25}
\end{equation*}
$$

see also Centroid (Geometric), Parabola, SEGMENT
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## Parabolic Spindle Cyclide



A Parabolic Cyclide formed by inversion of a Spindle TORUS when the inversion sphere is tangent to the Torus.
see also Cyclide, Parabolic Horn Cyclide, Parabolic Ring Cyclide

## Parabolic Spiral

see Fermat's Spiral

## Parabolic Umbilic Catastrophe

A Catastrophe which can occur for four control factors and two behavior axes.

## Paraboloid



The Surface of Revolution of the Parabola. It is a Quadratic Surface which can be specified by the Cartesian equation

$$
\begin{equation*}
z=a\left(x^{2}+y^{2}\right) \tag{1}
\end{equation*}
$$

or parametrically by

$$
\begin{align*}
& x(u, v)=\sqrt{u} \cos v  \tag{2}\\
& y(u, v)=\sqrt{u} \sin v  \tag{3}\\
& z(u, v)=u \tag{4}
\end{align*}
$$

where $u \in[0, h], v \in[0,2 \pi)$, and $h$ is the height.
The Volume of the paraboloid is

$$
\begin{equation*}
V=\pi \int_{0}^{h} z d z=\frac{1}{2} \pi h^{2} \tag{5}
\end{equation*}
$$

The weighted mean of $z$ over the paraboloid is

$$
\begin{equation*}
\langle z\rangle=\pi \int_{0}^{h} z^{2} d z=\frac{1}{3} \pi h^{3} . \tag{6}
\end{equation*}
$$

The Centroid is then given by

$$
\begin{equation*}
\bar{z}=\frac{\langle z\rangle}{V}=\frac{2}{3} h \tag{7}
\end{equation*}
$$

(Beyer 1987).

## see also Elliptic Paraboloid, Hyperbolic Paraboloid, Parabola
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## Paraboloid Geodesic

A Geodesic on a Paraboloid has differential parameters defined by

$$
\begin{align*}
P & \equiv\left(\frac{\partial x}{\partial u}\right)^{2}+\left(\frac{\partial y}{\partial u}\right)^{2}+\left(\frac{\partial z}{\partial u}\right)^{2} \\
& =1+\frac{\cos ^{2} v}{4 u}+\frac{\sin ^{2} v}{4 u}=1+\frac{1}{4 u}  \tag{1}\\
Q & \equiv \frac{\partial^{2} x}{\partial u \partial v}+\frac{\partial^{2} y}{\partial u \partial v}+\frac{\partial^{2} z}{\partial u \partial v} \\
& =0+u \cos ^{2} v+u \sin ^{2} v=u  \tag{2}\\
R & \equiv 0-\frac{\sin v}{2 \sqrt{u}}+\frac{\cos v}{2 \sqrt{u}}=\frac{1}{2 \sqrt{u}}(\cos v-\sin v) . \tag{3}
\end{align*}
$$

The Geodesic is then given by solving the EulerLagrange Differential Equation

$$
\begin{equation*}
\frac{\frac{\partial P}{\partial v}+2 v^{\prime} \frac{\partial Q}{\partial v}+v^{\prime 2} \frac{\partial R}{\partial v}}{2 \sqrt{P+2 Q v^{\prime}+R v^{\prime 2}}}-\frac{d}{d u}\left(\frac{Q+R v^{\prime}}{\sqrt{P+2 Q v^{\prime}+R v^{\prime 2}}}\right)=0 . \tag{4}
\end{equation*}
$$

As given by Weinstock (1974), the solution simplifies to

$$
\begin{align*}
& u-c^{2} \\
& =u\left(1+4 c^{2}\right) \sin ^{2}\left\{v-2 c \ln \left[k\left(2 \sqrt{u-c^{2}}+\sqrt{4 u+1}\right)\right]\right\} \tag{5}
\end{align*}
$$

see also Geodesic
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## Paraboloidal Coordinates

see Confocal Paraboloidal Coordinates

## Paracompact Space

A paracompact space is a Hausdorff Space such that every open Cover has a Locally Finite open Refinement. Paracompactness is a very common property that Topological Spaces satisfy. Paracompactness is similar to the compactness property, but generalized for slightly "bigger" Spaces. All Manifolds (e.g, second countable and Hausdorff) are paracompact.
see also Hausdorff Space, Locally Finite Space, Manifold, Topological Space

## Paracycle

see Astroid

## Paradox

A statement which appears self-contradictory or contrary to expectations, also known as an Antinomy. Bertrand Russell classified known logical paradoxes into seven categories.

Ball and Coxeter (1987) give several examples of geometrical paradoxes.
see also Alias' Paradox, Aristotle's Wheel Paradox, Arrow's Paradox, Banach-Tarski Paradox, Barber Paradox, Bernoulli's Paradox, Berry Paradox, Bertrand's Paradox, Cantor's Paradox, Coastline Paradox, Coin Paradox, Elevator Paradox, Epimenides Paradox, Eubulides Paradox, Grelling's Paradox, Hausdorff Paradox, Hempel's Paradox, Heterological Paradox, Leonardo's Paradox, Liar's Paradox, Logical Paradox, Potato Paradox, Richard's Paradox, Russell's Paradox, Saint Petersburg Paradox, Siegel's Paradox, Simpson's Paradox, Skolem Paradox, Smarandache Paradox, Socrates' Paradox, Sorites Paradox, Thomson Lamp Paradox, Unexpected Hanging Paradox, Zeeman's Paradox, Zeno's Paradoxes

## References

Ball, W. W. R. and Coxeter, H. S. M. Mathematical Recreations and Essays, 13th ed. New York: Dover, pp. 84-86, 1987.

Bunch, B. Mathematical Fallacies and Paradoxes. New York: Dover, 1982.
Carnap, R. Introduction to Symbolic Logic and Its Applications. New York: Dover, 1958.
Curry, H. B. Foundations of Mathematical Logic. New York: Dover, 1977.
Kasner, E. and Newman, J. R. "Paradox Lost and Paradox Regained." In Mathematics and the Imagination. Redmond, WA: Tempus Books, pp. 193-222, 1989.
Northrop, E. P. Riddles in Mathematics: A Book of Paradoxes. Princeton, NJ: Van Nostrand, 1944.
O'Beirne, T. H. Puzzles and Paradoxes. New York: Oxford University Press, 1965.
Quine, W. V. "Paradox." Sci. Amer. 206, 84-96, Apr. 1962.

## Paradromic Rings

## Paradromic Rings

Rings produced by cutting a strip that has been given $m$ half twists and been re-attached into $n$ equal strips (Ball and Coxeter 1987, pp. 127-128).
see also Möbius Strip
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## Paragyrate Diminished Rhombicosidodecahedron

see Johnson Solid

## Parallel

Two lines in 2-dimensional Euclidean Space are said to be parallel if they do not intersect. In 3-dimensional Euclidean Space, parallel lines not only fail to intersect, but also maintain a constant separation between points closest to each other on the two lines. (Lines in 3-space which are not parallel but do not intersect are called Skew Lines.)
In a Non-Euclidean Geometry, the concept of parallelism must be modified from its intuitive meaning. This is accomplished by changing the so-called Parallel Postulate. While this has counterintuitive results, the geometries so defined are still completely selfconsistent.
see also Antiparallel, Hyperparallel, Line, NonEuclidean Geometry, Parallel Curve, Parallel Postulate Perpendicular, Skew Lines

## Parallel Axiom

see Parallel Postulate

## Parallel Class

A set of blocks, also called a Resolution Class, that partition the set $V$, where $(V, B)$ is a balanced incomplete Block Design.
see also Block Design, Resolvable
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Abel, R. J. R. and Furino, S. C. "Resolvable and Near Resolvable Designs." §I. 6 in The CRC Handbook of Combinatorial Designs (Ed. C. J. Colbourn and J. H. Dinitz). Boca Raton, FL: CRC Press, pp. 87-94, 1996.

## Parallel Curve



Parallel Postulate
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The two branches of the parallel curve a distance $k$ away from a parametrically represented curve $(f(t), g(t))$ are

$$
\begin{aligned}
& x=f \pm \frac{k g^{\prime}}{\sqrt{f^{\prime 2}+g^{\prime 2}}} \\
& y=g \mp \frac{k f^{\prime}}{\sqrt{f^{\prime 2}+g^{\prime 2}}}
\end{aligned}
$$

The above figure shows the curves parallel to the ElLIPSE.

## References

Gray, A. "Parallel Curves." $\S 5.7$ in Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 95-97, 1993.
Lawrence, J. D. A Catalog of Special Plane Curves. New York: Dover, pp. 42-43, 1972.
Lee, X. "Parallel." http://www.best.com/~xah/Special PlaneCurves_dir/Parallel_dir/parallel.html.
Yates, R. C. "Parallel Curves." A Handbook on Curves and Their Properties. Ann Arbor, MI: J. W. Edwards, pp. 155159, 1952.

## Parallel Postulate

Given any straight line and a point not on it, there "exists one and only one straight line which passes" through that point and never intersects the first line, no matter how far they are extended. This statement is equivalent to the fifth of Euclid's Postulates, which Euclid himself avoided using until proposition 29 in the Elements. For centuries, many mathematicians believed that this statement was not a true postulate, but rather a theorem which could be derived from the first four of Euclid's Postulates. (That part of geometry which could be derived using only postulates $1-4$ came to be known as Absolute Geometry.)

Over the years, many purported proofs of the parallel postulate were published. However, none were correct, including the 28 "proofs" G. S. Klügel analyzed in his dissertation of 1763 (Hofstadter 1989). In 1823, Janos Bolyai and Lobachevsky independently realized that entirely self-consistent "Non-Euclidean Geometries" could be created in which the parallel postulate did not hold. (Gauss had also discovered but suppressed the existence of non-Euclidean geometries.)

As stated above, the parallel postulate describes the type of geometry now known as Parabolic GeomeTRY. If, however, the phrase "exists one and only one straight line which passes" is replace by "exist no line which passes," or "exist at least two lines which pass," the postulate describes equally valid (though less intuitive) types of geometries known as Elliptic and HyPERBOLIC GEOMETRIES, respectively.

The parallel postulate is equivalent to the Equidistance Postulate, Playfair's Axiom, Proclus' Axiom, Triangle Postulate. There is also a single parallel axiom in Hilbert's Axioms which is equivalent to Euclid's parallel postulate.
see also Absolute Geometry, Euclid's Axioms, Euclidean Geometry, Hilbert's Axioms, NonEuclidean Geometry, Playfair's Axiom, Triangle Postulate

## References

Dixon, R. Mathographics. New York: Dover, p. 27, 1991.
Hilbert, D. The Foundations of Geometry, 2nd ed. Chicago, IL: Open Court, 1980.
Hofstadter, D. R. Gödel, Escher, Bach: An Eternal Golden Braid. New York: Vintage Books, pp. 88-92, 1989.
Iyanaga, S. and Kawada, Y. (Eds.). "Hilbert's System of Axioms." §163B in Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, pp. 544-545, 1980.

## Parallel (Surface of Revolution)

A parallel of a Surface of Revolution is the intersection of the surface with a Plane orthogonal to the axis of revolution.
see also Meridian, Surface of Revolution

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 358, 1993.

## Parallelepiped

In 3-D, a parallelepiped is a Prism whose faces are all Parallelograms. The volume of a 3-D parallelepiped is given by the Scalar Triple Product

$$
\begin{aligned}
V_{\text {parallelepipiped }} & =|\mathbf{B} \cdot(\mathbf{B} \times \mathbf{C})| \\
& =|\mathbf{C} \cdot(\mathbf{A} \times \mathbf{B})|=|\mathbf{B} \cdot(\mathbf{C} \times \mathbf{A})| .
\end{aligned}
$$

In $n$-D, a parallelepiped is the Polytope spanned by $n$ Vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ in a Vector Space over the reals,

$$
\operatorname{span}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)=t_{1} \mathbf{v}_{1}+\ldots+t_{n} \mathbf{v}_{n}
$$

where $t_{i} \in[0,1]$ for $i=1, \ldots, n$. In the usual interpretation, the Vector Space is taken as Euclidean Space, and the Content of this parallelepiped is given by

$$
\operatorname{abs}\left(\operatorname{det}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right)\right),
$$

where the sign of the determinant is taken to be the "orientation" of the "oriented volume" of the parallelepiped.
see also Prismatoid, Rectangular Parallelepiped, Zonohedron

## References

Phillips, A. W. and Fisher, I. Elements of Geometry. New York: Amer. Book Co., 1896.

## Parallelism

see Angle of Parallelism

## Parallelizable

A sphere $\mathbb{S}^{n}$ is parallelizable if there exist $n$ cuts containing linearly independent tangent vectors. There exist only three parallelizable spheres: $\mathbb{S}^{1}, \mathbb{S}^{3}$, and $\mathbb{S}^{7}$ (Adams 1962, Le Lionnais 1983).
see also Sphere

## References

Adams, J. F. "On the Non-Existence of Elements of Hopf Invariant One." Bull. Amer. Math. Soc. 64, 279-282, 1958.

Adams, J. F. "On the Non-Existence of Elements of Hopf Invariant One." Ann. Math. 72, 20-104, 1960.
Le Lionnais, F. Les nombres remarquables. Paris: Hermann, p. 49, 1983.

## Parallelogram



A Quadrilateral with opposite sides parallel (and therefore opposite angles equal). A quadrilateral with equal sides is called a Rhombus, and a parallelogram whose Angles are all Right Angles is called a Rectangle.
A parallelogram of base $b$ and height $h$ has AREA

$$
\begin{equation*}
A=b h=a b \sin A=a b \sin B . \tag{1}
\end{equation*}
$$

The height of a parallelogram is

$$
\begin{equation*}
h=a \sin A=a \sin B, \tag{2}
\end{equation*}
$$

and the Diagonals are

$$
\begin{align*}
p & =\sqrt{a^{2}+b^{2}-2 a b \cos A}  \tag{3}\\
q & =\sqrt{a^{2}+b^{2}-2 a b \cos B}  \tag{4}\\
& =\sqrt{a^{2}+b^{2}+2 a b \cos A} \tag{5}
\end{align*}
$$

(Beyer 1987).
The Area of the parallelogram with sides formed by the Vectors ( $a, c$ ) and ( $b, d$ ) is

$$
A=\operatorname{det}\left(\left[\begin{array}{ll}
a & b  \tag{6}\\
c & d
\end{array}\right]\right)=|a d-b c|
$$

Given a parallelogram $P$ with area $A(P)$ and linear transformation $T$, the Area of $T(P)$ is

$$
A(T(P))=\left|\begin{array}{ll}
a & b  \tag{7}\\
c & d
\end{array}\right| A(P)
$$



As shown by Euclid, if lines parallel to the sides are drawn through any point on a diagonal of a parallelogram, then the parallelograms not containing segments of that diagonal are equal in Area (and conversely), so in the above figure, $A_{1}=A_{2}$ (Johnson 1929).
see also Diamond, Lozenge, Parallelogram Illusion, Rectangle, Rhombus, Varignon Parallelogram, Wittenbauer's Parallelogram

## References

Beyer, W. H. (Ed.) CRC Standard Mathematical Tables, $28 t h$ ed. Boca Raton, FL: CRC Press, p. 123, 1987.
Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, p. 61, 1929.

## Parallelogram Illusion



The sides $a$ and $b$ have the same length, appearances to the contrary.

## Parallelogram Law

Let $|\cdot|$ denote the NORM of a quantity. Then the quantities $x$ and $y$ satisfy the parallelogram law if

$$
\|x+y\|^{2}+\|x-y\|^{2}=2\|x\|^{2}+2\|y\|^{2}
$$

If the NORM is defined as $|f|=\sqrt{\langle f \mid f\rangle}$ (the so-called $L_{2}$-NORM), then the law will always hold.
see also $L_{2}$-NORM, NORM

## Parallelohedron

A special class of ZONOHEDRON. There are five parallelohedra with an infinity of equal and similarly situated replicas which are Space-Filling Polyhedra: the Cube, Elongated Dodecahedron, hexagonal Prism, Rhombic Dodecahedron, and Truncated Octahedron.
see also Parallelotope, Space-Filling PolyheDRON

## References

Coxeter, H. S. M. Regular Polytopes, 3rd ed. New York: Dover, p. 29, 1973.

## Parallelotope

Move a point $\Pi_{0}$ along a Line for an initial point to a final point. It traces out a Line Segment $\Pi_{1}$. When $\Pi_{1}$ is translated from an initial position to a final position, it traces out a Parallelogram $\Pi_{2}$. When $\Pi_{2}$ is translated, it traces out a Parallelepiped $\Pi_{3}$. The generalization of $\Pi_{n}$ to $n$-D is then called a parallelotope. $\Pi_{n}$ has $2^{n}$ vertices and

$$
N_{k}=2^{n-k}\binom{n}{k}
$$

$\Pi_{k} \mathrm{~s}$, where $\binom{n}{k}$ is a Binomial Coefficient and $k=0$, $1, \ldots, n$ (Coxeter 1973). These are also the coefficients of $(2 k+1)^{n}$.
see also Honeycomb, Hypercube, Orthotope, ParALLELOHEDRON

## References

Coxeter, H. S. M. Regular Polytopes, 3rd ed. New York: Dover, pp. 122-123, 1973.
Klee, V. and Wagon, S. Old and New Unsolved Problems in Plane Geometry and Number Theory. Washington, DC: Math. Assoc. Amer., 1991.
Zaks, J. "Neighborly Families of Congruent Convex Polytopes." Amer. Math. Monthly 94, 151-155, 1987.

## Paralogic Triangles

At the points where a line cuts the sides of a TrianGLE $\Delta A_{1} A_{2} A_{3}$, perpendiculars to the sides are drawn, forming a Triangle $\Delta B_{1} B_{2} B_{3}$ similar to the given Triangle. The two triangles are also in perspective. One point of intersection of their Circumcircles is the Similitude Center, and the other is the Perspective Center. The Circumcircles meet Orthogonally. see also Circumcircle, Orthogonal Circles, Perspective Center, Similitude Center

## References

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 258-262, 1929.

## Parameter

A parameter $m$ used in Elliptic Integrals defined to be $m \equiv k^{2}$, where $k$ is the Modulus. An Elliptic Integral is written $I(\phi \mid m)$ when the parameter is used. The complementary parameter is defined by

$$
\begin{equation*}
m^{\prime} \equiv 1-m \tag{1}
\end{equation*}
$$

where $m$ is the parameter. Let $q$ be the Nome, $k$ the Modulus, and $m \equiv k^{2}$ the Parameter. Then

$$
\begin{equation*}
q(m)=e^{-\pi K^{\prime}(m) / K(m)} \tag{2}
\end{equation*}
$$

where $K(m)$ is the complete Elliptic Integral of the First Kind. Then the inverse of $q(m)$ is given by

$$
\begin{equation*}
m(q)=\frac{\vartheta_{2}^{4}(q)}{\vartheta_{3}^{4}(q)} \tag{3}
\end{equation*}
$$

where $\vartheta_{i}$ is a Theta Function.
see also Amplitude, Characteristic (Elliptic Integral), Elliptic Integral, Elliptic Integral of the First Kind, Modular Angle, Modulus (Elliptic Integral), Nome, Parameter, Theta FuncTION

## References

Abramowitz, M. and Stegun, C. A. (Eds.). Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, p. $590,1972$.

## Parameter (Quadric)

The number $\theta$ in the Quadric

$$
\frac{x^{2}}{a^{2}+\theta}+\frac{y^{2}}{b^{2}+\theta}+\frac{z^{2}}{c^{2}+\theta}=1
$$

is called the parameter.
see also Quadric

## Parameterization

The specification of a curve, surface, etc., by means of one or more variables which are allowed to take on values in a given specified range.
see also Isothermal Parameterization, Regular Parameterization, Surface Parameterization

## Parametric Latitude

An Auxiliary Latitude also called the Reduced Latitude and denoted $\eta$ or $\theta$. It gives the Latitude on a Sphere of Radius $a$ for which the parallel has the same radius as the parallel of geodetic latitude $\phi$ and the ElLIPSOID through a given point. It is given by

$$
\eta=\tan ^{-1}\left(\sqrt{1-e^{2}} \tan \phi\right)
$$

In series form,

$$
\eta=\phi-e_{1} \sin (2 \phi)+\frac{1}{2} e_{1}^{2} \sin (4 \phi)-\frac{1}{3} e_{1}^{3} \sin (6 \phi)+\ldots,
$$

where

$$
e_{1} \equiv \frac{1-\sqrt{1-e^{2}}}{1+\sqrt{1-e^{2}}}
$$

see also Auxiliary Latitude, Ellipsoid, Latitude, Sphere

## References

Adams, O. S. "Latitude Developments Connected with Geodesy and Cartography with Tables, Including a Table for Lambert Equal-Area Meridional Projections." Spec. Pub. No. 67. U. S. Coast and Geodetic Survey, 1921.
Snyder, J. P. Map Projections - A Working Manual. U. S. Geological Survey Professional Paper 1395. Washington, DC: U. S. Government Printing Office, p. 18, 1987.

## Parametric Test

A Statistical Test in which assumptions are made about the underlying distribution of observed data.

## Pareto Distribution

The distribution

$$
P(x)=\left(\frac{x}{b}\right)^{a+2}
$$

## References

von Seggern, D. CRC Standard Curves and Surfaces. Boca Raton, FL: CRC Press, p. 252, 1993.

## Parity

The parity of a number $n$ is the sum of the bits in BINARY representation $(\bmod 2)$. The parities of the first few integers (starting with 0 ) are $0,1,1,0,1,0,0,1,1$, $0,0, \ldots$ (Sloane's A010060) summarized in the following table.

| $N$ | Binary | Parity | $N$ | Binary | Parity |
| ---: | ---: | :---: | ---: | ---: | :---: |
| 1 | 1 | 1 | 11 | 1011 | 1 |
| 2 | 10 | 1 | 12 | 1100 | 0 |
| 3 | 11 | 0 | 13 | 1101 | 1 |
| 4 | 100 | 1 | 14 | 1110 | 1 |
| 5 | 101 | 0 | 15 | 1111 | 0 |
| 6 | 110 | 0 | 16 | 10000 | 1 |
| 7 | 111 | 1 | 17 | 10001 | 0 |
| 8 | 1000 | 1 | 18 | 10010 | 0 |
| 9 | 1001 | 0 | 19 | 10011 | 1 |
| 10 | 1010 | 0 | 20 | 10100 | 0 |

The constant generated by the sequence of parity digits is called the Thue-Morse Constant.
see also Binary, Thue-Morse Constant

## References

Sloane, N. J. A. Sequence A010060 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Parity Constant

see Thue-Morse Constant

## Parking Constant see RÉnyi's Parking Constants

## Parodi's Theorem

The Eigenvalues $\lambda$ satisfying $P(\lambda)=0$, where $P(\lambda)$ is the Characteristic Polynomial, lie in the unions of the Disks

$$
\begin{gathered}
|z| \leq 1 \\
\left|z+b_{1}\right| \leq \sum_{j=1}^{n}\left|b_{j}\right| .
\end{gathered}
$$

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, p. 1119, 1979.

## Parry Circle

The Circle passing through the Isodynamic Points and the Centroid of a Triangle (Kimberling 1998, pp. 227-228).
see also Centroid (Triangle), Isodynamic Points, Parry Point

## References

Kimberling, C. "Triangle Centers and Central Triangles." Congr. Numer. 129, 1-295, 1998.

## Parry Point

The intersection of the Parry Circle and the Circumcircle of a Triangle. The Trilinear Coordinates of the Parry point are

$$
\frac{a}{2 a^{2}-b^{2}-c^{2}}: \frac{b}{2 b^{2}-c^{2}-a^{2}}: \frac{c}{2 c^{2}-a^{2}-b^{2}}
$$

(Kimberling 1998, pp. 227-228).
see also Parry Circle

## References

Kimberling, C. "Parry Point." http://www.evansville.edu/ ~ck6/tcenters/recent/parry.html.
Kimberling, C. "Triangle Centers and Central Triangles." Congr. Numer. 129, 1-295, 1998.

## Parseval's Integral

The Poisson Integral with $n=0$.

$$
J_{0}(z)=\frac{1}{\left[\Gamma\left(n+\frac{1}{2}\right)\right]^{2}} \int_{0}^{\pi} \cos (z \cos \theta) d \theta
$$

where $J_{0}(z)$ is a Bessel Function of the First Kind and $\Gamma(x)$ is a Gamma Function.

## Parseval's Relation

Let $F(\nu)$ and $G(\nu)$ be the Fourier Transforms of $f(t)$ and $g(t)$, respectively. Then

$$
\begin{aligned}
& \int_{-\infty}^{\infty} f(t) g^{*}(t) d t \\
& =\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} F(\nu) e^{-2 \pi i \nu t} d \nu \int_{-\infty}^{\infty} G^{*}\left(\nu^{\prime}\right) e^{2 \pi i \nu^{\prime} t} d \nu^{\prime}\right] d \nu^{\prime} \\
& =\int_{-\infty}^{\infty} F(\nu) \int_{-\infty}^{\infty} G^{*}\left(\nu^{\prime}\right) \delta\left(\nu^{\prime}-\nu\right) d \nu^{\prime} d \nu \\
& =\int_{-\infty}^{\infty} F(\nu) G^{*}(\nu) d \nu
\end{aligned}
$$

see also Fourier Transform, Parseval's Theorem

## References
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## Parseval's Theorem

Let $E(t)$ be a continuous function and $E(t)$ and $E_{\nu}$ be Fourier Transform pairs so that

$$
\begin{align*}
E(t) & \equiv \int_{-\infty}^{\infty} E_{\nu} e^{-2 \pi i \nu t} d \nu  \tag{1}\\
E^{*}(t) & \equiv \int_{-\infty}^{\infty} E_{\nu^{\prime}} \prime^{*} e^{2 \pi i \nu^{\prime} t} d \nu^{\prime} \tag{2}
\end{align*}
$$

Then

$$
\begin{align*}
& \int_{-\infty}^{\infty}|E(t)|^{2} d t=\int_{-\infty}^{\infty} E(t) E^{*}(t) d t \\
& \quad=\int_{-\infty}^{\infty}\left[\int_{-\infty}^{\infty} E_{\nu} e^{-2 \pi i \nu t} d \nu \int_{-\infty}^{\infty} E_{\nu^{\prime}}{ }^{*} e^{2 \pi i \nu^{\prime} t} d \nu^{\prime}\right] d t \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{\nu} E_{\nu^{\prime}}{ }^{*} e^{2 \pi i t\left(\nu^{\prime}-\nu\right)} d \nu d \nu^{\prime} d t \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E_{\nu} E_{\nu^{\prime}}{ }^{*} e^{2 \pi i t\left(\nu^{\prime}-\nu\right)} d t d \nu d \nu^{\prime} \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \delta\left(\nu^{\prime}-\nu\right) E_{\nu} E_{\nu^{\prime}}{ }^{*} d \nu d \nu^{\prime} \\
& =\int_{-\infty}^{\infty} E_{\nu} E_{\nu}^{*} d \nu=\int_{-\infty}^{\infty}\left|E_{\nu}\right|^{2} d \nu \tag{3}
\end{align*}
$$

where $\delta\left(x-x_{0}\right)$ is the Delta Function.
For finite Fourier Transform pairs $h_{k}$ and $H_{n}$,

$$
\begin{equation*}
\sum_{k=0}^{N-1}\left|h_{k}\right|^{2}=\frac{1}{N} \sum_{n=0}^{N-1}\left|H_{n}\right|^{2} \tag{4}
\end{equation*}
$$

If a function has a Fourier Series given by

$$
\begin{equation*}
f(x)=\frac{1}{2} a_{0}+\sum_{n=1}^{\infty} a_{n} \cos (n x)+\sum_{n=1}^{\infty} b_{n} \sin (n x) \tag{5}
\end{equation*}
$$

then Bessel's Inequality becomes an equality known as Parseval's theorem. From (5),

$$
\begin{align*}
& {[f(x)]^{2}=\frac{1}{4} a_{0}^{2}+a_{0} \sum_{n=1}^{\infty}\left[a_{n} \cos (n x)+b_{n} \sin (n x)\right]} \\
& \quad+\sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left[a_{n} a_{m} \cos (n x) \cos (m x)\right. \\
& \quad+a_{n} b_{m} \cos (n x) \sin (m x)+a_{m} b_{n} \sin (n x) \cos (m x) \\
& \left.\quad+b_{n} b_{m} \sin (n x) \sin (m x)\right] \tag{6}
\end{align*}
$$

Integrating

$$
\begin{align*}
& \int_{-\pi}^{\pi}[f(x)]^{2} d x=\frac{1}{4} a_{0}{ }^{2} \int_{-\pi}^{\pi} d x \\
& \quad+a_{0} \int_{-\pi}^{\pi} \sum_{n=1}^{\infty}\left[a_{n} \cos (n x)+b_{n} \sin (n x)\right] d x \\
& \quad+\int_{-\pi}^{\pi} \sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left[a_{n} a_{m} \cos (n x) \cos (m x)\right. \\
& \quad+a_{n} b_{m} \cos (n x) \sin (m x)+a_{m} b_{n} \sin (n x) \cos (m x) \\
& \left.\quad+b_{n} b_{m} \sin (n x) \sin (m x)\right] d x=\frac{1}{4} a_{0}{ }^{2}(2 \pi)+0 \\
& +\sum_{n=1}^{\infty} \sum_{m=1}^{\infty}\left[a_{n} a_{m} \pi \delta_{n m}+0+0+b_{n} b_{m} \pi \delta_{n m}\right], \tag{7}
\end{align*}
$$

SO

$$
\begin{equation*}
\frac{1}{\pi} \int_{-\pi}^{\pi}[f(x)]^{2} d x=\frac{1}{2} a_{0}^{2}+\sum_{n=1}^{\infty}\left({a_{n}}^{2}+{b_{n}}^{2}\right) \tag{8}
\end{equation*}
$$

For a generalized Fourier Series with a Complete BASIS $\left\{\phi_{i}\right\}_{i=1}^{\infty}$, an analogous relationship holds. For a Complex Fourier Series,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi}|f(x)|^{2} d x=\sum_{n=-\infty}^{\infty}\left|a_{n}\right|^{2} \tag{9}
\end{equation*}
$$
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## Part Metric

A Metric defined by

$$
d(z, w)=\sup \left[\left|\frac{\ln u(z)}{u(w)}\right|: u \in H^{+}\right]
$$

where $H^{+}$denotes the Positive Harmonic Functions on a Domain. The part metric is invariant under Conformal Maps for any Domain.

## References

Bear, H. S. "Part Metric and Hyperbolic Metric." Amer. Math. Monthly 98, 109-123, 1991.

## Partial Derivative

Partial derivatives are defined as derivatives of a function of multiple variables when all but the variable of interest are held fixed during the differentiation.

$$
\begin{aligned}
& \frac{\partial f}{\partial x_{m}}= \\
& \lim _{h \rightarrow 0} \frac{f\left(x_{1}, \ldots, x_{m}+h, \ldots, x_{n}\right)-f\left(x_{1}, \ldots, x_{m}, \ldots, x_{n}\right)}{h} .
\end{aligned}
$$

The above partial derivative is sometimes denoted $f_{x_{m}}$ for brevity. For a "nice" 2-D function $f(x, y)$ (i.e., one for which $f, f_{x}, f_{y}, f_{x y}, f_{y x}$ exist and are continuous in a Neighborhood $(a, b))$, then $f_{x y}(a, b)=f_{y x}(a, b)$. Partial derivatives involving more than one variable are called Mixed Partial Derivatives.
For nice functions, mixed partial derivatives must be equal regardless of the order in which the differentiation is performed so, for example,

$$
\begin{gather*}
f_{x y}=f_{y x}  \tag{2}\\
f_{x x y}=f_{x y x}=f_{y x x} \tag{3}
\end{gather*}
$$

For an Exact Differential,

$$
\begin{equation*}
d f=\left(\frac{\partial f}{\partial x}\right)_{y} d x+\left(\frac{\partial f}{\partial y}\right)_{x} d y, \tag{4}
\end{equation*}
$$

so

$$
\begin{equation*}
\left(\frac{\partial y}{\partial x}\right)_{f}=-\frac{\left(\frac{\partial f}{\partial x}\right)_{y}}{\left(\frac{\partial f}{\partial y}\right)_{x}} \tag{5}
\end{equation*}
$$



If the continuity requirement for Mixed Partials is dropped, it is possible to construct functions for which Mixed Partials are not equal. An example is the function

$$
f(x, y)= \begin{cases}\frac{x y\left(x^{2}-y^{2}\right)}{x^{2}+y^{2}} & \text { for }(x, y)=0  \tag{6}\\ 0 & \text { for }(x, y)=0\end{cases}
$$

which has $f_{x y}(0,0)=-1$ and $f_{y x}(0,0)=1$ (Wagon 1991). This function is depicted above and by Fischer (1986).

Abramowitz and Stegun (1972) give Finite DifferENCE versions for partial derivatives.
see also Ablowitz-Ramani-Segur Conjecture, Derivative, Mixed Partial Derivative, Monkey SadDLE
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## Partial Differential Equation

A partial differential equation (PDE) is an equation involving functions and their Partial Derivatives; for example, the Wave Equation

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial x^{2}}+\frac{\partial^{2} \psi}{\partial y^{2}}+\frac{\partial^{2} \psi}{\partial z^{2}}=\frac{1}{v^{2}} \frac{\partial^{2} \psi}{\partial t^{2}} \tag{1}
\end{equation*}
$$

In general, partial differential equations are much more difficult to solve analytically than are Ordinary Differential Equations. They may sometimes be solved using a Bäcklund Transformation, Characteristic, Green's Function, Integral Transform, Lax Pair, Separation of Variables, or-when all else fails (which it frequently does)-numerical methods.
Fortunately, partial differential equations of secondorder are often amenable to analytical solution. Such PDEs are of the form

$$
\begin{equation*}
A u_{x x}+2 B u_{x y}+C u_{y y}+D u_{x}+E u_{y}+F=0 . \tag{2}
\end{equation*}
$$

Second-order PDEs are then classified according to the properties of the Matrix

$$
\mathrm{Z} \equiv\left[\begin{array}{ll}
A & B  \tag{3}\\
B & C
\end{array}\right]
$$

as Elliptic, Hyperbolic, or Parabolic.
If $\mathbf{Z}$ is a Positive Definite Matrix, i.e., $\operatorname{det}(Z)>0$, the PDE is said to be Elliptic. Laplace's Equation and Poisson's Equation are examples. Boundary conditions are used to give the constraint $u(x, y)=g(x, y)$ on $\partial \Omega$, where

$$
\begin{equation*}
u_{x x}+u_{y y}=f\left(u_{x}, u_{y}, u, x, y\right) \tag{4}
\end{equation*}
$$

holds in $\Omega$.
If $\operatorname{det}(\mathbf{Z})<0$, the PDE is said to be Hyperbolic. The Wave Equation is an example of a hyperbolic partial differential equation. Initial-boundary conditions are used to give

$$
\begin{gather*}
u(x, y, t)=g(x, y, t) \quad \text { for } x \in \partial \Omega, t>0  \tag{5}\\
u(x, y, 0)=v_{0}(x, y) \quad \text { in } \Omega  \tag{6}\\
u_{t}(x, y, 0)=v_{1}(x, y) \quad \text { in } \Omega, \tag{7}
\end{gather*}
$$

where

$$
\begin{equation*}
u_{x y}=f\left(u_{x}, u_{t}, x, y\right) \tag{8}
\end{equation*}
$$

holds in $\Omega$.
If $\operatorname{det}(Z)=0$, the PDE is said to be parabolic. The Heat Conduction Equation equation and other diffusion equations are examples. Initial-boundary conditions are used to give

$$
\begin{equation*}
u(x, t)=g(x, t) \quad \text { for } x \in \partial \Omega, t>0 \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
u(x, 0)=v(x) \quad \text { for } x \in \Omega, \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{x x}=f\left(u_{x}, u_{y}, u, x, y\right) \tag{11}
\end{equation*}
$$

holds in $\Omega$.
see also Bäcklund Transformation, Boundary Conditions, Characteristic (Partial Differential Equation), Elliptic Partial Differential Equation, Green's Function, Hyperbolic Partial Differential Equation, Integral Transform, Johnson's Equation, Lax Pair, MongeAmpère Differential Equation, Parabolic Partial Differential Equation, Separation of Variables
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## Partial Fraction Decomposition

A Rational Function $P(x) / Q(x)$ can be rewritten using what is known as partial fraction decomposition. This procedure often allows integration to be performed on each term separately by inspection. For each factor of $Q(x)$ the form $(a x+b)^{m}$, introduce terms

$$
\begin{equation*}
\frac{A_{1}}{a x+b}+\frac{A_{2}}{(a x+b)^{2}}+\ldots+\frac{A_{m}}{(a x+b)^{m}} . \tag{1}
\end{equation*}
$$

For each factor of the form $\left(a x^{2}+b x+c\right)^{m}$, introduce terms
$\frac{A_{1} x+B_{1}}{a x^{2}+b x+c}+\frac{A_{2} x+B_{2}}{\left(a x^{2}+b x+c\right)^{2}}+\ldots+\frac{A_{m} x+B_{m}}{\left(a x^{2}+b x+c\right)^{m}}$.
Then write

$$
\begin{equation*}
\frac{P(x)}{Q(x)}=\frac{A_{1}}{a x+b}+\ldots+\frac{A_{2} x+B_{2}}{a x^{2}+b x+c}+\ldots \tag{3}
\end{equation*}
$$

and solve for the $A_{i} \mathrm{~s}$ and $B_{i} \mathrm{~s}$.

## References

Beyer, W. H. CRC Standard Mathematical Tables, 28th ed. Boca Raton, FL: CRC Press, pp. 13-15, 1987.

## Partial Latin Square

In a normal $n \times n$ Latin SQuare, the entries in each row and column are chosen from a "global" set of $n$ objects. Like a Latin square, a partial Latin square has no two rows or columns which contain the same two symbols. However, in a partial Latin square, each cell is assigned one of its own set of $n$ possible "local" (and distinct) symbols, chosen from an overall set of more than three distinct symbols, and these symbols may vary from location to location. For example, given the possible symbols $\{1,2, \ldots, 6\}$ which must be arranged as

$$
\begin{array}{lll}
\{1,2,3\} & \{1,3,4\} & \{2,5,6\} \\
\{2,3,5\} & \{1,2,3\} & \{4,5,6\} \\
\{4,3,6\} & \{3,5,6\} & \{2,3,5\},
\end{array}
$$

the $3 \times 3$ partial Latin square

$$
\begin{array}{lll}
1 & 3 & 2 \\
2 & 4 & 5 \\
6 & 5 & 3
\end{array}
$$

can be constructed.
see also Dinitz Problem, Latin Square
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## Partial Order

A Relation " $\leq$ " is a partial order on a Set $S$ if it has:

1. Reflexivity: $a \leq a$ for all $a \in S$.
2. Antisymmetry: $a \leq b$ and $b \leq a$ implies $a=b$.
3. Transitivity: $a \leq b$ and $b \leq c$ implies $a \leq c$.

For a partial order, the size of the longest Chain (Antichain) is called the Length (Width). A partially ordered set is also called a Poset.
see also Antichain, Chain, Fence Poset, Ideal (Partial Order), Length (Partial Order), Linear Extension, Partially Ordered Set, Total Order, Width (Partial Order)
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## Partial Quotient

If the Simple Continued Fraction of a Real NumBER $x$ is given by

$$
x=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\ldots}}},
$$

then the quantities $a_{i}$ are called partial quotients.
see also Continued Fraction, Convergent, Simple Continued Fraction

## Partially Ordered Set

A partially ordered set (or POSET) is a Set taken together with a Partial Order on it. Formally, a partially ordered set is defined as an ordered pair $P=$ ( $X, \leq$ ), where $X$ is called the Ground Set of $P$ and $\leq$ is the Partial Order of $P$.
see also Circle Order, Cover Relation, Dominance, Ground Set, Hasse Diagram, Interval Order, Isomorphic Posets, Partial Order, Poset Dimension, Realizer, Relation
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## Particularly Well-Behaved Functions

Functions which have Derivatives of all orders at all points and which, together with their Derivatives, fall off at least as rapidly as $|x|^{-n}$ as $|x| \rightarrow \infty$, no matter how large $n$ is.
see also Regular Sequence

## Partisan Game

A Game for which each player has a different set of moves in any position. Every position in an Impartial Game has a Nim-Value.

## Partition

A partition is a way of writing an Integer $n$ as a sum of Positive Integers without regard to order, possibly subject to one or more additional constraints. Particular types of partition functions include the Partition FUNCTION $P$, giving the number of partitions of a number without regard to order, and Partition Function $Q$, giving the number of ways of writing the Integer $n$ as a sum of Positive Integers without regard to order with the constraint that all Integers in each sum are distinct.
see also Amenable Number, Durfee Square, Elder's Theorem, Ferrers Diagram, Graphical Partition, Partition Function $P$, Partition Function $Q$, Perfect Partition, Plane Partition, Set Partition, Solid Partition, Stanley's Theorem
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## Partition Function $P$

## Partition Function $P$

$P(n)$ gives the number of ways of writing the Integer $n$ as a sum of Positive Integers without regard to order. For example, since 4 can be written

$$
\begin{align*}
4 & =4 \\
& =3+1 \\
& =2+2 \\
& =2+1+1 \\
& =1+1+1+1, \tag{1}
\end{align*}
$$

so $P(4)=5 . P(n)$ satisfies

$$
\begin{equation*}
P(n) \leq \frac{1}{2}[P(n+1)+P(n-1)] \tag{2}
\end{equation*}
$$

(Honsberger 1991). The values of $P(n)$ for $n=1,2$, $\ldots$, are $1,2,3,5,7,11,15,22,30,42, \ldots$ (Sloane's A000041). The following table gives the value of $P(n)$ for selected small $n$.

| $n$ | $P(n)$ |
| ---: | ---: |
| 50 | 204226 |
| 100 | 190569292 |
| 200 | 3972999029388 |
| 300 | 9253082936723602 |
| 400 | 6727090051741041926 |
| 500 | 45800475032574323995027 |
| 600 | 603782852028344434468553622 |
| 700 | 5733052172321422504456911979 |
| 800 | 415873681190459054784114365430 |
| 900 | 24061467864032622473692149727991 |

$n$ for which $P(n)$ is Prime are $2,3,4,5,6,13,36$, $77,132,157,168,186, \ldots$ (Sloane's A046063). Numbers which cannot be written as a Product of $P(n)$ are $13,17,19,23,26,29,31,34,37,38,39, \ldots$ (Sloane's A046064), corresponding to numbers of nonisomorphic Abelian Groups which are not possible for any group order.

When explicitly listing the partitions of a number $n$, the simplest form is the so-called natural representation which simply gives the sequence of numbers in the representation (e.g., $(2,1,1)$ for the number $4=2+1+1$ ). The multiplicity representation instead gives the number of times each number occurs together with that number (e.g., $(2,1),(1,2)$ for $4=2 \cdot 1+1 \cdot 2)$. The Ferrers Diagram is a pictorial representation of a partition.

Euler invented a Generating Function which gives rise to a Power Series in $P(n)$,

$$
\begin{align*}
P(n)=\sum_{m=1}^{\infty}(-1)^{m+1}[P(n- & \left.\frac{1}{2} m(3 m-1)\right) \\
& \left.+P\left(n-\frac{1}{2} m(3 m+1)\right)\right] \tag{3}
\end{align*}
$$

## A Recurrence Relation is

$$
\begin{equation*}
P(n)=\frac{1}{n} \sum_{m=0}^{n-1} \sigma(n-m) P(m) \tag{4}
\end{equation*}
$$

where $\sigma(n)$ is the Divisor Function (Berndt 1994, p. 108). Euler also showed that, for

$$
\begin{align*}
& f(x) \equiv \prod_{m=1}^{\infty}\left(1-x^{m}\right)=\sum_{n=-\infty}^{\infty}(-1)^{n} x^{n(3 n \mid 1) / 2}  \tag{5}\\
& =1-x-x^{2}+x^{5}+x^{7}-x^{12}-x^{15}+x^{22}+x^{26}+\ldots \tag{6}
\end{align*}
$$

where the exponents are generalized Pentagonal Numbers $0,1,2,5,7,12,15,22,26,35, \ldots$ (Sloane's A001318) and the sign of the $k$ th term (counting 0 as the 0th term) is $(-1)^{\lfloor(k+1) / 2\rfloor}$ (with $\lfloor x\rfloor$ the FLOOR FUNCTION), the partition numbers $P(n)$ are given by the Generating Function

$$
\begin{equation*}
\frac{1}{f(x)}=\sum_{n=0}^{\infty} P(n) x^{n} \tag{7}
\end{equation*}
$$

MacMahon obtained the beautiful Recurrence RelaTION

$$
\begin{align*}
P(n)-P(n-1)-P(n-2)+P(n-5)+ & P(n-7) \\
& -P(n-12)-P(n-15)+\ldots=0 \tag{8}
\end{align*}
$$

where the sum is over generalized Pentagonal NumBERS $\leq n$ and the sign of the $k$ th term is $(-1)^{\lfloor(k+1) / 2\rfloor}$, as above.
In 1916-1917, Hardy and Ramanujan used the Circle Method and elliptic Modular Functions to obtain the approximate solution

$$
\begin{equation*}
P(n) \sim \frac{1}{4 n \sqrt{3}} e^{\pi \sqrt{2 n / 3}} \tag{9}
\end{equation*}
$$

Rademacher (1937) subsequently obtained an exact series solution which yields the Hardy-Ramanujan FormULA (9) as the first term:

$$
\begin{equation*}
P(n)=\sum_{q=1}^{\infty} L_{q}(n) \psi_{q}(n) \tag{10}
\end{equation*}
$$

where

$$
\begin{align*}
K & =\pi \sqrt{\frac{2}{3}}  \tag{11}\\
L_{q}(n) & =\sum_{p} \omega_{p, q} e^{-2 n p \pi i / q}  \tag{12}\\
\omega_{p, q} & =e^{\pi i s_{p, q}}  \tag{13}\\
s_{p, q} & =\frac{1}{q} \sum_{\mu=1}^{q-1} \mu\left(\frac{\mu p}{q}-\left\lfloor\frac{\mu p}{q}\right\rfloor-\frac{1}{2}\right)  \tag{14}\\
\lambda_{n} & =\sqrt{n-\frac{1}{24}}  \tag{15}\\
\psi_{q}(n) & =\frac{\sqrt{q}}{\pi \sqrt{2}}\left\{\frac{d}{d m}\left[\frac{\sinh \left(\frac{K \lambda_{m}}{q}\right)}{\lambda_{m}}\right]\right\}_{m=n} \tag{16}
\end{align*}
$$

$\lfloor x\rfloor$ is the Floor Function, and $p$ runs through the Integers less than and Relatively Prime to $q$ (when $q=1, p=0$ ). The remainder after $Q$ terms is

$$
\begin{equation*}
R(Q)<C Q^{-1 / 2}+D \sqrt{\frac{Q}{n}} \sinh \left(\frac{K \sqrt{n}}{Q}\right), \tag{17}
\end{equation*}
$$

where $C$ and $D$ are fixed constants.
With $f(x)$ as defined above, Ramanujan also showed that

$$
\begin{equation*}
5 \frac{f^{5}\left(x^{5}\right)}{f^{6}(x)}=\sum_{m=0}^{\infty} P(5 m+4) x^{m} \tag{18}
\end{equation*}
$$

Ramanujan also found numerous Congruences such as

$$
\begin{align*}
P(5 m+4) & \equiv 0(\bmod 5)  \tag{19}\\
P(7 m+5) & \equiv 0(\bmod 7)  \tag{20}\\
P(11 m+6) & \equiv 0(\bmod 11) \tag{21}
\end{align*}
$$

Ramanujan's Identity gives the first of these.
Let $P_{O}(n)$ be the number of partitions of $n$ containing ODD numbers only and $P_{D}(n)$ be the number of partitions of $n$ without duplication, then

$$
\begin{align*}
& P_{O}(n)=P_{D}(n)=\prod_{k=1,3, \ldots}^{\infty}\left(1+x^{k}+x^{2 k}+x^{3 k}+\ldots\right) \\
& =\prod_{k=1}^{\infty}\left(1+x^{k}\right)=1+x+x^{2}+2 x^{3}+2 x^{4}+3 x^{5}+\ldots \tag{22}
\end{align*}
$$

as discovered by Euler (Honsberger 1985). The first few values of $P_{O}=P_{D}$ are $1,1,1,2,2,3,4,5,6,8,10, \ldots$ (Sloane's A000009).

Let $P_{E}(n)$ be the number of partitions of Even numbers only, and let $P_{E O}(n)\left(P_{D O}(n)\right)$ be the number of partitions in which the parts are all Even (Odd) and all different. The first few values of $P_{D O}(n)$ are $1,1,0$, $1,1,1,1,1,2,2,2,2,3,3,3,4, \ldots$ (Sloane's A000700). Some additional Generating Functions are given by Honsberger (1985, pp. 241-242)

$$
\begin{align*}
& \begin{aligned}
\sum_{n=1}^{\infty} P_{\text {no even part repeated }}(n) x^{n}
\end{aligned} \\
& \quad=\prod_{k=1}\left(1-x^{2 k-1}\right)^{-1}\left(1+x^{2 k}\right)
\end{align*} \begin{array}{r}
\begin{array}{r}
\sum_{n=1}^{\infty} P_{\text {no part occurs more than } 3 \text { times }}(n) x^{n} \\
=\prod_{k=1}\left(1+x^{k}+x^{2 k}+x^{3 k}\right)
\end{array}  \tag{23}\\
\sum_{n=1}^{\infty} P_{\text {no part divisible by } 4}(n) x^{n}=\prod_{k=1} \frac{1-x^{4 k}}{1-x^{k}}
\end{array}
$$

$$
\begin{align*}
& \sum_{n=1}^{\infty} P_{\text {no part occurs more than } d \text { times }}(n) x^{n} \\
& \quad=\prod_{k=1} \sum_{i=0}^{d} x^{i k}=\prod_{k=1} \frac{1-x^{(d+1) k}}{1-x^{k}}  \tag{26}\\
& \sum_{n=1}^{\infty} P_{\text {every part occurs } 2,3, \text { or } 5 \text { times }}(n) x^{n} \\
& \quad=\prod_{k=1}\left(1+x^{2 k}+x^{3 k}+x^{5 k}\right) \\
& \quad=\prod_{k=1}\left(1+x^{2 k}\right)\left(1+x^{3 k}\right)=\prod_{k=1} \frac{1-x^{4 k}}{1-x^{2 k}} \frac{1-x^{6 k}}{1-x^{3 k}} \tag{27}
\end{align*}
$$

$\sum_{n=1}^{\infty} P_{\text {no part occurs exactly once }}(n) x^{n}$
$=\left(1+x^{2 k}+x^{3 k}+\ldots\right)=\prod_{k} \frac{1+x^{6 k}}{\left(1-x^{2 k}\right)\left(1-x^{3 k}\right)}$.
Some additional interesting theorems following from these (Honsberger 1985, pp. 64-68 and 143-146) are:

1. The number of partitions of $n$ in which no Even part is repeated is the same as the number of partitions of $n$ in which no part occurs more than three times and also the same as the number of partitions in which no part is divisible by four.
2. The number of partitions of $n$ in which no part occurs more often than $d$ times is the same as the number of partitions in which no term is a multiple of $d+1$.
3. The number of partitions of $n$ in which each part appears either 2,3 , or 5 times is the same as the number of partitions in which each part is Congruent mod 12 to either $2,3,6,9$, or 10 .
4. The number of partitions of $n$ in which no part appears exactly once is the same as the number of partitions of $n$ in which no part is Congruent to 1 or $5 \bmod 6$.
5. The number of partitions in which the parts are all EVEN and different is equal to the absolute difference of the number of partitions with OdD and Even parts.
$P(n, k)$, also written $P_{k}(n)$, is the number of ways of writing $n$ as a sum of $k$ terms, and can be computed from the Recurrence Relation

$$
\begin{equation*}
P(n, k)=P(n-1, k-1)+P(n-k, k) \tag{29}
\end{equation*}
$$

(Ruskey). The number of partitions of $n$ with largest part $k$ is the same as $P(n, k)$.
The function $P(n, k)$ can be given explicitly for the first few values of $k$,

$$
\begin{align*}
& P(n, 2)=\left\lfloor\frac{1}{2} n\right\rfloor  \tag{30}\\
& P(n, 3)=\left[\frac{1}{12} n^{2}\right] \tag{31}
\end{align*}
$$

where $\lfloor x\rfloor$ is the Floor Function and $[x]$ is the Nint function (Honsberger 1985, pp. 40-45).
see also Alcuin's Sequence, Elder's Theorem, Euler's Pentagonal Number Theorem, Ferrers Diagram, Partition Function $Q$, Pentagonal Number, $r_{k}(n)$, Rogers-Ramanujan Identities, StanLey's Theorem
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## Partition Function $Q$

$Q(n)$ gives the number of ways of writing the INTEGER $n$ as a sum of Positive Integers without regard to order with the constraint that all Integers in each sum are distinct. The values for $n=1,2, \ldots$ are $1,1,2,2,3,4$, $5,6,8,10, \ldots$ (Sloane's A000009). The Generating Function for $Q(n)$ is

$$
\begin{aligned}
\prod_{m=1}^{\infty}\left(1+x^{m}\right)= & \frac{1}{\prod_{m=0}^{\infty}\left(1-x^{2 m+1}\right)} \\
& =1+x+x^{2}+2 x^{3}+2 x^{4}+3 x^{5}+\ldots
\end{aligned}
$$

The values of $n$ for which $Q(n)$ is Prime are $3,4,5$, $7,22,70,100,495,1247,2072, \ldots$ (Sloane's A046065), with no others for $n \leq 15,000$.

The number of Partitions of $n$ with $\leq k$ summands is denoted $q(n, k)$ or $q_{k}(n)$. Therefore, $q_{n}(n)=P(n)$ and

$$
q_{k}(n)=q_{k-1}(n)+q_{k}(n-k)
$$
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## Party Problem

Also known as the Maximum Clique Problem. Find the minimum number of guests that must be invited so that at least $m$ will know each other or at least $n$ will not know each other. The solutions are known as RAmSEY Numbers.
see also Clique, Ramsey Number

## Parzen Apodization Function

An Apodization Function similar to the Bartlett Function.
see also Apodization Function, Bartlett FuncTION
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## Pascal Distribution

see Negative Binomial Distribution

## Pascal's Formula

Each subsequent row of Pascal's Triangle is obtained by adding the two entries diagonally above. This follows immediately from the Binomial Coefficient identity

$$
\begin{aligned}
\binom{n}{r} & \equiv \frac{n!}{(n-r)!r!}=\frac{(n-1)!n}{(n-r)!r!} \\
& =\frac{(n-1)!(n-r)}{(n-r)!r!}+\frac{(n-1)!r}{(n-r)!r!} \\
& =\frac{(n-1)!}{(n-r-1)!r!}+\frac{(n-1)!}{(n-r)!(r-1)!} \\
& =\binom{n-1}{r}+\binom{n-1}{r-1}
\end{aligned}
$$

see also Binomial Coefficient, Pascal's Triangle

## Pascal's Hexagrammum Mysticum see Pascal's Theorem

## Pascal's Limaçon

see Limaçon

## Pascal Line

The line containing the three points of the intersection of the three pairs of opposite sides of two Triangles.
see also Pascal's Theorem

## Pascal's Rule

see Pascal's Formula

## Pascal's Theorem



The dual of Brianchon's Theorem. It states that, given a (not necessarily Regular, or even Convex) Hexagon inscribed in a Conic Section, the three pairs of the continuations of opposite sides meet on a straight Line, called the Pascal Line. There are 6! ( 6 ! means 6 FACtorial, where $6!=6 \cdot 5 \cdot 4 \cdot 3 \cdot 2 \cdot 1$ ) possible ways of taking all Vertices in any order, but among these are six equivalent Cyclic Permutations and two possible orderings, so the total number of different hexagons (not all simple) is

$$
\frac{6!}{2 \cdot 6}=\frac{720}{12}=60 .
$$

There are therefore a total of 60 PASCAL LINES created by connecting Vertices in any order. These intersect three by three in 20 Steiner Points.
see also Braikenridge-Maclaurin Construction, Brianchon's Theorem, Cayley-Bacharach Theorem, Conic Section, Duality Principle, Hexagon, Pappus's Hexagon Theorem, Pascal Line, Steiner Points
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## Pascal's Triangle

A Triangle of numbers arranged in staggered rows such that

$$
\begin{equation*}
a_{n r} \equiv \frac{n!}{r!(n-r)!} \equiv\binom{n}{r}, \tag{1}
\end{equation*}
$$

where $\binom{n}{r}$ is a Binomial Coefficient. The triangle was studied by B. Pascal, although it had been described centuries earlier by Chinese mathematician

Pascal's Triangle
Yanghui (about 500 years earlier, in fact) and the Arabian poet-mathematician Omar Khayyám. It is therefore known as the Yanghui Triangle in China. Starting with $n=0$, the Triangle is

$$
\begin{aligned}
& 1 \\
& 11 \\
& \begin{array}{lll}
1 & 2 & 1
\end{array} \\
& \begin{array}{llll}
1 & 3 & 3 & 1
\end{array} \\
& \begin{array}{lllll}
1 & 4 & 6 & 4 & 1
\end{array} \\
& \begin{array}{llllll}
1 & 5 & 10 & 10 & 5 & 1
\end{array} \\
& \begin{array}{lllllll}
1 & 6 & 15 & 20 & 15 & 6 & 1
\end{array}
\end{aligned}
$$

(Sloane's A007318). Pascal's Formula shows that each subsequent row is obtained by adding the two entries diagonally above,

$$
\begin{equation*}
\binom{n}{r}=\frac{n!}{(n-r)!r!}=\binom{n-1}{r}+\binom{n-1}{r-1} \tag{2}
\end{equation*}
$$



In addition, the "Shallow Diagonals" of Pascal's triangle sum to Fibonacci Numbers,

$$
\begin{array}{r}
\sum_{k=1}^{n}\binom{k}{n-k}=\frac{(-1)^{n}{ }_{3} F_{2}\left(1,2,1-n ; \frac{1}{2}(3-n), 2-\frac{1}{2} n ;-\frac{1}{4}\right)}{\pi\left(2-3 n+n^{2}\right)} \\
=F_{n+1}, \quad(3) \tag{3}
\end{array}
$$

where ${ }_{3} F_{2}(a, b, c ; d, e ; z)$ is a Generalized Hypergeometric Function.

Pascal's triangle contains the Figurate Numbers along its diagonals. It can be shown that

$$
\begin{equation*}
\sum_{i=1}^{n} a_{i j}=\frac{n+1}{j+1} a_{n j}=a_{(n+1),(j+1)} \tag{4}
\end{equation*}
$$

and

$$
\begin{align*}
& \binom{m+1}{1} \sum k^{m}+\binom{m+1}{2} \sum k^{m-1} \\
& \quad+\ldots+\binom{m+1}{m} \sum k=(n+1)\left[(n+1)^{m}-1\right] . \tag{5}
\end{align*}
$$

The "shallow diagonals" sum to the Fibonacci SeQUENCE, i.e.,

$$
\begin{align*}
& 1=1 \\
& 1=1 \\
& 2=1+1 \\
& 3=2+1 \\
& 5=1+3+1 \\
& 8=3+4+1 \tag{6}
\end{align*}
$$

In addition,

$$
\begin{equation*}
\sum_{j=1}^{i} a_{i j}=2^{i}-1 \tag{7}
\end{equation*}
$$

It is also true that the first number after the 1 in each row divides all other numbers in that row IfF it is a Prime. If $P_{n}$ is the number of ODD terms in the first $n$ rows of the Pascal triangle, then

$$
\begin{equation*}
0.812 \ldots<P_{n} n^{-\ln 2 / \ln 3}<1 \tag{8}
\end{equation*}
$$

(Harborth 1976, Le Lionnais 1983).
The Binomial Coefficient $\binom{m}{n} \bmod 2$ can be computed using the XOR operation $n$ XOR $m$, making Pascal's triangle mod 2 very easy to construct. Pascal's triangle is unexpectedly connected with the construction of regular Polygons and with the Sierpiński Sieve.
see also Bell Triangle, Binomial Coefficient, Binomial Theorem, Brianchon's Theorem, Catalan's Triangle, Clark's Triangle, Euler's Triangle, Fibonacci Number, Figurate Number Triangle, Leibniz Harmonic Triangle, Number Triangle, Pascal's Formula, Polygon, Seidel-Entringer-Arnold Triangle, Sierpiński Sieve, Trinomial Triangle
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## Pascal's Wager

"God is or He is not... Let us weigh the gain and the loss in choosing. . 'God is.' If you gain, you gain all, if you lose, you lose nothing. Wager, then, unhesitatingly, that He is."

## Pasch's Axiom

In the plane, if a line intersects one side of a Triangle and misses the three Vertices, then it must intersect one of the other two sides. This is a special case of the generalized Menelaus' Theorem with $n=3$.
see also Helly's Theorem, Menelaus' Theorem, Pasch's Theorem

## Pasch's Theorem

A theorem stated in 1882 which cannot be derived from Euclid's Postulates. Given points $a, b, c$, and $d$ on a Line, if it is known that the points are ordered as $(a, b, c)$ and $(b, c, d)$; it is also true that $(a, b, d)$.
see also Euclid's Postulates, Line, Pasch's Axiom

## Pass Equivalent

Two Knots are pass equivalent if there exists a sequence of pass moves taking one to the other. Every KnOT is either pass equivalent to the Unknot or Trefoil Knot. These two knots are not pass equivalent to each other, but the Enantiomers of the Trefoil Knot are pass equivalent. A Knot has Arf Invariant 0 if the Knot is pass equivalent to the Unknot and 1 if it is pass equivalent to the Trefoil Knot.
see also Arf Invariant, Knot, Pass Move, Trefoil Knot, Unknot
References
Adams, C. C. The Knot Book: An Elementary Introduction to the Mathematical Theory of Knots. New York: W. H. Freeman, pp. 223-228, 1994.

## Pass Move

A change in a knot projection such that a pair of oppositely oriented strands are passed through another pair of oppositely oriented strands.
see also Pass Equivalent

## Patch

A patch (also called a Local Surface) is a differentiable mapping $\mathbf{x}: U \rightarrow \mathbb{R}^{n}$, where $U$ is an open subset of $\mathbb{R}^{2}$. More generally, if $A$ is any SUbSET of $\mathbb{R}^{2}$, then a map $\mathbf{x}: A \rightarrow \mathbb{R}^{n}$ is a patch provided that $\mathbf{x}$ can be extended to a differentiable map from $U$ into $\mathbb{R}^{n}$, where $U$ is an open set containing $A$. Here, $\mathbf{x}(U)$ (or more generally, $\mathbf{x}(A)$ ) is called the Trace of $\mathbf{x}$.
see also Gauss Map, Injective Patch, Monge Patch, Regular Patch, Trace (Map)

## References
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## Path

A path $\gamma$ is a continuous mapping $\gamma:[a, b] \mapsto \mathbb{C}$, where $\gamma(a)$ is the initial point and $\gamma(b)$ is the final point. It is often written parametrically as $\sigma(t)$.

## Path Graph

The path $P_{n}$ is a Tree with two nodes of valency 1 , and the other $n-2$ nodes of valency 2. Path graphs $P_{n}$ are always GRaceful for $n>4$.
see also Chain (Graph), Graceful Graph, Hamiltonian Path, Tree

## Path Integral

Let $\gamma$ be a Path given parametrically by $\sigma(t)$. Let $s$ denote Arc Length from the initial point. Then

$$
\begin{aligned}
\int_{\gamma} f(s) d s & =\int_{\gamma} f(\sigma(t))\left|\sigma^{\prime}(t)\right| d t \\
& =\int_{\gamma} f(x(t), y(t), z(t))\left|\sigma^{\prime}(t)\right| d t
\end{aligned}
$$

see also Line Integral

## References
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## Pathwise-Connected

A Topological Space $X$ is pathwise-connected Iff for every two points $x, y \in X$, there is a Continuous Function $f$ from $[0,1]$ to $X$ such that $f(0)=x$ and $f(1)=y$. Roughly speaking, a Space $X$ is pathwiseconnected if, for every two points in $X$, there is a path connecting them. For Locally Pathwise-Connected Spaces (which include most "interesting spaces" such as Manifolds and CW-Complexes), being Connected and being pathwise-connected are equivalent, although there are connected spaces which are not pathwise connected. Pathwise-connected spaces are also called 0connected.
see also Connected Space, CW-Complex, Locally Pathwise-Connected Space, Topological Space

## Patriarchal Cross

see Gaullist Cross

## Pauli Matrices

Matrices which arise in Pauli's treatment of spin in quantum mechanics. They are defined by

$$
\begin{align*}
& \sigma_{1}=\sigma_{x} \equiv \mathrm{P}_{1} \equiv\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]  \tag{1}\\
& \sigma_{2}=\sigma_{y} \equiv \mathrm{P}_{2} \equiv\left[\begin{array}{cc}
0 & i \\
-i & 0
\end{array}\right]  \tag{2}\\
& \sigma_{3}=\sigma_{z} \equiv \mathrm{P}_{3} \equiv\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] . \tag{3}
\end{align*}
$$

The Pauli matrices plus the $2 \times 2$ Identity Matrix I form a complete set, so any $2 \times 2$ matrix A can be expressed as

$$
\begin{equation*}
\mathrm{A}=c_{0} \mathrm{I}+c_{1} \sigma_{1}+c_{2} \sigma_{2}+c_{3} \sigma_{3} \tag{4}
\end{equation*}
$$

The associated matrices

$$
\begin{align*}
& \sigma_{+} \equiv 2\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]  \tag{5}\\
& \sigma_{-} \equiv 2\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right]  \tag{6}\\
& \sigma^{2} \equiv 3\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] \tag{7}
\end{align*}
$$

can also be defined. The Pauli spin matrices satisfy the identities

$$
\begin{gather*}
\sigma_{i} \sigma_{j}=\mathrm{I} \delta_{i j}+\epsilon_{i j k} i \sigma_{k}  \tag{8}\\
\sigma_{i} \sigma_{j}+\sigma_{j} \sigma_{i}=2 \sigma_{i j}  \tag{9}\\
\sigma_{x} p_{x}+\sigma_{y} p_{y}+\sigma_{z} p_{z}=\sqrt{p_{x}^{2}+p_{y}^{2}+p_{z}^{2}} \tag{10}
\end{gather*}
$$

see also Dirac Matrices, Quaternion
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## Pauli Spin Matrices

see Pauli Matrices

## Payoff Matrix

A $m \times n$ MATRIX which gives the possible outcome of a two-person Zero-Sum Game when player A has $m$ possible strategies and player B $n$ strategies. The analysis of the Matrix in order to determine optimal strategies is the aim of Game Theory. The so-called "augmented" payoff matrix is defined as follows:

$$
\mathrm{G}=\left[\begin{array}{ccccccccc}
P_{0} & P_{1} & P_{2} & \cdots & P_{n} & P_{n+1} & P_{n+2} & \cdots & P_{n+m} \\
{\left[\begin{array}{ccccccc}
0 & 1 & 1 & \cdots & 0 & 0 & 0 \\
-1 & a_{11} & a_{12} & \cdots & a_{1 n} & 1 & 0 \\
\cdots & 0 \\
-1 & a_{21} & a_{22} & \cdots & a_{2 n} & 0 & 1 \\
\cdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\vdots & \ddots & \vdots \\
-1 & a_{m 1} & a_{m 2} & \cdots & a_{m n} & 0 & 0 \\
\cdots & 1
\end{array}\right] .}
\end{array}\right.
$$

see also Game Theory, Zero-Sum Game

## Peacock's Tail

One name for the figure used by Euclid to prove the Pythagorean Theorem.
see also BRIDE'S Chair, Windmill

## Peano Arithmetic

The theory of Natural Numbers defined by the five Peano's Axioms. Any universal statement which is undecidable in Peano arithmetic is necessarily True. Undecidable statements may be either True or False. Paris and Harrington (1977) gave the first "natural" example of a statement which is true for the integers but unprovable in Peano arithmetic (Spencer 1983).
see also Kreisel Conjecture, Natural Independence Phenomenon, Number Theory, Peano's AxIOMS
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## Peano's Axioms

1. Zero is a number.
2. If $a$ is a number, the successor of $a$ is a number.
3. Zero is not the successor of a number.
4. Two numbers of which the successors are equal are themselves equal.
5. (Induction Axiom.) If a set $S$ of numbers contains Zero and also the successor of every number in $S$, then every number is in $S$.
Peano's axioms are the basis for the version of NUMBER Theory known as Peano Arithmetic.
see also Induction Axiom, Peano Arithmetic

## Peano Curve



A Fractal curve which can be written as a Lindenmayer System.
see also Dragon Curve, Hilbert Curve, Lindenmayer System, Sierpiński Curve
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Peano-Gosper Curve


A Plane-Filling Curve originally called a Flowsnake by R. W. Gosper and M. Gardner. Mandelbrot (1977) subsequently coined the name Peano-Gosper curve. The Gosper Island bounds the space that the Peano-Gosper curve fills.
see also Dragon Curve, Exterior Snowflake, Gosper Island, Hilbert Curve, Koch Snowflake, Peano Curve, Sierpiński Arrowhead Curve, Sierpiński Curve
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## Peano Surface



The function

$$
f(x, y)=\left(2 x^{2}-y\right)\left(y-x^{2}\right)
$$

which does not have a Local Maximum at ( 0,0 ), despite criteria commonly touted in the second half of the 1800s which indicated the contrary.

## see also Local Maximum
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## Pear Curve



The Lemniscate $L_{3}$ in the iteration towards the Mandelbrot Set. In Cartesian Coordinates with a constant $r$, the equation is given by

$$
\begin{aligned}
r^{2} & =\left(x^{2}+y^{2}\right)\left(1+2 x+5 x^{2}+6 x^{3}+6 x^{4}+4 x^{5}+x^{6}-3 y^{2}\right. \\
& -2 x y^{2}+8 x^{2} y^{2}+8 x^{3} y^{2}+3 x^{4} y^{2}+2 y^{4}+4 x y^{4} \\
& \left.+3 x^{2} y^{4}+y^{6}\right) .
\end{aligned}
$$

see also Pear-Shaped Curve

## Pear-Shaped Curve



A curve given by the Cartesian equation

$$
b^{2} y^{2}=x^{3}(a-x)
$$

see also Pear Curve, Teardrop Curve
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## Pearson's Correlation

see Correlation Coefficient

## Pearson-Cunningham Function

see Cunningham Function

## Pearson's Function

$$
I\left(\frac{\chi_{s}{ }^{2}}{\sqrt{2(k-1)}}, \frac{k-3}{2}\right) \equiv \frac{\Gamma\left(\frac{1}{2} \chi_{s}{ }^{2}, \frac{k-1}{2}\right)}{\Gamma\left(\frac{k-1}{2}\right)}
$$

where $\Gamma(x)$ is the Gamma Function.
see also Chi-Squared Test, Gamma Function

## Pearson Kurtosis

Let $\mu_{4}$ be the fourth Moment of a Distribution and $\sigma$ its Variance. Then the Pearson kurtosis is defined by

$$
\beta_{2} \equiv \frac{\mu_{4}}{\sigma^{4}}
$$

see also Fisher Kurtosis, Kurtosis

## Pearson Mode Skewness

Given a Distribution with measured Mean, Mode, and Standard Deviation $s$, the Pearson mode skewness is

$$
\frac{\text { mean }- \text { mode }}{s}
$$

see also Mean, Mode, Pearson Skewness, Pearson's Skewness Coefficients, Skewness

## Pearson Skewness

Let a Distribution have third Moment $\mu_{3}$ and Standard Deviation $\sigma$, then the Pearson skewness is defined by

$$
\beta_{1}=\left(\frac{\mu_{3}}{\sigma^{3}}\right)^{2}
$$

see also Fisher Skewness, Pearson's Skewness Coefficients, Skewness

## Pearson's Skewness Coefficients

Given a Distribution with measured Mean, Median, Mode, and Standard Deviation $s$, Pearson's first skewness coefficient is

$$
\frac{3[\text { mean }]-[\text { mode }]}{s}
$$

and the second coefficient is

$$
\frac{3[\text { mean }]-[\text { median }]}{s}
$$

see also Fisher Skewness, Pearson Skewness, Skewness

## Pearson System

Generalizes the differential equation for the Gaussian Distribution

$$
\begin{equation*}
\frac{d y}{d x}=\frac{y(m-x)}{a} \tag{1}
\end{equation*}
$$

to

$$
\begin{equation*}
\frac{d y}{d x}=\frac{y(m-x)}{a+b x+c x^{2}} \tag{2}
\end{equation*}
$$

Let $c_{1}, c_{2}$ be the roots of $a+b x+c x^{2}$. Then the possible types of curves are
0. $b=c=0, a>0$. E.g., Normal Distribution.
I. $b^{2} / 4 a c<0, c_{1} \leq x \leq c_{2}$. E.g., Beta DistribuTION.
II. $b^{2} / 4 a c=0, c<0,-c_{1} \leq x \leq c_{1}$ where $c_{1} \equiv$ $\sqrt{-c / a}$.
III. $b^{2} / 4 a c=\infty, c=0, c_{1} \leq x<\infty$ where $c_{1} \equiv$ $-a / b$. E.g., Gamma Distribution. This case is intermediate to cases I and VI.
IV. $0<b^{2} / 4 a c<1,-\infty<x<\infty$.
V. $b^{2} / 4 a c=1, c_{1} \leq x<\infty$ where $c_{1} \equiv-b / 2 a$. Intermediate to cases IV and VI.
VI. $b^{2} / 4 a c>1, c_{1} \leq x<\infty$ where $c_{1}$ is the larger root. E.g., Beta Prime Distribution.
VII. $b^{2} / 4 a c=0, c>0,-\infty<x<\infty$. E.g., StuDENT'S $t$-DISTRIBUTION.

Classes IX-XII are discussed in Pearson (1916). See also Craig (in Kenney and Keeping 1951). If a Pearson curve possesses a Mode, it will be at $x=m$. Let $y(x)=0$ at $c_{1}$ and $c_{2}$, where these may be $-\infty$ or $\infty$. If $y x^{r+2}$ also vanishes at $c_{1}, c_{2}$, then the $r$ th MOMENT and $(r+1)$ th Moments exist.
$\int_{c_{1}}^{c_{2}} \frac{d y}{d x}\left(a x^{r}+b x^{r+1}+c x^{r+2}\right) d x=\int_{c_{1}}^{c_{2}} y\left(m x^{r}-x^{r+1}\right) d x$
giving

$$
\begin{align*}
& {\left[y\left(a x^{r}+b x^{r+1}+c x^{r+2}\right)\right]_{c_{1}}^{c_{2}}} \\
& \quad-\int_{c_{1}}^{c_{2}} y\left[a r x^{r-1}+b(r+1) x^{r}+c(r+2) x^{r+1}\right] d x \\
& \quad=\int_{c_{1}}^{c_{2}} y\left(m x^{r}-x^{r+1}\right) d x \tag{4}
\end{align*}
$$

$$
\begin{align*}
& 0-\int_{c_{1}}^{c_{2}} y\left[a r x^{r-1}+b(r+1) x^{r}+c(r+2) x^{r+1}\right] d x \\
&=\int_{c_{1}}^{c_{2}} y\left(m x^{r}-x^{r+1}\right) d x \tag{5}
\end{align*}
$$

also,

$$
\begin{equation*}
\nu_{r}=\int_{c_{1}}^{c_{2}} y x^{r} d x \tag{6}
\end{equation*}
$$

so

$$
\begin{equation*}
a r \nu_{r-1}+b(r+1) \nu_{r}+c(r+2) \nu_{r+1}=-m \nu_{r}+\nu_{r+1} . \tag{7}
\end{equation*}
$$

For $r=0$,

$$
\begin{equation*}
b+2 c \nu_{1}=-m+\nu_{1} \tag{8}
\end{equation*}
$$

so

$$
\begin{equation*}
\nu_{1}=\frac{m+b}{1-2 c} \tag{9}
\end{equation*}
$$

For $r=1$,

$$
\begin{equation*}
a+2 b \nu_{1}+3 c \nu_{2}=-m \nu_{1}+\nu_{2} \tag{10}
\end{equation*}
$$

so

$$
\begin{equation*}
\nu_{2}=\frac{a+(m+2 b) \nu_{1}}{1-3 c} \tag{11}
\end{equation*}
$$

Now let $t \equiv\left(x-\nu_{1}\right) / \sigma$. Then

$$
\begin{align*}
\nu_{1} & =0  \tag{12}\\
\nu_{2} & =\mu_{2}=1  \tag{13}\\
\alpha_{r} & =\mu_{r}=\nu_{r} \tag{14}
\end{align*}
$$

Hence $b=-m$, and $a=1-c$ so

$$
\begin{equation*}
(1-3 c) r \alpha_{r-1}-m r \alpha_{r}+[c(r+2)-1] \alpha_{r+1}=0 \tag{15}
\end{equation*}
$$

For $r=2$,

$$
\begin{equation*}
2 m+(1-4 c) \alpha_{3}=0 \tag{16}
\end{equation*}
$$

For $r=3$,

$$
\begin{equation*}
3(1-3 c)-3 m \alpha_{3}-(1-5 c) \alpha_{4}=0 \tag{17}
\end{equation*}
$$

So the Skewness and Kurtosis are

$$
\begin{align*}
& \gamma_{1}=\alpha_{3}=\frac{2 m}{4 c-1}  \tag{18}\\
& \gamma_{2}=\alpha_{4}-3=\frac{6\left(m^{2}-4 c^{2}+c\right)}{(4 c-1)(5 c-1)} \tag{19}
\end{align*}
$$

So the parameters $a, b$, and $c$ can be written

$$
\begin{align*}
a & =1-3 c  \tag{20}\\
b & =-m=\frac{\gamma_{1}}{2(1+2 \delta)}  \tag{21}\\
c & =\frac{\delta}{2(1+2 \delta)} \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
\delta \equiv \frac{2 \gamma_{2}-3 \gamma_{1}{ }^{2}}{\gamma_{2}+6} \tag{23}
\end{equation*}
$$
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## Pearson Type III Distribution

A skewed distribution which is similar to the Binomial Distribution when $p \neq q$ (Abramowitz and Stegun 1972, p. 930).

$$
\begin{equation*}
y=k(t+A)^{A^{2}-1} e^{-A t} \tag{1}
\end{equation*}
$$

for $t \in[0, \infty)$ where

$$
\begin{align*}
A & \equiv 2 / \gamma  \tag{2}\\
K & \equiv \frac{A^{A^{2}} e^{-A^{2}}}{\Gamma\left(A^{2}\right)} \tag{3}
\end{align*}
$$

$\Gamma(z)$ is the Gamma Function, and $t$ is a standardized variate. Another form is

$$
\begin{equation*}
P(x)=\frac{1}{\beta \Gamma(p)}\left(\frac{x-\alpha}{\beta}\right)^{p-1} \exp \left(\frac{x-\alpha}{\beta}\right) \tag{4}
\end{equation*}
$$

For this distribution, the Characteristic Function is

$$
\begin{equation*}
\phi(t)=e^{i \alpha t}(1-i \beta t)^{-p} \tag{5}
\end{equation*}
$$

and the Mean, Variance, Skewness, and Kurtosis are

$$
\begin{align*}
\mu & =\alpha+p \beta  \tag{6}\\
\sigma^{2} & =p \beta^{2}  \tag{7}\\
\gamma_{1} & =\frac{2}{\sqrt{p}}  \tag{8}\\
\gamma_{2} & =\frac{6}{p} \tag{9}
\end{align*}
$$
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Abramowitz, M. and Stegun, C. A. (Eds.). Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, 1972.

## Pearls of Sluze



$$
y^{m}=k x^{n}(a-x)^{b} .
$$

The curves with integral $n, p$, and $m$ were studied by de Sluze between 1657 and 1698. The name "Pearls of Sluze" was given to these curves by Blaise Pascal (MacTutor Archive).

## References

MacTutor History of Mathematics Archive. "Pearls of Sluze." http://www-groups.dcs.st-and.ac.uk/~history /Curves/Pearls.html.

## Peaucellier Cell

see Peaucellier Inversor.

## Peaucellier Inversor



A Linkage with six rods which draws the inverse of a given curve. When a pencil is placed at $P$, the inverse is drawn at $P^{\prime}$ (or vice versa). If a seventh rod (dashed) is added (with an additional pivot), $P$ is kept on a circle and the locus traced out by $P^{\prime}$ is a straight line. It therefore converts circular motion to linear motion without
sliding, and was discovered in 1864. Another Linkage which performs this feat using hinged squares had been published by Sarrus in 1853 but ignored. Coxeter (1969, p. 428) shows that

$$
O P \times O P^{\prime}=O A^{2}-P A^{2} .
$$

## see also Hart's Inversor, Linkage
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## Peaucellier's Linkage <br> see Peaucellier Inversor

## Pedal

The pedal of a curve with respect to a point $P$ is the locus of the foot of the PERPENDICULAR from $P$ to the Tangent to the curve. When a Closed Curve rolls on a straight line, the Area between the line and Roulette after a complete revolution by any point on the curve is twice the Area of the pedal (taken with respect to the generating point) of the rolling curve.

## Pedal Circle

The pedal Circle of a point $P$ in a Triangle is the Circle through the feet of the perpendiculars from $P$ to the sides of the Triangle (the Circumcircle about the Pedal Triangle). When $P$ is on a side of the Triangle, the line between the two perpendiculars is called the Pedal Line. Given four points, no three of which are Collinear, then the four Pedal Circles of each point for the Triangle formed by the other three have a common point through which the Nine-Point Circles of the four Triangles pass. The radius of the pedal circle of a point $P$ is

$$
r=\frac{\overline{A_{1} P} \cdot \overline{A_{2} P} \cdot \overline{A_{3} P}}{2\left(R^{2}-\overline{O P}^{2}\right)}
$$

(Johnson 1929, p. 141).
see also Miquel Point, Nine-Point Circle, Pedal Triangle

## References

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, 1929.

## Pedal Coordinates

The pedal coordinates of a point $P$ with respect to the curve $C$ and the Pedal Point $O$ are the radial distant $r$ from $O$ to $P$ and the Perpendicular distance $p$ from $O$ to the line $L$ tangent to $C$ at $P$.

## References

Lawrence, J. D. A Catalog of Special Plane Curves. New York: Dover, pp. 2-3, 1972.
Yates, R. C. "Pedal Equations." A Handbook on Curves and Their Properties. Ann Arbor, MI: J. W. Edwards, pp. 166-169, 1952.

## Pedal Curve

Given a curve $C$, the pedal curve of $C$ with respect to a fixed point $O$ (the Pedal Point) is the locus of the point $P$ of intersection of the PERPENDICULAR from $O$ to a Tangent to $C$. The parametric equations for a curve $(f(t), g(t))$ relative to the Pedal Point ( $x_{0}, y_{0}$ ) are

$$
\begin{aligned}
& x=\frac{x_{0} f^{\prime 2}+f g^{\prime 2}+\left(y_{0}-g\right) f^{\prime} g^{\prime}}{f^{\prime 2}+g^{\prime 2}} \\
& y=\frac{g f^{\prime 2}+y_{0} g^{\prime 2}+\left(x_{0}-f\right) f^{\prime} g^{\prime}}{f^{\prime 2}+g^{\prime 2} 2^{2}}
\end{aligned}
$$

| Curve | Pole | Pedal |
| :--- | :--- | :--- |
| astroid | center | quadrifolium |
| cardioid | cusp | Cayley's sextic |
| central conic | focus | circle |
| circle | any point | limaçon |
| circle | on circumference | cardioid |
| circle involute | center of circle | Archimedean spiral |
| cissoid of Diocles | focus | cardioid |
| deltoid | center | trifolium |
| deltoid | cusp | simple folium |
| deltoid | on the curve | unsymmetrical |
|  |  | double folium |
| deltoid | vertex | double folium |
| epicycloid | center | rose |
| hypocycloid | center | rose |
| line | any point | point |
| logarithmic spiral | pole | logarithmic spiral |
| parabola | focus | line |
| parabola | foot of directrix | right strophoid |
| parabola | on directrix | strophoid |
| parabola | refl. of focus by dir. | Maclaurin trisectrix |
| parabola | vertex | cissoid of Diocles |
| sinusoidal spiral | pole | sinusoidal spiral |
| Tschirnhausen | focus of pedal | parabola |
| cubic |  |  |

see also Negative Pedal Curve

## References
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## Pedal Line

Mark a point $P$ on a side of a Triangle and draw the perpendiculars from the point to the two other sides. The line between the feet of these two perpendiculars is called the pedal line.
see also Pedal Triangle, Simson Line

## Pedal Point

The fixed point with respect to which a Pedal Curve is drawn.

## Pedal Triangle



Given a point $P$, the pedal triangle of $P$ is the Triangle whose Vertices are the feet of the perpendiculars from $P$ to the side lines. The pedal triangle of a Triangle with Trilinear Coordinates $\alpha: \beta: \gamma$ and angles $A$, $B$, and $C$ has Vertices with Trilinear Coordinates

$$
\begin{align*}
& 0: \beta+\alpha \cos C: \gamma+\alpha \cos B  \tag{1}\\
& \alpha+\beta \cos C: 0: \gamma+\beta \cos A  \tag{2}\\
& \alpha+\gamma \cos B: \beta+\gamma \cos A: 0 . \tag{3}
\end{align*}
$$

The third pedal triangle is similar to the original one. This theorem can be generalized to: the $n$th pedal $n$ gon of any $n$-gon is similar to the original one. It is also true that

$$
\begin{equation*}
P_{2} P_{3}=A_{1} P \sin \alpha_{1} \tag{4}
\end{equation*}
$$

(Johnson 1929, pp. 135-136). The Area $A$ of the pedal triangle of a point $P$ is proportional to the POWER of $P$ with respect to the Circumcircle,

$$
\begin{equation*}
A=\frac{1}{2}\left(R^{2}-\overline{O P}^{2}\right) \sin \alpha_{1} \sin \alpha_{2} \sin \alpha_{3}=\frac{R^{2}-\overline{O P}^{2}}{4 R^{2}} \Delta \tag{5}
\end{equation*}
$$

(Johnson 1929, pp. 139-141).
see also Antipedal Triangle, Fagnano's Problem, Pedal Circle, Pedal Line, Schwarz's Triangle Problem

## References

Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 22-26, 1967.
Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, 1929.

Peg Knot
see Clove Hitch

## Peg Solitaire



A game played on a cross-shaped board with 33 holes. All holes but the middle one are initially filled with pegs. The goal is to remove all pegs but one by jumping pegs from one side of an occupied peg hole to an empty space, removing the peg which was jumped over. Strategies and symmetries are discussed in Beeler et al. (1972, Item 75). A triangular version called $\mathrm{HI}-\mathrm{Q}$ also exists (Beeler et al. 1972, Item 76). Kraitchik (1942) considers a board with one additional hole placed at the vertices of the central right angles.
see also $\mathrm{HI}-\mathrm{Q}$

## References

Beeler, M.; Gosper, R. W.; and Schroeppel, R. HAKMEM. Cambridge, MA: MIT Artificial Intelligence Laboratory, Memo AIM-239, Feb. 1972.
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## Peg Top

see Piriform

## Peirce's Theorem

The only linear associative algebra in which the coordinates are Real Numbers and products vanish only if one factor is zero are the Field of Real Numbers, the Field of Complex Numbers, and the algebra of Quaternions with Real Coefficients.
see also Weierstraß's Theorem

## Pell Equation

A special case of the quadratic Diophantine Equation having the form

$$
\begin{equation*}
x^{2}-D y^{2}=1 \tag{1}
\end{equation*}
$$

where $D$ is a nonsquare Natural Number. Dörrie (1965) defines the equation as

$$
\begin{equation*}
x^{2}-D y^{2}=4 \tag{2}
\end{equation*}
$$

and calls it the Fermat Difference Equation. The general Pell equation was solved by the Indian mathematician Bhaskara.

Pell equations, as well as the analogous equation with a minus sign on the right, can be solved by finding the CONTINUED FRACTION $\left[a_{1}, a_{2}, \ldots\right]$ for $\sqrt{D}$. (The trivial solution $x=1, y=0$ is ignored in all subsequent discussion.) Let $p_{n} / q_{n}$ denote the $n$th Convergent $\left[a_{1}, a_{2}, \ldots, a_{n}\right]$, then we are looking for a convergent which obeys the identity

$$
\begin{equation*}
p_{n}^{2}-D{q_{n}}^{2}=(-1)^{n} \tag{3}
\end{equation*}
$$

which turns out to always be possible since the Continued Fraction of a Quadratic Surd always becomes periodic at some term $a_{r+1}$, where $a_{r+1}=2 a_{1}$, i.e.,

$$
\begin{equation*}
\sqrt{D}=\left[a_{1}, \overline{a_{2}, \ldots, a_{r}, 2 a_{1}}\right] \tag{4}
\end{equation*}
$$

Writing $n=r k$ gives

$$
\begin{equation*}
p_{r k}^{2}-D{q_{r k}}^{2}=(-1)^{r k} \tag{5}
\end{equation*}
$$

for $k$ anPositive Integer. If $r$ is OdD, solutions to

$$
\begin{equation*}
x^{2}-D y^{2}= \pm 1 \tag{6}
\end{equation*}
$$

can be obtained if $k$ is chosen to be Even or OdD, but if $r$ is EVEN, there are no values of $k$ which can make the exponent Odd.

If $r$ is Even, then $(-1)^{r}$ is Positive and the solution in terms of smallest Integers is $x=p_{r}$ and $y=q_{r}$, where $p_{r} / q_{r}$ is the $r$ th Convergent. If $r$ is Odd, then $(-1)^{r}$ is Negative, but we can take $k=2$ in this case, to obtain

$$
\begin{equation*}
p_{2 r}^{2}-D q_{2 r}^{2}=1 \tag{7}
\end{equation*}
$$

so the solution in smallest Integers is $x=p_{2 r}, y=q_{2 r}$. Summarizing,

$$
(x, y)= \begin{cases}\left(p_{r}, q_{r}\right) & \text { for } r \text { even }  \tag{8}\\ \left(p_{2 r}, p_{2 r}\right) & \text { for } r \text { odd }\end{cases}
$$

Given one solution $(x, y)=(p, q)$ (which can be found as above), a whole family of solutions can be found by taking each side to the $n$th Power,

$$
\begin{equation*}
x^{2}-D y^{2}=\left(p^{2}-D q^{2}\right)^{n}=1 \tag{9}
\end{equation*}
$$

Factoring gives

$$
\begin{equation*}
(x+\sqrt{D} y)(x-\sqrt{D} y)=(p+\sqrt{D} q)^{n}(p-\sqrt{D} q)^{n} \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
& x+\sqrt{D} y=(p+\sqrt{D} q)^{n}  \tag{11}\\
& x-\sqrt{D} y=(p-\sqrt{D} q)^{n} \tag{12}
\end{align*}
$$

which gives the family of solutions

$$
\begin{align*}
& x=\frac{(p+q \sqrt{D})^{n}+(p-q \sqrt{D})^{n}}{2}  \tag{13}\\
& y=\frac{(p+q \sqrt{D})^{n}-(p-q \sqrt{D})^{n}}{2 \sqrt{D}} \tag{14}
\end{align*}
$$

These solutions also hold for

$$
\begin{equation*}
x^{2}-D y^{2}=-1 \tag{15}
\end{equation*}
$$

except that $n$ can take on only OdD values.
The following table gives the smallest integer solutions $(x, y)$ to the Pell equation with constant $D \leq 102$ (Beiler 1966, p. 254). SQUARE $D=d^{2}$ are not included, since they would result in an equation of the form

$$
\begin{equation*}
x^{2}-d^{2} y^{2}=x^{2}-(d y)^{2}=x^{2}-y^{\prime 2}=1 \tag{16}
\end{equation*}
$$

which has no solutions (since the difference of two SQUARES cannot be 1).

| $D$ | $x$ | $y$ | $D$ | $x$ | $y$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 3 | 2 | 54 | 485 | 66 |
| 3 | 2 | 1 | 55 | 89 | 12 |
| 5 | 9 | 4 | 56 | 15 | 2 |
| 6 | 5 | 2 | 57 | 151 | 20 |
| 7 | 8 | 3 | 58 | 19603 | 2574 |
| 8 | 3 | 1 | 59 | 530 | 69 |
| 10 | 19 | 6 | 60 | 31 | 4 |
| 11 | 10 | 3 | 61 | 1766319049 | 226153980 |
| 12 | 7 | 2 | 62 | 63 | 8 |
| 13 | 649 | 180 | 63 | 8 | 1 |
| 14 | 15 | 4 | 65 | 129 | 16 |
| 15 | 4 | 1 | 66 | 65 | 8 |
| 17 | 33 | 8 | 67 | 48842 | 5967 |
| 18 | 17 | 4 | 68 | 33 | 4 |
| 19 | 170 | 39 | 69 | 7775 | 936 |
| 20 | 9 | 2 | 70 | 251 | 30 |
| 21 | 55 | 12 | 71 | 3480 | 413 |
| 22 | 197 | 42 | 72 | 17 | 2 |
| 23 | 24 | 5 | 73 | 2281249 | 267000 |
| 24 | 5 | 1 | 74 | 3699 | 430 |
| 26 | 51 | 10 | 75 | 26 | 3 |
| 27 | 26 | 5 | 76 | 57799 | 6630 |
| 28 | 127 | 24 | 77 | 351 | 40 |
| 29 | 9801 | 1820 | 78 | 53 | 6 |
| 30 | 11 | 2 | 79 | 80 | 9 |
| 31 | 1520 | 273 | 80 | 9 | 1 |
| 32 | 17 | 3 | 82 | 163 | 18 |
| 33 | 23 | 4 | 83 | 82 | 9 |
| 34 | 35 | 6 | 84 | 55 | 6 |
| 35 | 6 | 1 | 85 | 285769 | 30996 |
| 37 | 73 | 12 | 86 | 10405 | 1122 |
| 38 | 37 | 6 | 87 | 28 | 3 |
| 39 | 25 | 4 | 88 | 197 | 21 |
| 40 | 19 | 3 | 89 | 500001 | 53000 |
| 41 | 2049 | 320 | 90 | 19 | 2 |
| 42 | 13 | 2 | 91 | 1574 | 165 |
| 43 | 3482 | 531 | 92 | 1151 | 120 |
| 44 | 199 | 30 | 93 | 12151 | 1260 |
| 45 | 161 | 24 | 94 | 2143295 | 221064 |
| 46 | 24335 | 3588 | 95 | 39 | 4 |
| 47 | 48 | 7 | 96 | 49 | 5 |
| 48 | 7 | 1 | 97 | 62809633 | 6377352 |
| 50 | 99 | 14 | 98 | 99 | 10 |
| 51 | 50 | 7 | 99 | 10 | 1 |
| 52 | 649 | 90 | 101 | 201 | 20 |
| 53 | 66249 | 9100 | 102 | 101 | 10 |
|  |  |  |  |  |  |

The first few minimal values of $x$ and $y$ for nonsquare $D$ are $3,2,9,5,8,3,19,10,7,649, \ldots$ (Sloane's A033313) and $2,1,4,2,3,1,6,3,2,180, \ldots$ (Sloane's A033317), respectively. The values of $D$ having $x=2,3, \ldots$ are $3,2,15,6,35,12,7,5,11,30, \ldots$ (Sloane's A033314) and the values of $D$ having $y=1,2, \ldots$ are $3,2,7,5$, $23,10,47,17,79,26, \ldots$ (Sloane's A033318). Values of the incrementally largest minimal $x$ are $3,9,19,649$, $9801,24335,66249, \ldots$ (Sloane's A033315) which occur at $D=2,5,10,13,29,46,53,61,109,181, \ldots$ (Sloane's A033316). Values of the incrementally largest minimal
$y$ are $2,4,6,180,1820,3588,9100,226153980, \ldots$ (Sloane's A033319), which occur at $D=2,5,10,13,29$, $46,53,61, \ldots$ (Sloane's A033320).
see also Diophantine Equation, Diophantine Equation-Quadratic, Lagrange Number (Diophantine Equation)
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## Pell-Lucas Number

see Pell Number

## Pell-Lucas Polynomial

## see Pell Polynomial

## Pell Number

The numbers obtained by the $U_{n} \mathrm{~s}$ in the Lucas SeQuence with $P=2$ and $Q=-1$. They and the PellLucas numbers (the $V_{n} \mathrm{~s}$ in the Lucas Sequence) satisfy the recurrence relation

$$
\begin{equation*}
P_{n}=2 P_{n-1}+P_{n-2} \tag{1}
\end{equation*}
$$

Using $P_{i}$ to denote a Pell number and $Q_{i}$ to denote a Pell-Lucas number,

$$
\begin{gather*}
P_{m+n}=P_{m} P_{n+1}+P_{m-1} P_{n}  \tag{2}\\
P_{m+n}=2 P_{m} Q_{n}-(-1)^{n} P_{m-n}  \tag{3}\\
P_{2^{t} m}=P_{m}\left(2 Q_{m}\right)\left(2 Q_{2 m}\right)\left(2 Q_{4 m}\right) \cdots\left(2 Q_{2^{t-1} m}\right)  \tag{4}\\
Q_{m}^{2}=2 P_{m}^{2}+(-1)^{m}  \tag{5}\\
Q_{2 m}=2 Q_{m}^{2}-(-1)^{m} \tag{6}
\end{gather*}
$$

The Pell numbers have $P_{0}=0$ and $P_{1}=1$ and are 0 , $1,2,5,12,29,70,169,408,985,2378, \ldots$ (Sloane's A000129). The Pell-Lucas numbers have $Q_{0}=2$ and $Q_{1}=2$ and are $2,2,6,14,34,82,198,478,1154,2786$, $6726, \ldots$ (Sloane's A002203).
The only Triangular Pell number is 1 (McDaniel 1996).
see also Brahmagupta Polynomial, Pell PolynomIAL

## References

McDaniel, W. L. "Triangular Numbers in the Pell Sequence." Fib. Quart. 34, 105-107, 1996.
Sloane, N. J. A. Sequences A000129/M1413 and A002203/ M0360 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Pell Polynomial

The Pell polynomials $P(x)$ and Lucas-Pell polynomials $Q(x)$ are generated by a Lucas Polynomial SeQUENCE using generator ( $2 x, 1$ ). This gives recursive equations for $P(x)$ from $P_{0}(x)=P_{1}(x)=1$ and

$$
\begin{equation*}
P_{n+2}(x)=2 x P_{n+1}(x)+P_{n}(x) \tag{1}
\end{equation*}
$$

The first few are

$$
\begin{aligned}
& P_{1}=1 \\
& P_{2}=2 x \\
& P_{3}=4 x^{2}-1 \\
& P_{4}=8 x^{3}-4 x \\
& P_{5}=16 x^{4}-12 x^{2}+1
\end{aligned}
$$

The Pell-Lucas numbers are defined recursively by $q_{0}(x)=1, q_{1}(x)=x$ and

$$
\begin{equation*}
q_{n+2}(x)=2 x q_{n+1}(x)+q_{n}(x) \tag{2}
\end{equation*}
$$

together with

$$
\begin{equation*}
Q_{n}(x) \equiv 2 q_{n}(x) \tag{3}
\end{equation*}
$$

The first few are

$$
\begin{aligned}
& Q_{1}=2 x \\
& Q_{2}=4 x^{2}-2 \\
& Q_{3}=8 x^{3}-6 x \\
& Q_{4}=16 x^{4}-16 x^{2}+2 \\
& Q_{5}=32 x^{5}-40 x^{3}+10 x .
\end{aligned}
$$

see also Lucas Polynomial Sequence
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## Pell Sequence

see Pell Number

## Pencil

The set of all Lines through a point. Woods (1961), however, uses this term as a synonym for Range.
see also Near-Pencil, Perspectivity, Range (Line Segment), Section (Pencil), Sheaf (Geometry)
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## Pentose Stairway



An Impossible Figure (also called the Schroeder Stairs) in which a stairway in the shape of a square appears to circulate indefinitely while still possessing normal steps. The Dutch artist M. C. Escher included Pentose stairways in many of his mind-bending illustratins.
see also Impossible Figure
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## Pentose Tiles



A pair of shapes which tile the plane only aperiodically (when the markings are constrained to match at borders). The two tiles, illustrated above, are called the "Kite" and "Dart."


To see how the plane may be tiled aperiodically using the kite and dart, divide the kite into acute and obtuse
tiles, shown above. Now define "deflation" and "inflatron" operations. The deflation operator takes an acute Triangle to the union of two Acute Triangles and one Obtuse, and the Obtuse Triangle goes to an Acute and an Obtuse Triangle. These operations are illustrated below.


When applied to a collection of tiles, the deflation operato leads to a more refined collection. The operators do not respect tile boundaries, but do respect the half tiles defined above. There are two ways to obtain aperiodic Tilings with 5 -fold symmetry about a single point. They are known an the "star" and "sun" configurations, and are show below.


Higher order versions can then be obtained by deflation. For example, the following are third-order deflation:
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## Pentose Triangle

see Tribar

## Pentose Tribar

see Tribar

## Pentabolo

A 5 -Polyabolo.

## Pentacle

see Pentagram

## Pentacontagon

A 50-sided Polygon.

## Pentad

A group of five elements.
see also Monad, Pair, Quadruplet, Quintuplet, Tetrad, Triad, Triplet, Twins

## Pentadecagon



A 15 -sided Polygon, sometimes also called the PenTAKAIDECAGON.
see also Polygon, Regular Polygon, Trigonometry Values- $\pi / 15$

## Pentaflake



A Fractal with 5 -fold symmetry. As illustrated above, five Pentagons can be arranged around an identical Pentagon to form the first iteration of the pentaflake. This cluster of six pentagons has the shape of a pentagon with five triangular wedges removed. This construction was first noticed by Albrecht Dürer (Dixon 1991).
For a pentagon of side length 1 , the first ring of pentagons has centers at Radius

$$
\begin{equation*}
d_{1}=2 r=\frac{1}{2}(1+\sqrt{5}) R=\phi R \tag{1}
\end{equation*}
$$

where $\phi$ is the Golden Ratio. The Inradius $r$ and Circumradius $R$ are related by

$$
\begin{equation*}
r=R \cos \left(\frac{1}{5} \pi\right)=\frac{1}{4}(\sqrt{5}+1) R \tag{2}
\end{equation*}
$$

and these are related to the side length $s$ by

$$
\begin{equation*}
s=2 \sqrt{R^{2}-r^{2}}=\frac{1}{2} R \sqrt{10-2 \sqrt{5}} \tag{3}
\end{equation*}
$$

The height $h$ is

$$
\begin{equation*}
h=s \sin \left(\frac{2}{5} \pi\right)=\frac{1}{4} s \sqrt{10+2 \sqrt{5}}=\frac{1}{2} \sqrt{5} R \tag{4}
\end{equation*}
$$

giving a Radius of the second ring as

$$
\begin{equation*}
d_{2}=2(R+h)=(2+\sqrt{5}) R=\phi^{3} R \tag{5}
\end{equation*}
$$

Continuing, the $n$th pentagon ring is located at

$$
\begin{equation*}
d_{n}=\phi^{2 n-1} \tag{6}
\end{equation*}
$$

Now, the length of the side of the first pentagon compound is given by

$$
\begin{equation*}
s_{2}=2 \sqrt{(2 r+R)^{2}-(h+R)^{2}}=R \sqrt{5+2 \sqrt{5}} \tag{7}
\end{equation*}
$$

so the ratio of side lengths of the original pentagon to that of the compound is

$$
\begin{equation*}
\frac{s_{2}}{s}=\frac{R \sqrt{5+2 \sqrt{5}}}{\frac{1}{2} R \sqrt{10-2 \sqrt{5}}}=1+\phi \tag{8}
\end{equation*}
$$

We can now calculate the dimension of the pentaflake fractal. Let $N_{n}$ be the number of black pentagons and $L_{n}$ the length of side of a pentagon after the $n$ iteration,

$$
\begin{align*}
& N_{n}=6^{n}  \tag{9}\\
& L_{n}=(1+\phi)^{-n} \tag{10}
\end{align*}
$$

The Capacity Dimension is therefore

$$
\begin{align*}
d_{\text {cap }} & =-\lim _{n \rightarrow \infty} \frac{\ln N_{n}}{\ln L_{n}}=\frac{\ln 6}{\ln (1+\phi)}=\frac{\ln 2+\ln 3}{\ln (1+\phi)} \\
& =1.861715 \ldots \tag{11}
\end{align*}
$$

see also Pentagon
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## Pentagon



The regular convex 5 -gon is called the pentagon. By Similar Triangles in the figure on the left,

$$
\begin{equation*}
\frac{d}{1}=\frac{1}{\frac{1}{\phi}}=\phi \tag{1}
\end{equation*}
$$

where $d$ is the diagonal distance. But the dashed vertical line connecting two nonadjacent Vertices is the same length as the diagonal one, so

$$
\begin{gather*}
\phi=1+\frac{1}{\phi}  \tag{2}\\
\phi^{2}-\phi-1  \tag{3}\\
\phi=\frac{1 \pm \sqrt{1+4}}{2}=\frac{1+\sqrt{5}}{2} . \tag{4}
\end{gather*}
$$

This number is the Golden Ratio. The coordinates of the Vertices relative to the center of the pentagon with unit sides, starting at the right Vertex and moving clockwise, are $\left(\cos \left(\frac{1}{5} n \pi\right), \sin \left(\frac{1}{5} n \pi\right)\right)$ for $n=0,1, \ldots, 4$, or

$$
\begin{equation*}
(1,0),\left(c_{1}, s_{1}\right),\left(c_{2}, s_{2}\right),\left(c_{2},-s_{2}\right),\left(c_{1},-s_{1}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{1}=\cos \left(\frac{\pi}{5}\right)=\frac{1}{4}(\sqrt{5}+1)  \tag{6}\\
& c_{2}=\cos \left(\frac{2 \pi}{5}\right)=\frac{1}{4}(\sqrt{5}-1)  \tag{7}\\
& s_{1}=\sin \left(\frac{\pi}{5}\right)=\frac{1}{4} \sqrt{10-2 \sqrt{5}}  \tag{8}\\
& s_{2}=\sin \left(\frac{2 \pi}{5}\right)=\frac{1}{4} \sqrt{10+2 \sqrt{5}} . \tag{9}
\end{align*}
$$

For a regular Polygon, the Circumradius, Inradius, Sagitta, and Area are given by

$$
\begin{align*}
R_{n} & =\frac{1}{2} a \csc \left(\frac{\pi}{n}\right)  \tag{10}\\
r_{n} & =\frac{1}{2} a \cot \left(\frac{\pi}{n}\right)  \tag{11}\\
x_{n} & =R_{n}-r_{n}=\frac{1}{2} a \tan \left(\frac{\pi}{2 n}\right)  \tag{12}\\
A_{n} & =\frac{1}{4} n a^{2} \cot \left(\frac{\pi}{n}\right) . \tag{13}
\end{align*}
$$

Plugging in $n=5$ gives

$$
\begin{align*}
R & =\frac{1}{2} a \csc \left(\frac{1}{5} \pi\right)=\frac{1}{10} a \sqrt{50+10 \sqrt{5}}  \tag{14}\\
r & =\frac{1}{2} a \cot \left(\frac{1}{5} \pi\right)=\frac{1}{10} a \sqrt{25+10 \sqrt{5}}  \tag{15}\\
x & =\frac{1}{10} a \sqrt{25-10 \sqrt{5}}  \tag{16}\\
A & =\frac{5}{4} a^{2} \sqrt{25+10 \sqrt{5}} . \tag{17}
\end{align*}
$$

Five pentagons can be arranged around an identical pentagon to form the first iteration of the "Pentaflake," which itself has the shape of a pentagon with five triangular wedges removed. For a pentagon of side length 1 , the first ring of pentagons has centers at radius $\phi$, the second ring at $\phi^{3}$, and the $n$th at $\phi^{2 n-1}$.


In proposition IV.11, Euclid showed how to inscribe a regular pentagon in a Circle. Ptolemy also gave a Ruler and Compass construction for the pentagon in his epoch-making work The Almagest. While Ptolemy's construction has a Simplicity of 16, a Geometric Construction using Carlyle Circles can be made with Geometrography symbol $2 S_{1}+S_{2}+8 C_{1}+0 C_{2}+$ $4 C_{3}$, which has Simplicity 15 (De Temple 1991).


The following elegant construction for the pentagon is due to Richmond (1893). Given a point, a Circle may be constructed of any desired Radius, and a DiamETER drawn through the center. Call the center $O$, and the right end of the Diameter $P_{0}$. The Diameter Perpendicular to the original Diameter may be constructed by finding the Perpendicular Bisector. Call the upper endpoint of this Perpendicular Diameter $B$. For the pentagon, find the Midpoint of $O B$ and call it $D$. Draw $D P_{0}$, and Bisect $\angle O D P_{0}$, calling the intersection point with $O P_{0} N_{1}$. Draw $N_{1} P_{1}$ Parallel to $O B$, and the first two points of the pentagon are $P_{0}$ and $P_{1}$ (Coxeter 1969).
Madachy (1979) illustrates how to construct a pentagon by folding and knotting a strip of paper.
see also Cyclic Pentagon, Decagon, Dissection, Five Disks Problem, Home Plate, Pentaflake, Pentagram, Polygon, Trigonometry Values$\pi / 5$
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## Pentagonal Antiprism



An Antiprism and Uniform Polyhedron $U_{77}$ whose Dual Polyhedron is the Pentagonal DeltaheDron.

## Pentagonal Cupola



JOHNSON SOLID $J_{5}$. The bottom 10 VERTICES are

$$
\begin{aligned}
& \left( \pm \frac{(1+\sqrt{5}) \sqrt{5+\sqrt{5}}}{4 \sqrt{2}}, \pm \frac{1}{2}, 0\right) \\
& \left( \pm \frac{(1+\sqrt{5}) \sqrt{5-\sqrt{5}}}{4 \sqrt{2}}, \pm \frac{3+\sqrt{5}}{2}, 0\right) \\
& \left(0, \pm \frac{1}{2}(1+\sqrt{5}), 0\right)
\end{aligned}
$$

and the top five Vertices are

$$
\begin{aligned}
& \left(\frac{\sqrt{5+\sqrt{5}}}{\sqrt{10}}, 0, \frac{\sqrt{5-\sqrt{5}}}{\sqrt{10}}\right) \\
& \left(\frac{(\sqrt{5}-1) \sqrt{5+\sqrt{5}}}{4 \sqrt{10}}, \pm \frac{1}{4}(1+\sqrt{5}), \frac{\sqrt{5-\sqrt{5}}}{\sqrt{10}}\right) \\
& \\
& \left(\frac{-(\sqrt{5}+1) \sqrt{5+\sqrt{5}}}{4 \sqrt{10}}, \pm \frac{1}{2}, \frac{\sqrt{5-\sqrt{5}}}{\sqrt{10}}\right)
\end{aligned}
$$

## Pentagonal Deltahedron

A Deltahedron which is the Dual Polyhedron of the Pentagonal Antiprism.

## Pentagonal Dipyramid



The pentagonal dipyramid is one of the convex Deltahedra, and Johnson Solid $J_{13}$. It is also the Dual Polyhedron of the Pentagonal Prism. The distance between two adjacent Vertices on the base of the PenTAGON is

$$
\begin{align*}
d_{12}^{2} & =\left[1-\cos \left(\frac{2}{5} \pi\right)\right]^{2}+\sin ^{2}\left(\frac{2}{5} \pi\right) \\
& =\left[1-\frac{1}{4}(\sqrt{5}-1)\right]^{2}+\left[\frac{(1+\sqrt{5}) \sqrt{5-\sqrt{5}}}{4 \sqrt{2}}\right]^{2} \\
& =\frac{1}{2}(5-\sqrt{5}), \tag{1}
\end{align*}
$$

and the distance between the apex and one of the base points is

$$
\begin{equation*}
d_{1 h}^{2}=(0-1)^{2}+(0-0)^{2}+(h-0)^{2}=1+h^{2} \tag{2}
\end{equation*}
$$

But

$$
\begin{gather*}
d_{12}{ }^{2}=d_{12}{ }^{2}  \tag{3}\\
\frac{1}{2}(5-\sqrt{5})=1+h^{2}  \tag{4}\\
h^{2}=\frac{1}{2}(3-\sqrt{5}), \tag{5}
\end{gather*}
$$

and

$$
\begin{equation*}
h=\sqrt{\frac{3-\sqrt{5}}{2}} . \tag{6}
\end{equation*}
$$

This root is of the form $\sqrt{a+b \sqrt{c}}$, so applying SQuare Root simplification gives

$$
\begin{equation*}
h=\frac{1}{2}(\sqrt{5}-1) \equiv \phi-1, \tag{7}
\end{equation*}
$$

where $\phi$ is the Golden Mean.
see also Deltahedron, Dipyramid, Golden Mean, Icosahedron, Johnson Solid, Triangular DipyrAMID

## Pentagonal Gyrobicupola

see Johnson Solid

## Pentagonal Gyrocupolarotunda

see Johnson Solid

## Pentagonal Hexecontahedron



The Dual Polyhedron of the Snub Dodecahedron.

## Pentagonal Icositetrahedron




The Dual Polyhedron of the Snub Cube.

## Pentagonal Number



A Polygonal Number of the form $n(3 n-1) / 2$. The first few are $1,5,12,22,35,51,70, \ldots$ (Sloane's A000326). The Generating Function for the pentagonal numbers is

$$
\frac{x(2 x+1)}{(1-x)^{3}}=x+5 x^{2}+12 x^{3}+22 x^{4}+\ldots
$$

Every pentagonal number is $1 / 3$ of a Triangular Number.

The so-called generalized pentagonal numbers are given by $n(3 n-1) / 2$ with $n=0, \pm 1, \pm 2, \ldots$, the first few of which are $0,1,2,5,7,12,15,22,26,35, \ldots$ (Sloane's A001318).
see also Euler's Pentagonal Number Theorem, Partition Function $P$, Polygonal Number, Triangular Number
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## Pentagonal Orthobicupola

see Johnson Solid

## Pentagonal Orthobirotunda

see Johnson Solid

## Pentagonal Orthocupolarontunda see Johnson Solid

## Pentagonal Prism



A Prism and Uniform Polyhedron $U_{76}$ whose Dual Polyhedron is the Pentagonal Dipyramid.
see also Pentagrammic Prism

## Pentagonal Pyramid

see Johnson Solid

## Pentagonal Pyramidal Number

A Pyramidal Number of the form $n^{2}(n+1) / 2$. The first few are $1,6,18,40,75, \ldots$ (Sloane's A002411). The Generating Function for the pentagonal pyramidal numbers is

$$
\frac{x(2 x+1)}{(x-1)^{4}}=x+6 x^{2}+18 x^{3}+40 x^{4}+\ldots
$$
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## Pentagonal Rotunda



Half of an Icosidodecahedron, denoted $R_{5}$. It has 10 triangular and five pentagonal faces separating a Pentagonal ceiling and a Dodecahedral floor. It is Johnson Solid $J_{6}$, and the only true Rotunda. see also Icosidodecahedron, Johnson Solid, RoTUNDA

## Pentagonal Tiling

see Tiling

## Pentagram



The Star Polygon $\left\{\frac{5}{2}\right\}$, also called the Pentacle, Pentalpha, or Pentangle.
see also Dissection, Hexagram, Hoehn's Theorem, Pentagon, Star Figure, Star of Lakshmi
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## Pentagrammic Antiprism



An Antiprism and Uniform Polyhedron $U_{79}$ whose Dual Polyhedron is the Pentagrammic DeltaheDRON.

## Pentagrammic Concave Deltahedron

The Dual Polyhedron of the Pentagrammic Crossed Antiprism.

Pentagrammic Crossed Antiprism


An Antiprism and Uniform Polyhedron $U_{80}$ whose Dual Polyhedron is the Pentagrammic Concave Deltahedron.

## Pentagrammic Deltahedron

The Dual Polyhedron of the Pentagrammic AntiPRISM.

## Pentagrammic Dipyramid

The Dual Polyhedron of the Pentagrammic Prism.

## Pentagrammic Prism



A Prism and Uniform Polyhedron $U_{78}$ whose Dual Polyhedron is the Pentagrammic Dipyramid. see also Pentagonal Prism

## Pentakaidecagon <br> see Pentadecagon

## Pentakis Dodecahedron



The Dual Polyhedron of the Truncated IcosaheDRON.
see also Archimedean Solid, Dual Polyhedron, Truncated Icosahedron

## Pentalpha

see Pentagram

## Pentangle

see Pentagram

## Pentatope

The simplest regular figure in 4-D.

## Pentatope Number

A Figurate Number which is given by

$$
\text { Ptop }_{n}=\frac{1}{4} T e_{n}(n+3)=\frac{1}{24} n(n+1)(n+2)(n+3)
$$

where $T e_{n}$ is the $n$th Tetrahedral Number. The first few pentatope numbers are $1,5,15,35,70,126$, ... (Sloane's A000332). The Generating Function for the pentatope numbers is

$$
\frac{x}{(1-x)^{5}}=x+5 x^{2}+15 x^{3}+35 x^{4}+\ldots
$$

see also Figurate Number, Tetrahedral Number
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Pentomino


The twelve 5 -Polyominoes illustrated above and known by the letters of the alphabet they most closely resemble: $f, I, L, N, P, T, U, V, W, X, y, Z$ (Gardner 1960).
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## Pépin's Test

A test for the Primality of Fermat Numbers $F_{n}=$ $2^{2^{n}}+1$, with $n \geq 2$ and $k \geq 2$. Then the two following conditions are equivalent:

1. $F_{n}$ is PRIME and $k / F_{n}=-1$.
2. $k^{\left(F_{n}-1\right) / 2} \equiv-1\left(\bmod F_{n}\right)$.
$k$ is usually taken as 3 as a first test.
see also Fermat Number, Pépin's Theorem
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## Pépin's Theorem

The Fermat Number $F_{n}$ is Prime Iff

$$
3^{2^{2^{n}-1}} \equiv-1\left(\bmod F_{n}\right)
$$

see also Fermat Number, Pépin's Test, SelfridgeHurwitz Residue

## Percent

The use of percentages is a way of expressing Ratios in terms of whole numbers. Given a Ratio or Fraction, it is converted to a percentage by multiplying by 100 and appending a "percentage sign" \%. For example, if an investment grows from a number $P=13.00$ to a number $A=22.50$, then $A$ is $22.50 / 13.00=1.7308$ times as much as $P$, or $173.08 \%$, and the investment has grown by $73.08 \%$.
see also Percentage Error, Permil

## Percentage Error

The percentage error is $100 \%$ times the Relative ErROR.
see also Absolute Error, Error Propagation, Percent, Relative Error
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## Percolation Theory


bond percolation

site percolation

Percolation theory deals with fluid flow (or any other similar process) in random media. If the medium is a set of regular Lattice Points, then there are two types of
percolation. A Site Percolation considers the lattice vertices as the relevant entities; a Bond Percolation considers the lattice edges as the relevant entities.
see also Bond Percolation, Cayley Tree, Cluster, Cluster Perimeter, Lattice Animal, Percolation Threshold, Polyomino, $s$-Cluster, $s$-Run, Site Percolation
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## Percolation Threshold

The critical fraction of lattice points which must be filled to create a continuous path of nearest neighbors from one side to another. The following table is from Stauffer and Aharony (1992, p. 17).

| Lattice | Site | Bond |
| :--- | :--- | :--- |
| Cubic (Body-Centered) | 0.246 | 0.1803 |
| Cubic (Face-Centered) | 0.198 | 0.119 |
| Cubic (Simple) | 0.3116 | 0.2488 |
| Diamond | 0.43 | 0.388 |
| Honeycomb | 0.6962 | 0.65271 |
| 4-Hypercubic | 0.197 | 0.1601 |
| 5-Hypercubic | 0.141 | 0.1182 |
| 6-Hypercubic | 0.107 | 0.0942 |
| 7-Hypercubic | 0.089 | 0.0787 |
| Square | 0.592746 | 0.50000 |
| Triangular | 0.50000 | 0.34729 |

The square bond value is $1 / 2$ exactly, as is the triangular site. $p_{c}=2 \sin (\pi / 18)$ for the triangular bond and $p_{c}=1-2 \sin (\pi / 18)$ for the honeycomb bond. An exact answer for the square site percolation threshold is not known.
see also Percolation Theory
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## Perfect Box

see EULER BRICK

## Perfcct Cubic

Perfect Number
1343

## Perfect Cubic

A perfect cubic Polynomial can be factored into a linear and a quadratic term,

$$
\begin{aligned}
& \left(a^{3}-b^{3}\right)=(a-b)\left(a^{2}+a b+b^{2}\right) \\
& \left(a^{3}+b^{3}\right)=(a+b)\left(a^{2}-a b+b^{2}\right) .
\end{aligned}
$$

see also Cubic Equation, Perfect Square, Polynomial

## Perfect Cuboid

see Euler Brick

## Perfect Difference Set

A Set of Residues $\left\{a_{1}, a_{2}, \ldots, a_{k+1}\right\}(\bmod n)$ such that every Nonzero Residue can be uniquely expressed in the form $a_{i}-a_{j}$. Examples include $\{1,2,4\}(\bmod 7)$ and $\{1,2,5,7\}(\bmod 13)$. A Necessary condition for a difference set to exist is that $n$ be of the form $k^{2}+k+1$. A Sufficient condition is that $k$ be a Prime Power. Perfect sets can be used in the construction of Perfect Rulers.
see also Perfect Ruler
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## Perfect Digital Invariant

see Narcissistic Number

## Perfect Information

A class of Game in which players move alternately and each player is completely informed of previous moves. Finite, Zero-Sum, two-player Games with perfect information (including checkers and chess) have a Saddle Point, and therefore one or more optimal strategies. However, the optimal strategy may be so difficult to compute as to be effectively impossible to determine (as in the game of Chess).
see also Finite Game, Game, Zero-Sum Game

## Perfect Magic Cube

A perfect magic cube is a Magic Cube for which the cross-section diagonals, as well as the space diagonals, sum to the Magic Constant.
see also Magic Cube, Semiperfect Magic Cube
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## Perfect Number

Perfect numbers are Integers $n$ such that

$$
\begin{equation*}
n=s(n), \tag{1}
\end{equation*}
$$

where $s(n)$ is the Restricted Divisor Function (i.e., the Sum of Proper Divisors of $n$ ), or equivalently

$$
\begin{equation*}
\sigma(n)=2 n, \tag{2}
\end{equation*}
$$

where $\sigma(n)$ is the Divisor Function (i.e., the Sum of Divisors of $n$ including $n$ itself). The first few perfect numbers are $6,28,496,8128, \ldots$ (Sloane's A000396). This follows from the fact that

$$
\begin{aligned}
6 & =\sum 1,2,3 \\
28 & =\sum 1,2,4,7,14 \\
496 & =\sum 1,2,4,8,16,31,62,124,248
\end{aligned}
$$

etc.
Perfect numbers are intimately connected with a class of numbers known as Mersenne Primes. This can be demonstrated by considering a perfect number $P$ of the form $P=q 2^{p-1}$ where $q$ is Prime. Then

$$
\begin{equation*}
\sigma(P)=2 P \tag{3}
\end{equation*}
$$

and using

$$
\begin{equation*}
\sigma(q)=q+1 \tag{4}
\end{equation*}
$$

for $q$ prime, and

$$
\begin{equation*}
\sigma\left(2^{\alpha}\right)=2^{\alpha+1}-1 \tag{5}
\end{equation*}
$$

gives

$$
\begin{align*}
\sigma\left(q 2^{p-1}\right) & =\sigma(q) \sigma\left(2^{p-1}\right)=(q+1)\left(2^{p}-1\right) \\
& =2 q 2^{p-1}=q 2^{p}  \tag{6}\\
& q\left(2^{p}-1\right)+2^{p}-1=q 2^{p}  \tag{7}\\
& q=2^{p}-1 . \tag{8}
\end{align*}
$$

Therefore, if $M_{p} \equiv q=2^{p}-1$ is Prime, then

$$
\begin{equation*}
P=\frac{1}{2}\left(M_{p}+1\right) M_{p}=2^{p-1}\left(2^{p}-1\right) \tag{9}
\end{equation*}
$$

is a perfect number, as was stated in Proposition IX. 36 of Euclid's Elements (Dunham 1990). The first few perfect numbers are summarized in the following table.

| $\#$ | $p$ | $P$ |
| :---: | ---: | ---: |
| 1 | 2 | 6 |
| 2 | 3 | 28 |
| 3 | 5 | 496 |
| 4 | 7 | 8128 |
| 5 | 13 | 33550336 |
| 6 | 17 | 8589869056 |
| 7 | 19 | 137438691328 |
| 8 | 31 | 2305843008139952128 |

All Even perfect numbers are of this form, as was proved by Euler in a posthumous paper. The only even perfect number of the form $x^{3}+1$ is 28 (Mąkowski 1962).

It is not known if any ODD perfect numbers exist, although numbers up to $10^{300}$ have been checked (Brent et al. 1991, Guy 1994) without success, improving the result of Tuckerman (1973), who checked odd numbers up to $10^{36}$. Euler showed that an ODD perfect number, if it exists, must be of the form

$$
\begin{equation*}
m=p^{4 a+1} Q^{2} \tag{10}
\end{equation*}
$$

where $p$ is an Odd Prime Relatively Prime to $Q$. In 1887, Sylvester conjectured and in 1925, Gradshtein proved that any ODD perfect number must have at least six different prime aliquot factors (or eight if it is not divisible by 3; Ball and Coxeter 1987). Catalan (1888) proved that if an ODD perfect number is not divisible by 3,5 , or 7 , it has at least 26 distinct prime aliquot factors. Stuyvaert (1896) proved that an ODD perfect number must be a sum of squares. All Even perfect numbers end in $16,28,36,56$, or 76 (Lucas 1891) and, with the exception of 6 , have Digital Root 1.
Every perfect number of the form $2^{p}\left(2^{p+1}-1\right)$ can be written

$$
\begin{equation*}
2^{p}\left(2^{p+1}-1\right)=\sum_{k=1}^{p / 2}(2 k-1)^{3} . \tag{11}
\end{equation*}
$$

All perfect numbers are Hexagonal Numbers and therefore Triangular Numbers. It therefore follows that perfect numbers are always the sum of consecutive Positive integers starting at 1 , for example,

$$
\begin{align*}
6 & =\sum_{n=1}^{3} n  \tag{12}\\
28 & =\sum_{n=1}^{7} n  \tag{13}\\
496 & =\sum_{n=1}^{31} n \tag{14}
\end{align*}
$$

(Singh 1997). All Even perfect numbers $P>6$ are of the form

$$
\begin{equation*}
P+1+9 T_{n} \tag{15}
\end{equation*}
$$

where $T_{n}$ is a Triangular Number

$$
\begin{equation*}
T_{n}=\frac{1}{2} n(n+1) \tag{16}
\end{equation*}
$$

such that $n=8 j+2$ (Eaton 1995, 1996). The sum of reciprocals of all the divisors of a perfect number is 2 , since

$$
\begin{gather*}
\underbrace{n+\ldots+c+b+a}_{n}=2 n  \tag{17}\\
\frac{n}{a}+\frac{n}{b}+\ldots=2 n \tag{18}
\end{gather*}
$$

$$
\begin{equation*}
\frac{1}{a}+\frac{1}{b}+\ldots=2 \tag{19}
\end{equation*}
$$

If $s(n)>n, n$ is said to be an Abundant Number. If $s(n)<n, n$ is said to be a Deficient Number. And if $s(n)=k n$ for a Positive Integer $k>1, n$ is said to be a Multiperfect Number of order $k$.
see also Abundant Number, Aliquot Sequence, Amicable Numbers, Deficient Number, Divisor Function, e-Perfect Number, Harmonic Number, Hyperperfect Number, Infinary Perfect Number, Mersenne Number, Mersenne Prime, Multiperfect Number, Multiplicative Perfect Number, Pluperfect Number, Pseudoperfect Number, Quasiperfect Number, Semiperfect Number, Smith Number, Sociable Numbers, Sublime Number, Superperfect Number, Unitary Perfect Number, Weird Number
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## Perfect Partition

A Partition of $n$ which can generate any number 1, 2, $\ldots, n$.
see also Partition
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## Perfect Proportion

Since

$$
\begin{equation*}
\frac{2 a}{a+b}=\frac{2 a b}{(a+b) b}, \tag{1}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\frac{a}{\frac{a+b}{2}}=\frac{\frac{2 a b}{a+b}}{b} \tag{2}
\end{equation*}
$$

so

$$
\begin{equation*}
\frac{a}{A}=\frac{H}{b} \tag{3}
\end{equation*}
$$

where $A$ and $H$ are the Arithmetic Mean and Harmonic Mean of $a$ and $b$. This relationship was purportedly discovered by Pythagoras.
see also Arithmetic Mean, Harmonic Mean

## Perfect Rectangle

A Rectangle which cannot be built up of Squares all of different sizes is called an imperfect rectangle. A Rectangle which can be built up of Squares all of different sizes is called perfect.

| order | perfect | imperfect |
| :---: | ---: | ---: |
| $<9$ | 0 | 0 |
| 9 | 2 | 1 |
| 10 | 6 | 0 |
| 11 | 22 | 0 |
| 12 | 67 | 9 |
| 13 | 213 | 34 |
| 14 | 744 | 104 |
| 15 | 2609 | 282 |

## Perfect Ruler



A type of Ruler considered by Guy (1994) which has $k$ distinct marks spaced such that the distances between marks can be used to measure all the distances $1,2,3,4$,
... up to some maximum distance $n>k$. Such a ruler can be constructed from a Perfect Difference Set by subtracting one from each element. For example, the Perfect Difference Set $\{1,2,5,7\}$ gives $0,1,4$, 6 , which can be used to measure $1-0=1,6-4=2$, $4-1=3,4-0=4,6-1=5,6-0=6$ (so we get 6 distances with only four marks).
see also Perfect Difference Set
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## Perfect Set

A Set $P$ is called perfect if $P=P^{\prime}$, where $P^{\prime}$ is the Derived Set of $P$.
see also Derived Set, Set

## Perfect Square

The term perfect square is used to refer to a Square Number, a Perfect Square Dissection, or a factorable quadratic polynomial of the form $a^{2}-b^{2}=$ $(a-b)(a+b)$.
see also Perfect Square Dissection, Quadratic Equation, Square Number, Squarefree

## Perfect Square Dissection



A SQUARE which can be Dissected into a number of smaller SQUares with no two equal is called a Perfect SQUARE DisSECTION (or a SQUARED SQUARE). Square dissections in which the squares need not be different sizes are called Mrs. Perkins' Quilts. If no subset of the Squares forms a Rectangle, then the perfect square is called "simple." Lusin claimed that perfect squares were impossible to construct, but this assertion was proved erroneous when a $55-$ SQUARE perfect square was published by R. Sprague in 1939 (Wells 1991).

There is a unique simple perfect square of order 21 (the lowest possible order), discovered in 1978 by
A. J. W. Duijvestijn (Bouwkamp and Duijvestijn 1992). It is composed of 21 squares with total side length 112 , and is illustrated above. There is a simple notation (sometimes called Bouwkamp code) used to describe perfect squares. In this notation, brackets are used to group adjacent squares with flush tops, and then the groups are sequentially placed in the highest (and leftmost) possible slots. For example, the 21 -squarc illustrated above is denoted $[50,35,27],[8,19],[15,17,11]$, [6, 24], [29, 25, 9, 2], [7, 18], [16], [42], [4, 37], [33].
The number of simple perfect squares of order $n$ for $n \geq 21$ are $1,8,12,26,160,441, \ldots$ (Sloane's A006983). Duijvestijn's Table I gives a list of the 441 simple perfect squares of order 26 , the smallest with side length 212 and the largest with side length 825 . Skinner (1993) gives the smallest possible side length (and smallest order for each) as $110(22), 112(21), 120(24), 139(22), 140(23)$, ... for simple perfect squared squares, and 175 (24), 235 (25), 288 (26), 324 (27), 325 (27), ... for compound perfect squared squares.

There are actually three simple perfect squares having side length 110 . They are $[60,50],[23,27],[24,22,14]$, $[7,16],[8,6],[12,15],[13],[2,28],[26],[4,21,3],[18]$, [17] (order 22; discovered by A. J. W. Duijvestijn); [60, 50], [27, 23], [24, 22, 14], [4, 19], [8, 6], [3, 12, 16], [9], $[2,28],[26],[21],[1,18],[17]$ (order 22; discovered by T. H. Willcocks); and [44, 29, 37], [21, 8], [13, 32], [28, $16],[15,19],[12,4],[3,1],[2,14],[5],[10,41],[38,7]$, [31] (order 23; discovered by A. J. W. Duijvestijn).
D. Sleator has developed an efficient Algorithm for finding non-simple perfect squares using what he calls rectangle and "ell" grow sequences. This algorithm finds a slew of compound perfect squares of orders $24-32$. Weisstein gives a partial list of known simple and compound perfect squares (where the number of simple perfect squares is exact for orders less than 27) as well as Mathematica ${ }^{(®)}$ (Wolfram Research, Champaign, IL) algorithms for drawing them.

| Order | \# Simple | \# Compound |
| :--- | ---: | ---: |
| 21 | 1 | 0 |
| 22 | 8 | 0 |
| 23 | 12 | 0 |
| 24 | 26 | 1 |
| 25 | 160 | 1 |
| 26 | 441 | 2 |
| 27 | $?$ | 2 |
| 28 | $?$ | 4 |
| 29 | $?$ | 2 |
| 30 | $?$ | 3 |
| 31 | $?$ | 2 |
| 32 | $?$ | 2 |
| 38 | 1 | 0 |
| 69 | 1 | 0 |

see also Mrs. Perkins' Quilt
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## Periapsis



The smallest radial distance of an Ellipse as measured from a Focus. Taking $v=0$ in the equation of an Ellipse

$$
r=\frac{a\left(1-e^{2}\right)}{1+e \cos v}
$$

gives the periapsis distance

$$
r_{-}=a(1-e)
$$

Periapsis for an orbit around the Earth is called perigee, and periapsis for an orbit around the Sun is called perihelion.
see also Apoapsis, Eccentricity, Ellipse, Focus

## Perigon

An Angle of $2 \pi$ radians $=360^{\circ}$ corresponding to the Central Angle of an entire Circle.

## Perimeter

The Arc Length along the boundary of a closed 2-D region. The perimeter of a Circle is called the CirCUMFERENCE.
see also Circumference, Cluster Perimeter, Semiperimeter

## Perimeter Polynomial

A sum over all Cluster Perimeters.

## Period Doubling

A characteristic of some systems making a transition to Chaos. Doubling is followed by quadrupling, etc. An example of a map displaying period doubling is the Logistic Map.
see also Chaos, Logistic Map

## Period Three Theorem

Li and Yorke (1975) proved that any 1-D system which exhibits a regular Cycle of period three will also display regular Cycles of every other length as well as completely Chaotic Cycles.
see also Chaos, Cycle (Map)
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## Periodic Function



A Function $f(x)$ is said to be periodic with period $p$ if $f(x)=f(x+n p)$ for $n=1,2, \ldots$. For example, the Sine function $\sin x$ is periodic with period $2 \pi$ (as well as with period $-2 \pi, 4 \pi, 6 \pi$, etc.).
The Constant Function $f(x)=0$ is periodic with any period $R$ for all Nonzero Real Numbers $R$, so there is no concept analogous to the Least Period of a Periodic Point for functions.
see also Periodic Point, Periodic Sequence
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## Periodic Point

A point $x_{0}$ is said to be a periodic point of a Function $f$ of period $n$ if $f^{n}\left(x_{0}\right)=x_{0}$, where $f_{0}(x)=x$ and $f^{n}(x)$ is defined recursively by $f^{n}(x)=f\left(f^{n-1}(x)\right)$.
see also Least Period, Periodic Function, Periodic Sequence

## Periodic Sequence

A Sequence $\left\{a_{i}\right\}$ is said to be periodic with period $p$ with if it satisfies $a_{i}=a_{i+n p}$ for $n=1,2, \ldots$. For example, $\{1,2,1,2,1,2,1,2,1,2,1,2,1,2, \ldots\}$ is a periodic sequence with Least Period 2.
see also Eventually Periodic, Periodic Function, Periodic Point

## Perkins' Quilt

see Mrs. Perkins' Quilt

## Perko Pair



The Knots $10_{161}$ and $10_{162}$ illustrated above. They are listed as separate knots in the pictorial enumeration of Rolfsen (1976, Appendix C), but were identified as identical by Perko (1974).
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## Permanence of Algebraic Form

All Elementary Functions can be extended to the Complex Plane. Such definitions agree with the Real definitions on the $x$-Axis and constitute an Analytic Continuation.
see also Analytic Continuation, Elementary Function, Permanence of Mathematical Relations Principle
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## Permanence of Mathematical Relations Principle

The metric properties discovered for a primitive figure remain applicable, without modifications other than changes of signs, to all correlative figures which can be considered to arise from the first.

This principle was formulated by Poncelet, and amounts to the statement that if an analytic identity in any finite number of variables holds for all real values of the variables, then it also holds by Analytic Continuation for all complex values (Bell 1945). This principle is also called Poncelet's Continuity Principle.
see also Analytic Continuation, Conservation of Number Principle, Duality Principle, Permanence of Algebraic Form
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## Permanent

An analog of a Determinant where all the signs in the expansion by Minors are taken as Positive. The permanent of a Matrix A is the coefficient of $x_{1} \cdots x_{n}$ in

$$
\prod_{i=1}^{n}\left(a_{i 1} x_{1}+a_{i 2} x_{2}+\ldots+a_{i n} x_{n}\right)
$$

(Vardi 1991). Another equation is the Ryser Formula

$$
\operatorname{perm}\left(a_{i j}\right)=(-1)^{n} \sum_{s \subseteq\{1, \ldots, n\}}(-1)^{|s|} \prod_{i=1}^{n} \sum_{j \in s} a_{i j}
$$

where the SUM is over all SUbSETS of $\{1, \ldots, n\}$, and $\mid s$ is the number of elements in $s$ (Vardi 1991).
If $M$ is a Unitary Matrix, then

$$
|\operatorname{perm}(\mathrm{M})| \leq 1
$$

(Minc 1978, p. 25; Vardi 1991). see also Determinant, Frobenius-König Theorem, Immanant, Ryser Formula, Schur Matrix
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## Permil

The use of percentages is a way of expressing Ratios in terms of whole numbers. Given a Ratio or Fraction, it is converted to a permil-age by multiplying by 1000 and appending a "mil sign" \%o. For example, if an investment grows from a number $P=13.00$ to a number $A=22.50$, then $A$ is $22.50 / 13.00=1.7308$ times as much as $P$, or $1730.8 \%$.
see also Percent

## Permutation

The rearrangement of elements in a set into a One-TO-ONE correspondence with itself, also called an ARrangement or Order. The number of ways of obtaining $r$ ordered outcomes from a permutation of $n$ elements is

$$
\begin{equation*}
{ }_{n} P_{r} \equiv \frac{n!}{(n-r)!}=r!\binom{n}{r} \tag{1}
\end{equation*}
$$

where $n!$ is $n$ Factorial and $\binom{a}{b}$ is a Binomial Coefficient. The total number of permutations for $n$ elements is given by $n!$.
A representation of a permutation as a product of CYcles is unique (up to the ordering of the cycles). An example of a cyclic decomposition is $(\{1,3,4\},\{2\})$, corresponding to the permutations ( $1 \rightarrow 3,3 \rightarrow 4,4 \rightarrow 1$ ) and $(2 \rightarrow 2)$, which combine to give $\{4,2,1,3\}$.
Any permutation is also a product of Transpositions. Permutations are commonly denoted in LEXicographic or Transposition Order. There is a correspondence between a Permutation and a pair of Young Tableaux known as the Schensted CorreSpondence.

The number of wrong permutations of $n$ objects is $[n!/ e]$ where $[x]$ is the Nint function. A permutation of $n$ ordered objects in which no object is in its natural place is called a Derangement (or sometimes, a Complete Permutation) and the number of such permutations is given by the Subfactorial ! $n$.

Using

$$
\begin{equation*}
(x+y)^{n}=\sum_{r=0}^{n}\binom{n}{r} x^{n-r} y^{r} \tag{2}
\end{equation*}
$$

with $x=y=1$ gives

$$
\begin{equation*}
2^{n}=\sum_{r=0}^{n}\binom{n}{r} \tag{3}
\end{equation*}
$$

so the number of ways of choosing $0,1, \ldots$, or $n$ at a time is $2^{n}$.

The set of all permutations of a set of elements $1, \ldots, n$ can be obtained using the following recursive procedure


Let the set of Integers $1,2, \ldots, n$ be permuted and the resulting sequence be divided into increasing Runs. As $n$ approaches Infinity, the average length of the $n$th RUN is denoted $L_{n}$. The first few values are

$$
\begin{align*}
& L_{1}=e-1=1.7182818 \ldots  \tag{6}\\
& L_{2}=e^{2}-2 e=1.9524 \ldots  \tag{7}\\
& L_{3}=e^{3}-3 e^{2}+\frac{3}{2} e=1.9957 \ldots \tag{8}
\end{align*}
$$

where $e$ is the base of the Natural Logarithm (Knuth 1973, Le Lionnais 1983).
see also Alternating Permutation, Binomial Coefficient, Circular Permutation, Combination, Complete Permutation, Derangement, Discordant Permutation, Eulerian Number, Linear Extension, Permutation Matrix, Subfactorial, Transposition
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## Permutation Group

A finite Group of substitutions of elements for each other. For instance, the order 4 permutation group $\{4$, $2,1,3\}$ would rearrange the elements $\{A, B, C, D\}$ in the order $\{D, B, A, C\}$. A Substitution Group of two elements is called a Transposition. Every Substitution Group with $>2$ elements can be written as a product of transpositions. For example,

$$
\begin{aligned}
(a b c) & =(a b)(a c) \\
(a b c d e) & =(a b)(a c)(a d)(a e)
\end{aligned}
$$

Conjugacy Classes of elements which are interchanged are called CYCLES (in the above example, the Cycles are $\{\{1,3,4\},\{2\}\}$ ).
see also Cayley's Group Theorem, Cycle (Permutation), Group, Substitution Group, TransposiTION

## Permutation Matrix

A Matrix $p_{i j}$ obtained by permuting the $i$ th and $j$ th rows of the IDentity Matrix with $i<j$. Every row and column therefore contain precisely a single 1 , and every permutation corresponds to a unique permutation matrix. The matrix is nonsingular, so the Determinant is always Nonzero. It satisfies

$$
\mathrm{p}_{i j}^{2}=\mathrm{I},
$$

where $I$ is the Identity Matrix. Applying to another Matrix, $\mathrm{p}_{i j} \mathrm{~A}$ gives A with the $i$ th and $j$ th rows interchanged, and $\mathrm{Ap}_{i j}$ gives A with the $i$ th and $j$ th columns interchanged.

Interpreting the 1 s in an $n \times n$ permutation matrix as Rooks gives an allowable configuration of nonattacking Rooks on an $n \times n$ Chessboard.
see also Elementary Matrix, Identity, Permutation, Rook Number

## Permutation Pseudotensor

## see Permutation Tensor

## Permutation Symbol

A three-index object sometimes called the Levi-Civita Symbol defined by

$$
\epsilon_{i j k}= \begin{cases}0 & \text { for } i=j, j=k, \text { or } k=i  \tag{1}\\ +1 & \text { for }(i, j, k) \in\{(1,2,3),(2,3,1),(3,1,2)\} \\ -1 & \text { for }(i, j, k) \in\{(1,3,2),(3,2,1),(2,1,3)\}\end{cases}
$$

The permutation symbol satisfies

$$
\begin{align*}
\delta_{i j} \epsilon_{i j k} & =0  \tag{2}\\
\epsilon_{i p q} \epsilon_{j p q} & =2 \delta_{i j}  \tag{3}\\
\epsilon_{i j k} \epsilon_{i j k} & =6  \tag{4}\\
\epsilon_{i j k} \epsilon_{p q k} & =\delta_{i p} \delta_{j q}-\delta_{i q} \delta_{j p} \tag{5}
\end{align*}
$$

where $\delta_{i j}$ is the Kronecker Delta. The symbol can be defined as the Scalar Triple Product of unit vectors in a right-handed coordinate system,

$$
\begin{equation*}
\epsilon_{i j k} \equiv \hat{\mathbf{x}}_{i} \cdot\left(\hat{\mathbf{x}}_{j} \times \hat{\mathbf{x}}_{k}\right) \tag{6}
\end{equation*}
$$

The symbol can also be interpreted as a Tensor, in which case it is called the Permutation Tensor.

## see also Permutation Tensor
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## Permutation Tensor

A Pseudotensor which is Antisymmetric under the interchange of any two slots. Recalling the definition of the Permutation Symbol in terms of a Scalar Triple Product of the Cartesian unit vectors,

$$
\begin{equation*}
\epsilon_{i j k} \equiv \hat{\mathbf{x}}_{i} \cdot\left(\hat{\mathbf{x}}_{j} \times \hat{\mathbf{x}}_{k}\right)=\left[\hat{\mathbf{x}}_{i}, \hat{\mathbf{x}}_{j}, \hat{\mathbf{x}}_{k}\right] \tag{1}
\end{equation*}
$$

the pseudotensor is a generalization to an arbitrary BASIS defined by

$$
\begin{align*}
\epsilon_{\alpha \beta \cdots \mu} & =\sqrt{|g|}[\alpha, \beta, \ldots, \mu]  \tag{2}\\
\epsilon^{\alpha \beta \cdots \mu} & =\frac{[\alpha, \beta, \ldots, \mu]}{\sqrt{|g|}} \tag{3}
\end{align*}
$$

where
$[\alpha, \beta, \ldots, \mu]=$

$$
\begin{cases}1 & \text { the arguments are an even permutation }  \tag{4}\\ -1 & \text { the arguments are an odd permutation } \\ 0 & \text { two or more arguments are equal }\end{cases}
$$

and $g \equiv \operatorname{det}\left(g_{\alpha \beta}\right)$, where $g_{\alpha \beta}$ is the Metric Tensor. $\epsilon\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}\right)$ is Nonzero Iff the Vectors are LinEARLY Independent.
see also Permutation Symbol, Scalar Triple Product

## Peron Integral

see Denjoy Integral

## Perpendicular



Two lines, vectors, planes, etc., are said to be perpendicular if they meet at a Right Angle. In $\mathbb{R}^{n}$, two Vectors $\mathbf{A}$ and $\mathbf{B}$ are Perpendicular if their Dot Product

$$
\mathbf{A} \cdot \mathbf{B}=0
$$

In $\mathbb{R}^{2}$, a Line with Slope $m_{2}=-1 / m_{1}$ is Perpendicular to a Line with Slope $m_{1}$. Perpendicular objects are sometimes said to be "orthogonal."

In the above figure, the Line Segment $A B$ is perpendicular to the Line Segment CD. This relationship is commonly denoted with a small SQUARE at the vertex where perpendicular objects meet, as shown above.
see also Orthogonal Vectors, Parallel, Perpendicular Bisector, Perpendicular Foot, Right Angle

## Perpendicular Bisector



The perpendicular bisectors of a Triangle $\Delta A_{1} A_{2} A_{3}$ are lines passing through the Midpoint $M_{i}$ of each side which are Perpendicular to the given side. A TrianGLE's three perpendicular bisectors meet at a point $C$ known as the Circumcenter (which is also the center of the Triangle's Circumcircle).

## see also Circumcenter, Midpoint, Perpendicular, Perpendicular Foot

## Perpendicular Foot



The Foot of the Perpendicular is the point on the leg opposite a given vertex of a Triangle at which the Perpendicular passing through that vertex intersects the side. The length of the Line Segment front vertex to perpendicular foot is called the Altitude of the Triangle.
see also Altitude, Foot, Perpendicular, Perpendicular Bisector

## Perrin Pseudoprime

If $p$ is Prime, then $p \mid P(p)$, where $P(p)$ is a member of the Perrin Sequence $0,2,3,2,5,5,7,10,12,17, \ldots$ (Sloane's A001608). A Perrin pseudoprime is a COMPOSite NUMBER $n$ such that $n \mid P(n)$. Several "unrestricted" Perrin pseudoprimes are known, the smallest of which are 271441, 904631, 16532714, 24658561, ... (Sloane's A013998).
Adams and Shanks (1982) discovered the smallest unrestricted Perrin pseudoprime after unsuccessful searches by Perrin (1899), Malo (1900), Escot (1901), and Jarden (1966). (Stewart's 1996 article stating no Perrin pseudoprimes were known was in error.)
Grantham (1996) generalized the definition of Perrin pseudoprime with parameters $(r, s)$ to be an Odd Composite Number $n$ for which either

1. $(\Delta / n)=1$ and $n$ has an S-SIGNATURE, or
2. $(\Delta / n)=-1$ and $n$ has a Q-Signature,
where $(a / b)$ is the Jacobi Symbol. All the 55 Perrin pseudoprimes less than $50 \times 10^{9}$ have been computed by Kurtz et al. (1986). All have S-Signature, and form the sequence Sloane calls "restricted" Perrin pseudoprimes: 27664033, 46672291, 102690901, ... (Sloane's A018187).
see also Perrin Sequence, Pseudoprime
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## Perrin Sequence

The Integer Sequence defined by the recurrence

$$
\begin{equation*}
P(n)=P(n-2)+P(n-3) \tag{1}
\end{equation*}
$$

with the initial conditions $P(0)=3, P(1)=0, P(2)=$ 2. The first few terms are $0,2,3,2,5,5,7,10,12$, $17, \ldots$ (Sloane's A001608). $P(n)$ is the solution of a third-order linear homogeneous Difference Equation having characteristic equation

$$
\begin{equation*}
x^{3}-x-1=0 \tag{2}
\end{equation*}
$$

discriminant -23 , and Roots

$$
\begin{align*}
& \alpha \approx 1.324717957  \tag{3}\\
& \beta \approx-0.6623589786+0.5622795121 i  \tag{4}\\
& \gamma \approx-0.6623589786-0.5622795121 i \tag{5}
\end{align*}
$$

The solution is then

$$
\begin{equation*}
A(n)=\alpha^{n}+\beta^{n}+\gamma^{n} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
A(n) \sim \alpha^{n} \tag{7}
\end{equation*}
$$

Perrin (1899) investigated the sequence and noticed that if $n$ is Prime, then $n \mid P(n)$. The first statement of this fact is attributed to É. Lucas in 1876 by Stewart (1996). Perrin also searched for but did not find any Composite Number $n$ in the sequence such that $n \mid P(n)$. Such numbers are now known as Perrin Pseudoprimes. Malo (1900), Escot (1901), and Jarden (1966) subsequently investigated the series and also found no Perrin Pseudoprimes. Adams and Shanks (1982) subsequently found that 271,441 is such a number.
see also Padovan Sequence, Perrin Pseudoprime, Signature (Recurrence Relation)
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## Perron-Frobenius Operator

An Operator which describes the time evolution of densities in Phase Space. The Operator can be defined by

$$
\rho_{n+1}=\tilde{L} \rho_{n}
$$

where $\rho_{n}$ are the Natural Densities after the $n$th itere ion of a map $f$. This can be explicitly written as

$$
\tilde{L} \rho(y)=\sum_{x \in f^{-1}(y)} \frac{\rho(x)}{\left|f^{\prime}(x)\right|}
$$

## References

Beck, C. and Schlögl, F. "Transfer Operator Methods." Ch. 17 in Thermodynamics of Chaotic Systems. Cambridge, England: Cambridge University Press, pp. 190203, 1995.

## Perron-Frobenius Theorem

If all elements $a_{i j}$ of an Irreducible Matrix A are Nonnegative, then $R=\min M_{\lambda}$ is an Eigenvalue of A and all the Eigenvalues of A lie on the Disk

$$
|z| \leq R
$$

where, if $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$ is a set of Nonnegative numbers (which are not all zero),

$$
M_{\lambda}=\inf \left\{\mu: \mu \lambda_{i}>\sum_{j=1}^{n}\left|a_{i j}\right| \lambda_{j}, 1 \leq i \leq n\right\}
$$

and $R=\min M_{\lambda}$. Furthermore, if A has exactly $p$ Eigenvalues ( $p \leq n$ ) on the Circle $|z|=R$, then the set of all its Eigenvalues is invariant under rotations by $2 \pi / p$ about the Origin.
see also Wielandt's Theorem

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic
Press, p. 1121, 1979.

## Perron's Theorem

If $\boldsymbol{\mu}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right)$ is an arbitrary set of Positive numbers, then all Eigenvalues $\lambda$ of the $n \times n$ Matrix $\mathrm{A}=a_{i j}$ lie on the Disk $|z| \leq M_{\mu}$, where

$$
M_{\mu}=\max _{1 \leq i \leq n} \sum_{j=1}^{n} \frac{\mu_{j}}{\mu_{i}}\left|a_{i j}\right| .
$$

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, p. 1121, 1979.

## Persistence

see Additive Persistence, Multiplicative Persistence, Persistent Number, Persistent Process

## Persistent Number

An $n$-persistent number is a Positive Integer $k$ which contains the digits $0,1, \ldots, 9$, and for which $2 k, \ldots, n k$ also share this property. No $\infty$-persistent numbers exist. However, the number $k=1234567890$ is 2 -persistent, since $2 k=2469135780$ but $3 k=3703703670$, and the number $k=526315789473684210$ is 18 -persistent. There exists at least one $k$-persistent number for each Positive Integer $k$.
see also Additive Persistence, Multiplicative Persistence

## References

Honsberger, R. More Mathematical Morsels. Washington, DC: Math. Assoc. Amer., pp. 15-18, 1991.

## Persistent Process

A Fractal Process for which $H>1 / 2$, so $r>0$. see also Antipersistent Process, Fractal Process

## Perspective



Perspective is the art and mathematics of realistically depicting 3-D objects in a 2-D plane. The study of the projection of objects in a plane is called Projective GEOMETRY. The principles of perspective drawing were elucidated by the Florentine architect F. Brunelleschi (1377-1446). These rules are summarized by Dixon (1991):

1. The horizon appears as a line.
2. Straight lines in space appear as straight lines in the image.
3. Sets of Parallel lines meet at a Vanishing Point.
4. Lines Parallel to the picture plane appear ParalLel and therefore have no Vanishing Point.
There is a graphical method for selecting vanishing points so that a CUBE or box appears to have the correct dimensions (Dixon 1991).
see also Leonardo's Paradox, Perspective Axis, Perspective Center, Perspective Collineation, Perspective Triangles, Perspectivity, Projective Geometry, Vanishing Point, Zeeman's ParaDOX

## References

de Vries, V. Perspective. New York: Dover, 1968.
Dixon, R. "Perspective Drawings." Ch. 3 in Mathographics. New York: Dover, pp. 79-88, 1991.
Parramon, J. M. Perspective-How to Draw. Barcelona, Spain: Parramon Editions, 1984.

## Perspective Axis

The line joining the three collinear points of intersection of the extensions of corresponding sides in Perspective Triangles.
see also Perspective Center, Perspective Triangles, Sondat's Theorem

## Perspective Center

The point at which the three Lines connecting the VERtices of Perspective Triangles (from a point) ConCUR.

## Perspective Collineation

A perspective collineation with center $O$ and axis $o$ is a Collineation which leaves all lines through $O$ and points of $o$ invariant. Every perspective collineation is a Projective Collineation.
see also Collineation, Elation, Homology (Geometry), Projective Collineation

## References

Coxeter, H. S. M. Introduction to Geometry, 2nd ed. New York: Wiley, pp. 247-248, 1969.

## Perspective Triangles

Two Triangles are perspective from a line if the extensions of their three pairs of corresponding sides meet in Collinear points. The line joining these points is called the Perspective Axis. Two Triangles are perspective from a point if their three pairs of corresponding Vertices are joined by lines which meet in a point of Concurrence. This point is called the Perspective Center. Desargues' Theorem guarantees that if two Triangles are perspective from a point, they are perspective from a line.
see also Desargues' Theorem, Homothetic Triangles, Paralogic Triangles, Perspective Axis, Perspective Center

## Perspectivity

A correspondence between two Ranges that are sections of one Pencil by two distinct lines.
see also Pencil, Projectivity, Range (Line SegMENT)

## Pesin Theory

A theory of linear Hyperbolic Maps in which the leading constants do depend on the variable $x$.

## Peter-Weyl Theorem

Establishes completeness for a Representation.

## References

Knapp, A. W. "Group Representations and Harmonic Analysis, Part II." Not. Amer. Math. Soc. 43, 537-549, 1996.

## Peters Projection

A Cylindrical equal-area projection that shifts the standard parallels to $45^{\circ}$ or $47^{\circ}$.
see also Cylindrical Projection

## References

Dana, P. H. "Map Projections." http://www.utexas.edu/ depts/grg/gcraft/notes/mapproj/mapproj.html.

## Petersen Graphs


"The" Petersen graph is the Graph illustrated above possessing ten Vertices all of whose nodes have Degree 3 (Saaty and Kainen 1986). The Petersen graph is the only smallest-girth graph which has no Tait coloring.


The seven graphs obtainable from the Complete GRaph $K_{6}$ by repeated triangle-Y exchanges are also called Petersen graphs, where the three Edges forming the Triangle are replaced by three Edges and a new Vertex that form a Y, and the reverse operation is also permitted. A Graph is intrinsically linked IfF it contains one of the seven Petersen graphs (Robertson et al. 1993).
see also Hoffman-Singleton Graph

## References
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## Petersen-Shoute Theorem

1. If $\triangle A B C$ and $\Delta A^{\prime} B^{\prime} C^{\prime}$ are two directly similar triangles, while $\triangle A A^{\prime} A^{\prime \prime}, \Delta B B^{\prime} B^{\prime \prime}$, and $\triangle C C^{\prime} C^{\prime \prime}$ are three directly similar triangles, then $\Delta A^{\prime \prime} B^{\prime \prime} C^{\prime \prime}$ is directly similar to $\triangle A B C$.
2. When all the points $P$ on $A B$ are related by a Similarity Transformation to all the points $P^{\prime}$ on $A^{\prime} B^{\prime}$, the points dividing the segment $P P^{\prime}$ in a given ratio are distant and collinear, or else they coincide.

## References

Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 95-100, 1967.

## Petrie Polygon



A skew Polygon such that every two consecutive sides (but no three) belong to a face of a regular Polyhedron. Every finite Polyhedron can be orthogonally projected onto a plane in such a way that one Petrie polygon becomes a Regular Polygon with the remainder of the projection interior to it. The Petrie polygon of the Polyhedron $\{p, q\}$ has $h$ sides, where

$$
\cos ^{2}\left(\frac{\pi}{h}\right)=\cos ^{2}\left(\frac{\pi}{p}\right)+\cos ^{2}\left(\frac{\pi}{q}\right)
$$

The Petrie polygons shown above correspond to the Platonic Solids.
see also Platonic Solid, Regular Polygon
References
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## Petrov Notation

A Tensor notation which considers the Riemann TenSOR $R_{\lambda \mu \nu \kappa}$ as a matrix $R_{(\lambda \mu)(\nu \kappa)}$ with indices $\lambda \mu$ and $\nu \kappa$.

## References

Weinberg, S. Gravitation and Cosmology: Principles and Applications of the General Theory of Relativity. New York: Wiley, p. 142, 1972.

## Pfaffian Form

A 1-FORM

$$
\omega=\sum_{i=1}^{n} a_{i}(x) d x_{i}
$$

such that

$$
\omega=0
$$

References
Knuth, D. E. "Overlapping Pfaffians." Electronic J. Combinatorics 3, No. 2, R5, 1-13, 1996. http://www. combinatorics.org/Volume_3/volume3_2.html\#R5.

## Phase

The angular position of a quantity. For example, the phase of a function $\cos \left(\omega t+\phi_{0}\right)$ as a function of time is

$$
\phi(t)=\omega t+\phi_{0} .
$$

The Argument of a Complex Number is sometimes also called the phase.
see also Argument (Complex Number), Complex Number, Phasor, Retardance

## Phase Space

For a function or object with $n$ Degrees of Freedom, the $n$-D Space which is accessible to the function or object is called its phase space.
see also World Line

## Phase Transition

see Random Graph

## Phasor

The representation, beloved of engineers and physicists, of a Complex Number in terms of a Complex exponential

$$
\begin{equation*}
x+i y=|z| e^{i \phi} \tag{1}
\end{equation*}
$$

where $i$ (called $j$ by engineers) is the Imaginary Number and the Modulus and Argument (also called Phase) are

$$
\begin{align*}
|z| & =\sqrt{x^{2}+y^{2}}  \tag{2}\\
\phi & =\tan ^{-1}\left(\frac{y}{x}\right) \tag{3}
\end{align*}
$$

Here, $\phi$ is the counterclockwise Angle from the Positive Real axis. In the degenerate case when $x=0$,

$$
\phi= \begin{cases}-\frac{1}{2} \pi & \text { if } y<0  \tag{4}\\ \text { undefined } & \text { if } y=0 \\ \frac{1}{2} \pi & \text { if } y>0\end{cases}
$$

It is trivially true that

$$
\begin{equation*}
\sum_{i} \Re\left[\psi_{i}\right]=\Re\left[\sum_{i} \psi_{i}\right] \tag{5}
\end{equation*}
$$

Now consider a Scalar Function $\psi \equiv \psi_{0} e^{i \phi}$. Then

$$
\begin{align*}
I & \equiv[\Re(\psi)]^{2}=\left[\frac{1}{2}\left(\psi+\psi^{*}\right)\right]^{2}=\frac{1}{4}\left(\psi+\psi^{*}\right)^{2} \\
& =\frac{1}{4}\left(\psi^{2}+2 \psi \psi^{*}+\psi^{* 2}\right) . \tag{6}
\end{align*}
$$

Look at the time averages of each term,

$$
\begin{gather*}
\left\langle\psi^{2}\right\rangle=\left\langle\psi_{0}^{2} e^{2 i \phi}\right\rangle=\psi_{0}^{2}\left\langle e^{2 i \phi}\right\rangle=0  \tag{7}\\
\left\langle\psi \psi^{*}\right\rangle=\left\langle\psi_{0} e^{i \phi} \psi_{0} e^{-i \phi}\right\rangle=\psi_{0}^{2}=|\psi|^{2}  \tag{8}\\
\left\langle\psi^{* 2}\right\rangle=\left\langle\psi_{0}^{2} e^{-2 i \phi}\right\rangle=\psi_{0}^{2}\left\langle e^{-2 i \phi}\right\rangle=0 . \tag{9}
\end{gather*}
$$

Therefore,

$$
\begin{equation*}
\langle I\rangle=\frac{1}{2}|\psi|^{2} . \tag{10}
\end{equation*}
$$

Consider now two scalar functions

$$
\begin{align*}
& \psi_{1} \equiv \psi_{1,0} e^{i\left(k r_{1}+\phi_{1}\right)}  \tag{11}\\
& \psi_{2} \equiv \psi_{2,0} e^{i\left(k r_{2}+\phi_{2}\right)} \tag{12}
\end{align*}
$$

Then

$$
\begin{align*}
I \equiv & {\left[\Re\left(\psi_{1}\right)+\Re\left(\psi_{2}\right)\right]^{2}=\frac{1}{4}\left[\left(\psi_{1}+\psi_{1}{ }^{*}\right)+\left(\psi_{2}+\psi_{2}^{*}\right)\right]^{2} } \\
= & \frac{1}{4}\left[\left(\psi_{1}+\psi_{1}{ }^{*}\right)^{2}+\left(\psi_{2}+{\psi_{2}}^{*}\right)^{2}\right. \\
& \left.+2\left(\psi_{1} \psi_{2}+\psi_{1} \psi_{2}^{*}+{\psi_{1}}^{*} \psi_{2}+\psi_{1}{ }^{*} \psi_{2}{ }^{*}\right)\right]  \tag{13}\\
\langle I\rangle= & \frac{1}{4}\left[2 \psi_{1} \psi_{1}{ }^{*}+2 \psi_{2} \psi_{2}{ }^{*}+2 \psi_{1} \psi_{2}{ }^{*}+2 \psi_{1}{ }^{*} \psi_{2}\right] \\
= & \frac{1}{2}\left[\psi_{1}\left(\psi_{1}{ }^{*}+\psi_{2}{ }^{*}\right)+\psi_{2}\left(\psi_{1}{ }^{*}+\psi_{2}{ }^{*}\right)\right] \\
= & \frac{1}{2}\left(\psi_{1}+\psi_{2}\right)\left(\psi_{1}{ }^{*}+\psi_{2}{ }^{*}\right)=\frac{1}{2}\left|\psi_{1}+\psi_{2}\right|^{2} \tag{14}
\end{align*}
$$

In general,

$$
\begin{equation*}
\langle I\rangle=\frac{1}{2}\left|\sum_{i=1}^{n} \psi_{i}\right|^{2} \tag{15}
\end{equation*}
$$

see also Affix, Argument (Complex Number), Complex Multiplication, Complex Number, Modulus (Complex Number), Phase

## Phi Curve

An Adjoint Curve which bears a special relation to the base curve.

## References
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## Phi Number System

For every Positive Integer $n$, there is a corresponding finite sequence of distinct Integers $k_{1}, \ldots, k_{m}$ such that

$$
n=\phi^{k_{1}}+\ldots+\phi^{k_{m}}
$$

where $\phi$ is the Golden Mean.

## References
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## Phragmén-Lindêlöf Theorem

Let $f(z)$ be an Analytic Function in an angular domain $W:|\arg z|<\alpha \pi / 2$. Suppose there is a constant $M$ such that for each $\epsilon>0$, each finite boundary point has a NEIGHBORHOOD such that $|f(z)|<M+\epsilon$ on the intersection of $D$ with this Neighborhood, and that for some Positive number $\beta>\alpha$ for sufficiently large $|z|$, the Inequality $|f(z)|<\exp \left(|z|^{1 / \beta}\right)$ holds. Then $|f(z)| \leq M$ in $D$.

## References
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## Phyllotaxis

The beautiful arrangement of leaves in some plants, called phyllotaxis, obeys a number of subtle mathematical relationships. For instance, the florets in the head of a sunflower form two oppositely directed spirals: 55 of them clockwise and 34 counterclockwise. Surprisingly, these numbers are consecutive Fibonacci Numbers. The ratios of alternate Fibonacci Numbers are given by the convergents to $\phi^{-2}$, where $\phi$ is the GOLDEN Ratio, and are said to measure the fraction of a turn between successive leaves on the stalk of a plant: $1 / 2$ for elm and linden, $1 / 3$ for beech and hazel, $2 / 5$ for oak and apple, $3 / 8$ for poplar and rose, $5 / 13$ for willow and almond, etc. (Coxeter 1969, Ball and Coxeter 1987). A similar phenomenon occurs for Daisies, pineapples, pinecones, cauliflowers, and so on.

Lilies, irises, and the trillium have three petals; columbines, buttercups, larkspur, and wild rose have five petals; delphiniums, bloodroot, and cosmos have eight petals; corn marigolds have 13 petals; asters have 21 petals; and daisies have 34,55 , or 84 petals-all Fibonacci Numbers.
see also Daisy, Fibonacci Number, Spiral
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## Pi



A Real Number denoted $\pi$ which is defined as the ratio of a Circle's Circumference $C$ to its Diameter $d=2 r$,

$$
\begin{equation*}
\pi \equiv \frac{C}{d}=\frac{C}{2 r} \tag{1}
\end{equation*}
$$

It is equal to

$$
\begin{equation*}
\pi=3.141592653589793238462643383279502884197 \ldots \tag{2}
\end{equation*}
$$

(Sloane's A000796). $\pi$ has recently (August 1997) been computed to a world record $51,539,600,000 \approx 3 \cdot 2^{34}$ Decimal Digits by Y. Kanada. This calculation was done using Borwein's fourth-order convergent algorithm and required 29 hours on a massively parallel 1024-processor Hitachi SR2201 supercomputer. It was checked in 37 hours using the Brent-Salamin ForMULA on the same machine.

The Simple Continued Fraction for $\pi$, which gives the "best" approximation of a given order, is $[3,7,15$,
$1,292,1,1,1,2,1,3,1,14,2,1,1,2,2,2,2, \ldots]$ (Sloane's A001203). The very large term 292 means that the Convergent

$$
\begin{equation*}
[3,7,15,1]=[3,7,16]=\frac{355}{113}=3.14159292 \ldots \tag{3}
\end{equation*}
$$

is an extremely good approximation. The first few CONVERGENTS are $22 / 7,333 / 106,355 / 113,103993 / 33102$, $104348 / 33215, \ldots$ (Sloane's A002485 and A002486). The first occurrences of $n$ in the Continued FracTION are $4,9,1,30,40,32,2,44,130,100, \ldots$ (Sloane's A032523).

Gosper has computed $17,001,303$ terms of $\pi$ 's Continued Fraction (Gosper 1977, Ball and Coxeter 1987), although the computer on which the numbers are stored may no longer be functional (Gosper, pers. comm., 1998). According to Gosper, a typical Continued Fraction term carries only slightly more significance than a decimal Digit. The sequence of increasing terms in the Continued Fraction is $3,7,15,292,436$, 20776, ... (Sloane's A033089), occurring at positions $1,2,3,5,308,432, \ldots$ (Sloane's A033090). In the first 26,491 terms of the Continued Fraction (counting 3 as the 0th), the only five-Digit terms are 20,776 (the 431st), 19,055 (15,543rd), and 19,308 (23,398th) (Beeler et al. 1972, Item 140). The first 6-Digit term is 528,210 (the 267,314 th), and the first 8 -Digit term is $12,996,958$ $(453,294$ th $)$. The term having the largest known value is the whopping 9 -Digit $87,878,3625$ (the $11,504,931$ st term).

The Simple Continued Fraction for $\pi$ does not show any obvious patterns, but clear patterns do emerge in the beautiful non-simple Continued Fractions

$$
\begin{equation*}
\frac{4}{\pi}=1+\frac{1^{2}}{2+\frac{3^{2}}{2+\frac{5^{2}}{2+\frac{7^{2}}{2+\ldots}}}} \tag{4}
\end{equation*}
$$

(Brouckner), giving convergents $1,3 / 2,15 / 13,105 / 76$, $315 / 263, \ldots$ (Sloane's A025547 and A007509) and

$$
\begin{equation*}
\frac{\pi}{2}=1-\frac{1}{3-\frac{2 \cdot 3}{1-\frac{1 \cdot 2}{3-\frac{4 \cdot 5}{1-\frac{3 \cdot 4}{3-\frac{6 \cdot 7}{1-\frac{5 \cdot 6}{3-\ldots}}}}}}} \tag{5}
\end{equation*}
$$

(Stern 1833), giving convergents $1,2 / 3,4 / 3,16 / 15$, $64 / 45,128 / 105, \ldots$ (Sloane's A001901 and A046126).
$\pi$ crops up in all sorts of unexpected places in mathematics besides Circles and Spheres. For example, it occurs in the normalization of the GaUSSIAN DISTRIbution, in the distribution of Primes, in the construction of numbers which are very close to Integers (the Ramanujan Constant), and in the probability that a pin dropped on a set of Parallel lines intersects a line (Buffon's Needle Problem). Pi also appears as the average ratio of the actual length and the direct distance between source and mouth in a meandering river (Støllum 1996, Singh 1997).

A brief history of Notation for pi is given by Castellanos (1988). $\pi$ is sometimes known as Ludolph's Constant after Ludolph van Ceulen (1539-1610), a Dutch $\pi$ calculator. The symbol $\pi$ was first used by William Jones in 1706 , and subsequently adopted by Euler. In Measurement of a Circle, Archimedes (ca. 225 BC) obtained the first rigorous approximation by INSCRIBING and Circumscribing $6 \cdot 2^{n}$-gons on a Circle using the Archimedes Algorithm. Using $n=4$ (a 96 -gon), Archimedes obtained

$$
\begin{equation*}
3+\frac{10}{71}<\pi<3+\frac{1}{7} \tag{6}
\end{equation*}
$$

(Shanks 1993, p. 140).
The Bible contains two references (I Kings 7:23 and Chronicles $4: 2$ ) which give a value of 3 for $\pi$. It should be mentioned, however, that both instances refer to a value obtained from physical measurements and, as such, are probably well within the bounds of experimental uncertainty. I Kings 7:23 states, "Also he made a molten sea of ten Cubits from brim to brim, round in compass, and five cubits in height thereof; and a line thirty cubits did compass it round about." This implies $\pi=C / d=30 / 10=3$. The Babylonians gave an estimate of $\pi$ as $3+1 / 8=3.125$. The Egyptians did better still, obtaining $2^{8} / 3^{4}=3.1605 \ldots$ in the Rhind papyrus, and $22 / 7$ elsewhere. The Chinese geometers, however, did best of all, rigorously deriving $\pi$ to 6 decimal places.

A method similar to Archimedes' can be used to estimate $\pi$ by starting with an $n$-gon and then relating the Area of subsequent $2 n$-gons. Let $\beta$ be the Angle from the center of one of the Polygon's segments,

$$
\begin{equation*}
\beta=\frac{1}{4}(n-3) \pi \tag{7}
\end{equation*}
$$

Then

$$
\begin{equation*}
\pi=\frac{\frac{1}{2} n \sin (2 \beta)}{\cos \beta \cos \left(\frac{\beta}{2}\right) \cos \left(\frac{\beta}{2^{2}}\right) \cos \left(\frac{\beta}{2^{3}}\right) \cdots} \tag{8}
\end{equation*}
$$

(Beckmann 1989, pp. 92-94). Viète (1593) was the first to give an exact expression for $\pi$ by taking $n=4$ in the above expression, giving

$$
\begin{equation*}
\cos \beta=\sin \beta=\frac{1}{\sqrt{2}}=\frac{1}{2} \sqrt{2} \tag{9}
\end{equation*}
$$

which leads to an Infinite Product of Continued Square Roots,

$$
\begin{equation*}
\frac{2}{\pi}=\sqrt{\frac{1}{2}} \sqrt{\frac{1}{2}+\sqrt{\frac{1}{2}}} \sqrt{\frac{1}{2}+\sqrt{\frac{1}{2}+\sqrt{\frac{1}{2}}}} \cdots \tag{10}
\end{equation*}
$$

(Beckmann 1989, p. 95). However, this expression was not rigorously proved to converge until Rudio (1892). Another exact Formula is Machin's Formula, which is

$$
\begin{equation*}
\frac{\pi}{4}=4 \tan ^{-1}\left(\frac{1}{5}\right)-\tan ^{-1}\left(\frac{1}{239}\right) . \tag{11}
\end{equation*}
$$

There are three other Machin-Like Formulas, as well as other Formulas with more terms. An interesting Infinite Product formula due to Euler which relates $\pi$ and the $n$th Prime $p_{n}$ is

$$
\begin{align*}
\pi & =\frac{2}{\prod_{i=n}^{\infty}\left[1+\frac{\sin \left(\frac{1}{2} \pi p_{n}\right)}{p_{n}}\right]}  \tag{12}\\
& =\frac{2}{\prod_{i=n}^{\infty}\left[1+\frac{(-1)\left(p_{n}-1\right) / 2}{p_{n}}\right]} \tag{13}
\end{align*}
$$

(Blatner 1997, p. 119), plotted below as a function of the number of terms in the product.


The Area and Circumference of the Unit Circle are given by

$$
\begin{align*}
A & =\pi=4 \int_{0}^{1} \sqrt{1-x^{2}} d x  \tag{14}\\
& =\lim _{n \rightarrow \infty} \frac{4}{n^{2}} \sum_{k=0}^{n} \sqrt{n^{2}-k^{2}} \tag{15}
\end{align*}
$$

and

$$
\begin{align*}
C & =2 \pi=4 \int_{0}^{1} \frac{d x}{\sqrt{1-x^{2}}}  \tag{16}\\
& =4 \int_{0}^{1} \sqrt{1+\left(\frac{d}{d x} \sqrt{1-x^{2}}\right)^{2}} d x . \tag{17}
\end{align*}
$$

The Surface Area and Volume of the unit Sphere are

$$
\begin{align*}
S & =4 \pi  \tag{18}\\
V & =\frac{4}{3} \pi . \tag{19}
\end{align*}
$$

$\pi$ is known to be Irrational (Lambert 1761, Legendre 1794) and even Transcendental (Lindemann 1882). Incidentally, Lindemann's proof of the transcendence of $\pi$ also proved that the Geometric Problem of Antiquity known as Circle Squaring is impossible. A simplified, but still difficult, version of Lindemann's proof is given by Klein (1955).
It is also known that $\pi$ is not a Liouville Number (Mahler 1953). In 1974, M. Mignotte showed that

$$
\begin{equation*}
\left|\pi-\frac{p}{q}\right| \leq q^{-20} \tag{20}
\end{equation*}
$$

has only a finite number of solutions in Integers (Le Lionnais 1983, p. 50). This result was subsequently improved by Chudnovsky and Chudnovsky (1984) who showed that

$$
\begin{equation*}
\left|\pi-\frac{p}{q}\right|>q^{-14.65} \tag{21}
\end{equation*}
$$

although it is likely that the exponent can be reduced to $2+\epsilon$, where $\epsilon$ is an infinitesimally small number (Borwein et al. 1989). It is not known if $\pi$ is Normal (Wagon 1985), although the first 30 million Digits are very Uniformly Distributed (Bailey 1988). The following distribution is found for the first $n$ Digits of $\pi-3$. It shows no statistically SIGNIFICANT departure from a Uniform Distribution (technically, in the Chi-Squared Test, it has a value of $\chi_{s}{ }^{2}=5.60$ for the first $5 \times 10^{10}$ terms).

| digit | $1 \times 10^{5}$ | $1 \times 10^{6}$ | $6 \times 10^{9}$ | $5 \times 10^{10}$ |
| :--- | ---: | ---: | ---: | ---: |
| 0 | 9,999 | 99,959 | $599,963,005$ | $5,000,012,647$ |
| 1 | 10,137 | 99,758 | $600,033,260$ | $4,999,986,263$ |
| 2 | 9,908 | 100,026 | $599,999,169$ | $5,000,020,237$ |
| 3 | 10,025 | 100,229 | $600,000,243$ | $4,999,914,405$ |
| 4 | 9,971 | 100,230 | $599,957,439$ | $5,000,023,598$ |
| 5 | 10,026 | 100,359 | $600,017,176$ | $4,999,991,499$ |
| 6 | 10,029 | 99,548 | $600,016,588$ | $4,999,928,368$ |
| 7 | 10,025 | 99,800 | $600,009,044$ | $5,000,014,860$ |
| 8 | 9,978 | 99,985 | $599,987,038$ | $5,000,117,637$ |
| 9 | 0,902 | 100,106 | $600,017,038$ | $4,999,990,486$ |

The ligits $\Delta f / \pi$ are also very uniformly distributed ( $\chi_{s}{ }^{2}=7.04$ shown in the following table.

| digit | $5 \times 10^{10}$ |
| :--- | ---: |
| 0 | $4,999,969,955$ |
| 1 | $5,000,113,699$ |
| 2 | $4,999,987,893$ |
| 3 | $5,000,040,906$ |
| 4 | $4,999,985,863$ |
| 5 | $4,999,977,583$ |
| 6 | $4,999,990,916$ |
| 7 | $4,999,985,552$ |
| 8 | $4,999,881,183$ |
| 9 | $5,000,066,450$ |

It is not known if $\pi+e, \pi / e$, or $\ln \pi$ are Irrational. However, it is known that they cannot satisfy any Polynomial equation of degree $\leq 8$ with Integer CoeffiCIENTS of average size $10^{9}$ (Bailey 1988, Borwein et al. 1989).
$\pi$ satisfies the Inequality

$$
\begin{equation*}
\left(1+\frac{1}{\pi}\right)^{\pi+1} \approx 3.14097<\pi \tag{22}
\end{equation*}
$$

Beginning with any Positive Integer $n$, round up to the nearest multiple of $n-1$, then up to the nearest multiple of $n-2$, and so on, up to the nearest multiple of 1 . Let $f(n)$ denote the result. Then the ratio

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{n^{2}}{f(n)}=\pi \tag{23}
\end{equation*}
$$

(Brown). David (1957) credits this result to Jabotinski and Erdős and gives the more precise asymptotic result

$$
\begin{equation*}
f(n)=\frac{n^{2}}{\pi}+\mathcal{O}\left(n^{4 / 3}\right) \tag{24}
\end{equation*}
$$

The first few numbers in the sequence $\{f(n)\}$ are 1,2 , $4,6,10,12,18,22,30,34, \ldots$ (Sloane's A002491).

A particular case of the Wallis Formula gives

$$
\begin{equation*}
\frac{\pi}{2}=\prod_{n=1}^{\infty}\left[\frac{(2 n)^{2}}{(2 n-1)(2 n+1)}\right]=\frac{2 \cdot 2}{1 \cdot 3} \frac{4 \cdot 4}{3 \cdot 5} \frac{6 \cdot 6}{5 \cdot 7} \cdots \tag{25}
\end{equation*}
$$

This formula can also be written

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{2^{4 n}}{n\binom{2 n}{n}}=\pi \lim _{n \rightarrow \infty} \frac{n[\Gamma(n)]^{2}}{\left[\Gamma\left(\frac{1}{2}+n\right)\right]^{2}}=\pi \tag{26}
\end{equation*}
$$

where $\binom{n}{k}$ denotes a Binomial Coefficient and $\Gamma(x)$ is the Gamma Function (Knopp 1990). Euler obtained

$$
\begin{equation*}
\pi=\sqrt{6\left(1+\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\ldots\right)} \tag{27}
\end{equation*}
$$

which follows from the special value of the RIEmann Zeta Function $\zeta(2)=\pi^{2} / 6$. Similar Formulas follow
from $\zeta(2 n)$ for all Positive Integers $n$. Gregory and Leibniz found

$$
\begin{equation*}
\frac{\pi}{4}=1-\frac{1}{3}+\frac{1}{5}+\ldots \tag{28}
\end{equation*}
$$

which is sometimes known as Gregory's Formula. The error after the $n$th term of this series in Gregory's FORmULA is larger than $(2 n)^{-1}$ so this sum converges so slowly that 300 terms are not sufficient to calculate $\pi$ correctly to two decimal places! However, it can be transformed to

$$
\begin{equation*}
\pi=\sum_{k=1}^{\infty} \frac{3^{k}-1}{4^{k}} \zeta(k+1) \tag{29}
\end{equation*}
$$

where $\zeta(z)$ is the Riemann Zeta Function (Vardi 1991, pp. 157-158; Flajolet and Vardi 1996), so that the error after $k$ terms is $\approx(3 / 4)^{k}$. Newton used

$$
\begin{align*}
\pi & =\frac{3}{4} \sqrt{3}+24 \int_{0}^{1 / 4} \sqrt{x-x^{2}} d x  \tag{30}\\
& =\frac{3 \sqrt{3}}{4}+24\left(\frac{1}{12}-\frac{1}{5 \cdot 2^{5}}-\frac{1}{28 \cdot 2^{7}}-\frac{1}{72 \cdot 2^{9}}-\ldots\right) \tag{31}
\end{align*}
$$

(Borwein et al. 1989). Using Euler's Convergence ImPROVEMENT transformation gives

$$
\begin{align*}
\frac{\pi}{2} & =\frac{1}{2} \sum_{n=0}^{\infty} \frac{(n!)^{2} 2^{n+1}}{(2 n+1)!}=\sum_{n=0}^{\infty} \frac{n!}{(2 n+1)!!} \\
& =1+\frac{1}{3}+\frac{1 \cdot 2}{3 \cdot 5}+\frac{1 \cdot 2 \cdot 3}{3 \cdot 5 \cdot 7}+\ldots  \tag{32}\\
& =1+\frac{1}{3}\left(1+\frac{2}{5}\left(1+\frac{3}{7}\left(1+\frac{4}{9}(1+\ldots)\right)\right)\right) \tag{33}
\end{align*}
$$

(Beeler et al. 1972, Item 120). This corresponds to plugging $x=1 / \sqrt{2}$ into the Power Series for the HyperGeometric Function ${ }_{2} F_{1}(a, b ; c ; x)$,

$$
\begin{equation*}
\frac{\sin ^{-1} x}{\sqrt{1-x^{2}}}=\sum_{i=0}^{\infty} \frac{(2 x)^{2 i+1}(i!)^{2}}{2(2 i+1)!}={ }_{2} F_{1}\left(1,1 ; \frac{3}{2} ; x^{2}\right) x \tag{34}
\end{equation*}
$$

Despite the convergence improvement, series (33) converges at only one bit/term. At the cost of a Square Root, Gosper has noted that $x=1 / 2$ gives 2 bits/term,

$$
\begin{equation*}
\frac{1}{9} \sqrt{3} \pi=\frac{1}{2} \sum_{i=1}^{\infty} \frac{(i!)^{2}}{(2 i+1)!} \tag{35}
\end{equation*}
$$

and $x=\sin (\pi / 10)$ gives almost 3.39 bits/term,

$$
\begin{equation*}
\frac{\pi}{5 \sqrt{\phi+2}}=\frac{1}{2} \sum_{i=0}^{\infty} \frac{(i!)^{2}}{\phi^{2 i+1}(2 i+1)!} \tag{36}
\end{equation*}
$$

where $\phi$ is the Golden Ratio. Gosper also obtained

$$
\begin{align*}
\pi=3+\frac{1}{60}(8 & +\frac{2 \cdot 3}{7 \cdot 8 \cdot 3}\left(13+\frac{3 \cdot 5}{10 \cdot 11 \cdot 3}\right. \\
& \left.\left.\times\left(18+\frac{4 \cdot 7}{13 \cdot 14 \cdot 3}(23+\ldots)\right)\right)\right) \tag{37}
\end{align*}
$$

An infinite sum due to Ramanujan is

$$
\begin{equation*}
\frac{1}{\pi}=\sum_{n=0}^{\infty}\binom{2 n}{n}^{3} \frac{42 n+5}{2^{12 n+4}} \tag{38}
\end{equation*}
$$

(Borwein et al. 1989). Further sums are given in Ramanujan (1913-14),

$$
\begin{equation*}
\frac{4}{\pi}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(1123+21460 n)(2 n-1)!!(4 n-1)!!}{882^{2 n+1} 32^{n}(n!)^{3}} \tag{39}
\end{equation*}
$$

and

$$
\begin{gather*}
\frac{1}{\pi}=\sqrt{8} \sum_{n=0}^{\infty} \frac{(1103+26390 n)(2 n-1)!!(4 n-1)!!}{99^{4 n+2} 32^{n}(n!)^{3}} \\
=\frac{\sqrt{8}}{9801} \sum_{n=0}^{\infty} \frac{(4 n)!(1103+26390 n)}{(n!)^{4} 396^{4 n}} \tag{40}
\end{gather*}
$$

(Beeler et al. 1972, Item 139; Borwein et al. 1989). Equation (40) is derived from a modular identity of order 58, although a first derivation was not presented prior to Borwein and Borwein (1987). The above series both give

$$
\begin{equation*}
\pi \approx \frac{2206 \sqrt{2}}{9801}=3.14159273001 \ldots \tag{41}
\end{equation*}
$$

as the first approximation and provide, respectively, about 6 and 8 decimal places per term. Such series exist because of the rationality of various modular invariants. The general form of the series is

$$
\begin{equation*}
\sum_{n=0}^{\infty}[a(t)+n b(t)] \frac{(6 n)!}{(3 n)!(n!)^{3}} \frac{1}{[j(t)]^{n}}=\frac{\sqrt{-j(t)}}{\pi} \tag{42}
\end{equation*}
$$

where $t$ is a Quadratic Form Discriminant, $j(t)$ is the $j$-Function,

$$
\begin{align*}
& b(t)=\sqrt{t[1728-j(t)]}  \tag{43}\\
& a(t)=\frac{b(t)}{6}\left\{1-\frac{E_{4}(t)}{E_{6}(t)}\left[E_{2}(t)-\frac{6}{\pi \sqrt{t}}\right]\right\}, \tag{44}
\end{align*}
$$

and the $E_{i}$ are Ramanujan-Eisenstein Series. A Class Number $p$ field involves $p$ th degree Algebraic Integers of the constants $A=a(t), B=b(t)$, and $C=c(t)$. The fastest converging series that uses only

Integer terms corresponds to the largest Class NumBER 1 discriminant of $d=-163$ and was formulated by the Chudnovsky brothers (1987). The 163 appearing here is the same one appearing in the fact that $e^{\pi \sqrt{163}}$ (the Ramanujan Constant) is very nearly an InteGER. The series is given by

$$
\begin{align*}
& \frac{1}{\pi}=12 \sum_{n=0}^{\infty} \frac{(-1)^{n}(6 n)!(13591409+545140134 n)}{(n!)^{3}(3 n)!\left(640320^{3}\right)^{n+1 / 2}} \\
& =\frac{163 \cdot 8 \cdot 27 \cdot 7 \cdot 11 \cdot 19 \cdot 127}{640320^{3 / 2}} \\
& \quad \times \sum_{n=0}^{\infty}\left(\frac{13591409}{163 \cdot 2 \cdot 9 \cdot 7 \cdot 11 \cdot 19 \cdot 127}+n\right) \\
& \times \frac{(6 n)!}{(3 n)!(n!)^{3}} \frac{(-1)^{n}}{640320^{3 n}} \tag{45}
\end{align*}
$$

(Borwein and Borwein 1993). This series gives 14 digits accurately per term. The same equation in another form was given by the Chudnovsky brothers (1987) and is used by Mathematica ${ }^{\circledR}$ (Wolfram Research, Champaign, IL) to calculate $\pi$ (Vardi 1991),

$$
\begin{equation*}
\pi=\frac{426880 \sqrt{10005}}{A\left[{ }_{3} F_{2}\left(\frac{1}{6}, \frac{1}{2}, \frac{5}{6} ; 1,1 ; B\right)-C_{3} F_{2}\left(\frac{7}{6}, \frac{3}{2}, \frac{11}{6} ; 2,2 ; B\right)\right]}, \tag{46}
\end{equation*}
$$

where

$$
\begin{align*}
& A \equiv 13591409  \tag{47}\\
& B \equiv-\frac{1}{151931373056000}  \tag{48}\\
& C \equiv \frac{302856}{1651969149985540723200} . \tag{49}
\end{align*}
$$

The best formula for Class Number 2 (largest discriminant -427) is

$$
\begin{equation*}
\frac{1}{\pi}=12 \sum_{n=0}^{\infty} \frac{(-1)^{n}(6 n)!(A+B n)}{(n!)^{3}(3 n)!C^{n+1 / 2}} \tag{50}
\end{equation*}
$$

where

$$
\begin{align*}
& A \equiv 212175710912 \sqrt{61}+1657145277365  \tag{51}\\
& B \equiv 13773980892672 \sqrt{61}+107578229802750  \tag{52}\\
& C \equiv\left[5280(236674+30303 \sqrt{61}]^{3}\right. \tag{53}
\end{align*}
$$

(Borwein and Borwein 1993). This series adds about 25 digits for each additional term. The fastest converging series for Class Number 3 corresponds to $d=-907$ and gives $37-38$ digits per term. The fastest converging Class Number 4 series corresponds to $d=-1555$ and is

$$
\begin{equation*}
\frac{\sqrt{-C^{3}}}{\pi}=\sum_{n=0}^{\infty} \frac{(6 n)!}{(3 n)!(n!)^{3}} \frac{A+n B}{C^{3 n}}, \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
A= & 63365028312971999585426220 \\
& +28337702140800842046825600 \sqrt{5} \\
& +384 \sqrt{5}(108917285511711782004674 \cdots \\
& \cdots 36212395209160385656017+487902908657881022 \cdots \\
& \cdots 5077338534541688721351255040 \sqrt{5})^{1 / 2}  \tag{55}\\
B= & 7849910453496627210289749000 \\
& +3510586678260932028965606400 \sqrt{5} \\
& +2515968 \sqrt{3110}(62602083237890016 \cdots \\
& \cdots 36993322654444020882161+2799650273060444296 \cdots \\
& \cdots 577206890718825190235 \sqrt{5})^{1 / 2}  \tag{56}\\
C= & -214772995063512240-96049403338648032 \sqrt{5} \\
& -1296 \sqrt{5}(10985234579463550323713318473 \\
& +4912746253692362754607395912 \sqrt{5})^{1 / 2} . \tag{57}
\end{align*}
$$

This gives 50 digits per term. Borwein and Borwein (1993) have developed a general Algorithm for generating such series for arbitrary Class Number. Bellard gives the exotic formula

$$
\begin{equation*}
\pi=\frac{1}{740025}\left[\sum_{n=1}^{\infty} \frac{3 P(n)}{\binom{7 n}{2 n} 2^{n-1}}-20379280\right] \tag{58}
\end{equation*}
$$

where

$$
\begin{align*}
P(n) \equiv & \equiv-885673181 n^{5}+3125347237 n^{4}-2942969225 n^{3} \\
& +1031962795 n^{2}-196882274 n+10996648 \tag{59}
\end{align*}
$$

A complete listing of Ramanujan's series for $1 / \pi$ found in his second and third notebooks is given by Berndt (1994, pp. 352-354),

$$
\begin{align*}
& \frac{4}{\pi}=\sum_{n=0}^{\infty} \frac{(6 n+1)\left(\frac{1}{2}\right)_{n}^{3}}{4^{n}(n!)^{3}}  \tag{60}\\
& \frac{16}{\pi}=\sum_{n=0}^{\infty} \frac{(42 n+5)\left(\frac{1}{2}\right)_{n}{ }^{3}}{(64)^{n}(n!)^{3}}  \tag{61}\\
& \frac{32}{\pi}=\sum_{n=0}^{\infty} \frac{(42 \sqrt{5} n+5 \sqrt{5}+30 n-1)\left(\frac{1}{2}\right)_{n}{ }^{3}}{(64)^{n}(n!)^{3}} \\
& \times\left(\frac{\sqrt{5}-1}{2}\right)^{8 n}  \tag{62}\\
& \frac{27}{4 \pi}=\sum_{n=0}^{\infty} \frac{(15 n+2)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}}{(n!)^{3}}\left(\frac{2}{27}\right)^{n}  \tag{63}\\
& \frac{15 \sqrt{3}}{2 \pi}=\sum_{n=0}^{\infty} \frac{(33 n+4)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{3}\right)_{n}\left(\frac{2}{3}\right)_{n}}{(n!)^{3}}\left(\frac{4}{125}\right)^{n}  \tag{64}\\
& \frac{5 \sqrt{5}}{2 \pi \sqrt{3}}=\sum_{n=0}^{\infty} \frac{(11 n+1)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{(n!)^{3}}\left(\frac{4}{125}\right)^{n}  \tag{65}\\
& \frac{85 \sqrt{85}}{18 \pi \sqrt{3}}=\sum_{n=0}^{\infty} \frac{(133 n+8)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{6}\right)_{n}\left(\frac{5}{6}\right)_{n}}{(n!)^{3}}\left(\frac{4}{85}\right)^{n}  \tag{66}\\
& \frac{4}{\pi}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(20 n+3)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3} 2^{2 n+1}} \tag{67}
\end{align*}
$$

$$
\begin{align*}
& \frac{4}{\pi \sqrt{3}}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(28 n+3)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3} 3^{n} 4^{n+1}}  \tag{68}\\
& \frac{4}{\pi}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(260 n+23)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3}(18)^{2 n+1}}  \tag{69}\\
& \frac{4}{\pi \sqrt{5}}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(644 n+41)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3} 5^{n}(72)^{2 n+1}}  \tag{70}\\
& \frac{4}{\pi}=\sum_{n=0}^{\infty} \frac{(-1)^{n}(21460 n+1123)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3}(882)^{2 n+1}}  \tag{71}\\
& \frac{2 \sqrt{3}}{\pi}=\sum_{n=0}^{\infty} \frac{(8 n+1)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3} 9^{n}}  \tag{72}\\
& \frac{1}{2 \pi \sqrt{2}}=\sum_{n=0}^{\infty} \frac{(10 n+1)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3} 9^{2 n+1}}  \tag{73}\\
& \frac{1}{3 \pi \sqrt{3}}=\sum_{n=0}^{\infty} \frac{(40 n+3)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3}(49)^{2 n+1}}  \tag{74}\\
& \frac{2}{\pi \sqrt{11}}=\sum_{n=0}^{\infty} \frac{(280 n+19)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3}(99)^{2 n+1}}  \tag{75}\\
& \frac{1}{2 \pi \sqrt{2}}=\sum_{n=0}^{\infty} \frac{(26390 n+1103)\left(\frac{1}{2}\right)_{n}\left(\frac{1}{4}\right)_{n}\left(\frac{3}{4}\right)_{n}}{(n!)^{3}(99)^{4 n+2}} . \tag{76}
\end{align*}
$$

These equations were first proved by Borwein and Borwein (1987, pp. 177-187). Borwein and Borwein (1987b, 1988, 1993) proved other equations of this type, and Chudnovsky and Chudnovsky (1987) found similar equations for other transcendental constants.

A Spigot Algorithm for $\pi$ is given by Rabinowitz and Wagon (1995). Amazingly, a closed form expression giving a digit extraction algorithm which produces digits of $\pi$ (or $\pi^{2}$ ) in base- 16 was recently discovered by Bailey et al. (Bailey et al. 1995, Adamchik and Wagon 1997),

$$
\begin{align*}
& \pi= \\
& \sum_{n=0}^{\infty}\left(\frac{4}{8 n+1}-\frac{2}{8 n+4}-\frac{1}{8 n+5}-\frac{1}{8 n+6}\right)\left(\frac{1}{16}\right)^{n}, \tag{77}
\end{align*}
$$

which can also be written using the shorthand notation

$$
\begin{equation*}
\pi=\sum_{i=1}^{\infty} \frac{p_{i}}{16^{[i / 8\rfloor} i} \quad\left\{p_{i}\right\}=\{\overline{4,0,0,-2,-1,-1,0,0}\} \tag{78}
\end{equation*}
$$

where $\left\{p_{i}\right\}$ is given by the periodic sequence obtained by appending copies of $\{4,0,0,-2,-1,-1,0,0\}$ (in other words, $p_{i} \equiv p_{[(i-1)(\bmod 8)]+1}$ for $\left.i>8\right)$ and $\lfloor x\rfloor$ is the Floor Function. This expression was discovered using the PSLQ Algorithm and is equivalent to

$$
\begin{equation*}
\pi=\int_{0}^{1} \frac{16 y-16}{y^{4}-2 y^{3}+4 y-4} d y \tag{79}
\end{equation*}
$$

A similar formula was subsequently discovered by Ferguson, leading to a 2-D lattice of such formulas which can be generated by these two formulas. A related integral is

$$
\begin{equation*}
\pi=\frac{22}{7}-\int_{0}^{1} \frac{x^{4}(1-x)^{4}}{1+x^{2}} d x \tag{80}
\end{equation*}
$$

(Le Lionnais 1983, p. 22). F. Bellard found the more rapidly converging digit-extraction algorithm (in HEXADECIMAL)

$$
\begin{align*}
\pi= & \frac{1}{2^{6}} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{2^{10 n}}\left(-\frac{2^{5}}{4 n+1}-\frac{1}{4 n+3}+\frac{2^{8}}{10 n+1}\right. \\
& \left.-\frac{2^{6}}{10 n+3}-\frac{2^{2}}{10 n+5}-\frac{2^{2}}{10 n+7}+\frac{1}{10 n+9}\right) \tag{81}
\end{align*}
$$

More amazingly still, S. Plouffe has devised an algorithm to compute the $n$th Digit of $\pi$ in any base in $\mathcal{O}\left(n^{3}(\log n)^{3}\right)$ steps.
Another identity is

$$
\begin{equation*}
\pi^{2}=36 \mathrm{Li}_{2}\left(\frac{1}{2}\right)-36 \mathrm{Li}_{2}\left(\frac{1}{4}\right)-12 \mathrm{Li}_{2}\left(\frac{1}{8}\right)+6 \mathrm{Li}_{2}\left(\frac{1}{64}\right) \tag{82}
\end{equation*}
$$

where $L_{n}$ is the Polylogarithm. (82) is equivalent to

$$
\begin{equation*}
\frac{\pi^{2}}{36}=\sum_{i=1}^{\infty} \frac{a_{i}}{2^{i} i^{2}} \quad\left\{a_{i}\right\}=[\overline{1,-3,-2,-3,1,0}] \tag{83}
\end{equation*}
$$

and

$$
\begin{equation*}
\pi^{2}=12 L_{2}\left(\frac{1}{2}\right)+6(\ln 2)^{2} \tag{84}
\end{equation*}
$$

(Bailey et al. 1995). Furthermore

$$
\begin{array}{r}
\pi^{2}=\frac{1}{8} \sum_{k=0}^{\infty} \frac{1}{64^{k}}\left[\frac{144}{(6 k+1)^{2}}-\frac{216}{(6 k+2)^{2}}-\frac{72}{(6 k+3)^{2}}\right. \\
\left.-\frac{54}{(6 k+4)^{2}}+\frac{9}{(6 k+5)^{2}}\right] \tag{85}
\end{array}
$$

and

$$
\begin{align*}
\pi^{2} & =\sum_{k=0}^{\infty} \frac{1}{16^{k}}\left[\frac{16}{(8 k+1)^{2}}-\frac{16}{(8 k+2)^{2}}-\frac{8}{(8 k+3)^{2}}\right. \\
& \left.-\frac{16}{(8 k+4)^{2}}-\frac{4}{(8 k+5)^{2}}-\frac{4}{(8 k+6)^{2}}+\frac{2}{(8 k+7)^{2}}\right] \tag{86}
\end{align*}
$$

(Bailey et al. 1995, Bailey and Plouffe).
A slew of additional identities due to Ramanujan, Catalan, and Newton are given by Castellanos (1988, pp. 8688 ), including several involving sums of Fibonacci Numbers.
Gasper quotes the result

$$
\begin{equation*}
\pi=\frac{16}{3}\left[\lim _{x \rightarrow \infty} x_{1} F_{2}\left(\frac{1}{2} ; 2,3 ;-x^{2}\right)\right]^{-1} \tag{87}
\end{equation*}
$$

where ${ }_{1} F_{2}$ is a Generalized Hypergeometric FuncTION, and transforms it to

$$
\begin{equation*}
\pi=\lim _{x \rightarrow \infty} 4 x_{1} F_{2}\left(\frac{1}{2} ; \frac{3}{2}, \frac{3}{2} ;-x^{2}\right) \tag{88}
\end{equation*}
$$

Fascinating results due to Gosper include

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \prod_{i=n}^{2 n} \frac{\pi}{2 \tan ^{-1} i}=4^{1 / \pi}=1.554682275 \ldots \tag{89}
\end{equation*}
$$

and

$$
\left.\begin{array}{rl}
\sum_{n=1}^{\infty} \frac{1}{n^{2}} \cos \left(\frac{9}{n \pi+} \sqrt{n^{2} \pi^{2}-9}\right.
\end{array}\right)=-\frac{\pi^{2}}{12 e^{3}}=-0.040948222 \ldots .
$$

Gosper also gives the curious identity

$$
\begin{align*}
& \frac{1}{e} \prod_{n=1}^{\infty}\left(\frac{1}{3 n}+1\right)^{3 n+1 / 2} \\
& =\frac{3 \cdot 3^{1 / 24} \sqrt{\left(\frac{1}{3}\right)!}}{2^{5 / 6} \exp \left[\frac{\gamma}{3}-\frac{\pi \sqrt{3}}{18}+\frac{\sqrt{3} \psi_{1}\left(\frac{1}{3}\right)}{12 \pi}-\frac{2 \zeta^{\prime}(2)}{\pi^{2}}-1\right] \pi^{5 / 6}} \\
& \quad=1.012378552722912 \ldots \tag{91}
\end{align*}
$$

Another curious fact is the Almost Integer

$$
\begin{equation*}
e^{\pi}-\pi=19.999099979 \ldots \tag{92}
\end{equation*}
$$

which can also be written as

$$
\begin{gather*}
(\pi+20)^{i}=-0.9999999992-0.0000388927 i \approx-1  \tag{93}\\
\cos (\ln (\pi+20)) \approx-0.9999999992 \tag{94}
\end{gather*}
$$

Applying Cosine a few more times gives

$$
\begin{align*}
\cos (\pi \cos (\pi \cos (\ln (\pi & +20)))) \\
& \approx-1+3.9321609261 \times 10^{-35} \tag{95}
\end{align*}
$$

$\pi$ may also be computed using iterative Algorithms. A quadratically converging Algorithm due to Borwein is

$$
\begin{align*}
& x_{0}=\sqrt{2}  \tag{96}\\
& \pi_{0}=2+\sqrt{2}  \tag{97}\\
& y_{1}=2^{1 / 4} \tag{98}
\end{align*}
$$

and

$$
\begin{align*}
x_{n+1} & =\frac{1}{2}\left(\sqrt{x_{n}}+\frac{1}{\sqrt{x_{n}}}\right)  \tag{99}\\
y_{n+1} & =\frac{y_{n} \sqrt{x_{n}}+\frac{1}{\sqrt{x_{n}}}}{y_{n}+1}  \tag{100}\\
\pi_{n} & =\pi_{n-1} \frac{x_{n}+1}{y_{n}+1} . \tag{101}
\end{align*}
$$

$\pi_{n}$ decreases monotonically to $\pi$ with

$$
\begin{equation*}
\pi_{n}-\pi<10^{-2^{n+1}} \tag{102}
\end{equation*}
$$

for $n \geq 2$. The Brent-Salamin Formula is another quadratically converging algorithm which can be used to calculate $\pi$. A quadratically convergent algorithm for $\pi / \ln 2$ based on an observation by Salamin is given by defining

$$
\begin{equation*}
f(k)=k 2^{-k / 4}\left[\sum_{n=1}^{\infty} 2^{-k\binom{n}{2}}\right]^{2}, \tag{103}
\end{equation*}
$$

then writing

$$
\begin{equation*}
g_{0} \equiv \frac{f(n)}{f(2 n)} \tag{104}
\end{equation*}
$$

Now iterate

$$
\begin{equation*}
g_{k}=\sqrt{\frac{1}{2}\left(g_{k-1}+\frac{1}{g_{k+1}}\right)} \tag{105}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\pi=2(\ln 2) f(n) \prod_{k=1}^{\infty} g_{k} \tag{106}
\end{equation*}
$$

A cubically converging Algorithm which converges to the nearest multiple of $\pi$ to $f_{0}$ is the simple iteration

$$
\begin{equation*}
f_{n}=f_{n-1}+\sin \left(f_{n-1}\right) \tag{107}
\end{equation*}
$$

(Beeler et al. 1972). For example, applying to 23 gives the sequence
$\{23,22.1537796,21.99186453,21.99114858, \ldots\}$,
which converges to $7 \pi \approx 21.99114858$.
A quartically converging Algorithm is obtained by letting

$$
\begin{align*}
y_{0} & =\sqrt{2}-1  \tag{109}\\
\alpha & =6-4 \sqrt{2} \tag{110}
\end{align*}
$$

then defining

$$
\begin{equation*}
y_{n+1}=\frac{1-\left(1-y_{n}^{4}\right)^{1 / 4}}{1+\left(1-y_{n}^{4}\right)^{1 / 4}} \tag{111}
\end{equation*}
$$

$\alpha_{n+1}=\left(1+y_{n+1}\right)^{4} \alpha_{n}-2^{2 n+3} y_{n+1}\left(1+y_{n+1}+y_{n+1}{ }^{2}\right)$.
Then

$$
\begin{equation*}
\pi=\lim _{n \rightarrow \infty} \frac{1}{\alpha_{n}} \tag{112}
\end{equation*}
$$

and $\alpha_{n}$ converges to $1 / \pi$ quartically with

$$
\begin{equation*}
\alpha_{n}-\frac{1}{\pi}<16 \cdot 4^{n} e^{-2 \pi \cdot 4^{n}} \tag{114}
\end{equation*}
$$

(Borwein and Borwein 1987, Bailey 1988, Borwein et al. 1989). This Algorithm rests on a Modular EquaTION identity of order 4.

A quintically converging Algorithm is obtained by letting

$$
\begin{align*}
s_{0} & =5(\sqrt{5}-2)  \tag{115}\\
\alpha_{0} & =\frac{1}{2} \tag{116}
\end{align*}
$$

Then let

$$
\begin{equation*}
s_{n+1}=\frac{25}{\left(z+\frac{x}{z}+1\right)^{2} s_{n}} \tag{117}
\end{equation*}
$$

where

$$
\begin{align*}
& x=\frac{5}{s_{n}}-1  \tag{118}\\
& y=(x-1)^{2}+7  \tag{119}\\
& z=\left[\frac{1}{2} x\left(y+\sqrt{y^{2}-4 x^{3}}\right)\right]^{1 / 5} \tag{120}
\end{align*}
$$

Finally, let

$$
\begin{equation*}
\alpha_{n+1}=s_{n}^{2} \alpha_{n}-5^{n}\left[\frac{1}{2}\left(s_{n}^{2}-5\right)+\sqrt{s_{n}\left(s_{n}^{2}-2 s_{n}+5\right)}\right] \tag{121}
\end{equation*}
$$

then

$$
\begin{equation*}
0<\alpha_{n}-\frac{1}{\pi}<16 \cdot 5^{n} e^{-\pi 5^{n}} \tag{122}
\end{equation*}
$$

(Borwein et al. 1989). This Algorithm rests on a Modular Equation identity of order 5.

Another Algorithm is due to Woon (1995). Define $a(0) \equiv 1$ and

$$
\begin{equation*}
a(n)=\sqrt{1+\left[\sum_{k=0}^{n-1} a(k)\right]^{2}} \tag{123}
\end{equation*}
$$

It can be proved by induction that

$$
\begin{equation*}
a(n)=\csc \left(\frac{\pi}{2^{n+1}}\right) \tag{124}
\end{equation*}
$$

For $n=0$, the identity holds. If it holds for $n \leq t$, then

$$
\begin{equation*}
a(t+1)=\sqrt{1+\left[\sum_{k=0}^{t} \csc \left(\frac{\pi}{2^{k+1}}\right)\right]^{2}} \tag{125}
\end{equation*}
$$

but

$$
\begin{equation*}
\csc \left(\frac{\pi}{2^{k+1}}\right)=\cot \left(\frac{\pi}{2^{k+2}}\right)-\cot \left(\frac{\pi}{2^{k+1}}\right) \tag{126}
\end{equation*}
$$

so

$$
\begin{equation*}
\sum_{k=0}^{t} \csc \left(\frac{\pi}{2^{k+1}}\right)=\cot \left(\frac{\pi}{2^{t+2}}\right) \tag{127}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
a(t+1)=\csc \left(\frac{\pi}{2^{t+2}}\right) \tag{128}
\end{equation*}
$$

so the identity holds for $n=t+1$ and, by induction, for all Nonnegative $n$, and

$$
\begin{align*}
\lim _{n \rightarrow \infty} \frac{2^{n+1}}{a(n)} & =\lim _{n \rightarrow \infty} 2^{n+1} \sin \left(\frac{\pi}{2^{n+1}}\right) \\
& =\lim _{n \rightarrow \infty} 2^{n+1} \frac{\pi}{2^{n+1}} \frac{\sin \left(\frac{\pi}{2^{n+1}}\right)}{\frac{\pi}{2^{n+1}}} \\
& =\pi \lim _{\theta \rightarrow 0} \frac{\sin \theta}{\theta}=\pi \tag{129}
\end{align*}
$$

Other iterative Algorithms are the Archimedes AlGORITHM, which was derived by Pfaff in 1800 , and the Brent-Salamin Formula. Borwein et al. (1989) discuss $p$ th order iterative algorithms.
Kochansky's Approximation is the Root of

$$
\begin{equation*}
9 x^{4}-240 x^{2}+1492 \tag{130}
\end{equation*}
$$

given by

$$
\begin{equation*}
\pi \approx \sqrt{\frac{40}{3}-\sqrt{12}} \approx 3.141533 \tag{131}
\end{equation*}
$$

An approximation involving the Golden Mean is

$$
\begin{equation*}
\pi \approx \frac{6}{5} \phi^{2}=\frac{6}{5}\left(\frac{\sqrt{5}+1}{2}\right)^{2}=\frac{3}{5}(3+\sqrt{5})=3.14164 \ldots \tag{132}
\end{equation*}
$$

Some approximations due to Ramanujan

$$
\begin{align*}
& \pi \approx \frac{19 \sqrt{7}}{16}  \tag{133}\\
& \approx \frac{7}{3}\left(1+\frac{1}{5} \sqrt{3}\right)  \tag{134}\\
& \approx \frac{9}{5}+\sqrt{\frac{9}{5}}  \tag{135}\\
& \approx\left(9^{2}+\frac{19^{2}}{22}\right)^{1 / 4}=\left(102-\frac{2222}{22^{2}}\right)^{1 / 4}  \tag{136}\\
& \approx\left(97+\frac{1}{2}-\frac{1}{11}\right)^{1 / 4}=\left(97+\frac{9}{22}\right)^{1 / 4}  \tag{137}\\
& \approx \frac{63}{25}\left(\frac{17+15 \sqrt{5}}{7+15 \sqrt{5}}\right)  \tag{138}\\
& \approx \frac{355}{113}\left(1-\frac{0.0003}{3533}\right)  \tag{139}\\
& \approx \frac{12}{\sqrt{130}} \ln \left[\frac{(3+\sqrt{13})(\sqrt{8}+\sqrt{10})}{2}\right]  \tag{140}\\
& \approx \frac{24}{\sqrt{142}} \ln \left[\frac{\sqrt{10+11 \sqrt{2}}+\sqrt{10+7 \sqrt{2}}}{2}\right]  \tag{141}\\
& \approx \frac{12}{\sqrt{190}} \ln [(3+\sqrt{10})(\sqrt{8}+\sqrt{10})]  \tag{142}\\
& \approx \frac{12}{\sqrt{310}} \ln \left[\frac{1}{4}(3+\sqrt{5})(2+\sqrt{2})(5+2 \sqrt{10}\right. \\
&+\sqrt{61+20 \sqrt{10})]}  \tag{143}\\
& \approx \frac{4}{\sqrt{522}} \ln \left[\left(\frac{5+\sqrt{29}}{\sqrt{2}}\right)^{3}(5 \sqrt{29}+11 \sqrt{6})\right. \\
& \times\left(\sqrt{\left.\left.\frac{9+3 \sqrt{6}}{4}+\sqrt{\frac{5+3 \sqrt{6}}{4}}\right)^{6}\right]}\right. \tag{144}
\end{align*}
$$

which are accurate to $3,4,4,8,8,9,14,15,15,18,23$, 31 digits, respectively (Ramanujan 1913-1914; Hardy 1952, p. 70; Berndt 1994, pp. 48-49 and 88-89).

Castellanos (1988) gives a slew of curious formulas:

$$
\begin{align*}
\pi & \approx\left(2 e^{3}+e^{8}\right)^{1 / 7}  \tag{145}\\
& \approx\left(\frac{553}{311+1}\right)^{2}  \tag{146}\\
& \approx\left(\frac{3}{14}\right)^{4}\left(\frac{193}{5}\right)^{2}  \tag{147}\\
& \approx\left(\frac{296}{167}\right)^{2}  \tag{148}\\
& \approx\left(\frac{66^{3}+86^{2}}{55^{3}}\right)^{2}  \tag{149}\\
& \approx 1.09999901 \cdot 1.19999911 \cdot 1.39999931 \cdot 1.69999961 \\
& \approx \frac{47^{3}+20^{3}}{30^{3}}-1  \tag{150}\\
& \approx 2+\sqrt{1+\left(\frac{413}{750}\right)^{2}}  \tag{152}\\
& \approx\left(\frac{77729}{254}\right)^{1 / 5}  \tag{153}\\
& \approx\left(31+\frac{62^{2}+14}{28^{4}}\right)^{1 / 3}  \tag{154}\\
& \approx \frac{1700^{3}+82^{3}-10^{3}-9^{3}-6^{3}-3^{3}}{69^{5}}  \tag{155}\\
& \approx\left(95+\frac{93^{4}+34^{4}+17^{4}+88}{75^{4}}\right)^{1 / 4}  \tag{156}\\
& \approx\left(100-\frac{2125^{3}+214^{3}+30^{3}+37^{2}}{82^{5}}\right)^{1 / 4} \tag{157}
\end{align*}
$$

which are accurate to $3,4,4,5,6,7,7,8,9,10,11$, 12 , and 13 digits, respectively. An extremely accurate approximation due to Shanks (1982) is

$$
\begin{equation*}
\pi \approx \frac{6}{\sqrt{3502}} \ln (2 u)+7.37 \times 10^{-82} \tag{158}
\end{equation*}
$$

where $u$ is the product of four simple quartic units. A sequence of approximations due to Plouffe includes

$$
\begin{align*}
\pi & \approx 43^{7 / 23}  \tag{159}\\
& \approx \frac{\ln 2198}{\sqrt{6}}  \tag{160}\\
& \approx\left(\frac{13}{4}\right)^{1181 / 1216}  \tag{161}\\
& \approx \frac{689}{396 \ln \left(\frac{689}{396}\right)}  \tag{162}\\
& \approx\left(\frac{2143}{22}\right)^{1 / 4}  \tag{163}\\
& \approx \sqrt{\frac{9}{67}} \ln 5280  \tag{164}\\
& \approx\left(\frac{63023}{30510}\right)^{1 / 3}+\frac{1}{4}+\frac{1}{2}(\sqrt{5}+1)  \tag{165}\\
& \approx \frac{48}{23} \ln \left(\frac{60318}{13387}\right) \tag{166}
\end{align*}
$$

$$
\begin{align*}
& \approx\left(228+\frac{16}{1329}\right)^{1 / 41}+2  \tag{167}\\
& \approx \frac{125}{124} \ln \left(\frac{28102}{1277}\right)  \tag{168}\\
& \approx \frac{276694819753963}{226588}{ }^{1 / 158}+2  \tag{169}\\
& \approx \frac{\ln 262537412640768744}{\sqrt{163}} \tag{170}
\end{align*}
$$

which are accurate to $4,5,7,7,8,9,10,11,11,11,23$, and 30 digits, respectively.
Ramanujan (1913-14) and Olds (1963) give geometric constructions for $355 / 113$. Gardner (1966, pp. 9293) gives a geometric construction for $3+16 / 113=$ 3.1415929.... Dixon (1991) gives constructions for $6 / 5(1+\phi)=3.141640 \ldots$ and $\sqrt{4+\left(3-\tan \left(30^{\circ}\right)\right)}=$ $3.141533 \ldots$ Constructions for approximations of $\pi$ are approximations to CIRCLE SqUARING (which is itself impossible).

A short mnemonic for remembering the first eight DECimal Digits of $\pi$ is "May I have a large container of coffee?" giving 3.1415926 (Gardner 1959; Gardner 1966, p. 92; Eves 1990, p. 122, Davis 1993, p. 9). A more substantial mnemonic giving 15 digits (3.14159265358979) is "How I want a drink, alcoholic of course, after the heavy lectures involving quantum mechanics," originally due to Sir James Jeans (Gardner 1966, p. 92; Castellanos 1988, p. 152; Eves 1990, p. 122; Davis 1993, p. 9; Blatner 1997, p. 112). A slight extension of this adds the phrase "All of thy geometry, Herr Planck, is fairly hard," giving 24 digits in all (3.14159265358979323846264).

An even more extensive rhyming mnemonic giving 31 digits is "Now I will a rhyme construct, By chosen words the young instruct. Cunningly devised endeavour, Con it and remember ever. Widths in circle here you see, Sketched out in strange obscurity." (Note that the British spelling of "endeavour" is required here.)

The following stanzas are the first part of a poem written by M. Keith based on Edgar Allen Poe's "The Raven." The entire poem gives 740 digits; the fragment below gives only the first 80 (Blatner 1997, p. 113). Words with ten letters represent the digit 0 , and those with 11 or more digits are taken to represent two digits.
Poe, E.: Near a Raven.
Midnights so dreary, tired and weary.
Silently pondering volumes extolling all by-now obsolete lore.
During my rather long nap-the weirdest tap!
An ominous vibrating sound disturbing my chamber's antedoor.
'This,' I whispered quietly, 'I ignore.'
Perfectly, the intellect remembers: the ghostly fires, a glittering ember.
Inflamed by lightning's outbursts, windows cast penumbras upon this floor.

Sorrowful, as one mistreated, unhappy thoughts I heeded:
That inimitable lesson in elegance-Lenoreis delighting, exciting... nevermore.

An extensive collection of $\pi$ mnemonics in many languages is maintained by A. P. Hatzipolakis. Other mnemonics in various languages are given by Castellanos (1988) and Blatner (1997, pp. 112-118).

In the following, the word "digit" refers to decimal digit after the decimal point. J. H. Conway has shown that there is a sequence of fewer than 40 Fractions $F_{1}, F_{2}$, ... with the property that if you start with $2^{n}$ and repeatedly multiply by the first of the $F_{i}$ that gives an integral answer, then the next POWER of 2 to occur will be the $2^{n}$ th decimal digit of $\pi$.

The first occurrence of $n 0$ s appear at digits 32,307 , $601,13390,17534, \ldots$ The sequence 9999998 occurs at decimal 762 (which is sometimes called the FEYnMAN Point). This is the largest value of any seven digits in the first million decimals. The first time the Beast Number 666 appears is decimal 2440. The digits 314159 appear at least six times in the first 10 million decimal places of $\pi$ (Pickover 1995). In the following, "digit" means digit of $\pi-3$. The sequence 0123456789 occurs beginning at digits $17,387,594,880,26,852,899,245$, $30,243,957,439,34,549,153,953,41,952,536,161$, and $43,289,964,000$. The sequence 9876543210 occurs beginning at digits $21,981,157,633,29,832,636,867$, $39,232,573,648,42,140,457,481$, and $43,065,796,214$. The sequence 27182818284 (the digits of $e$ ) occur beginning at digit $45,111,908,393$. There are also interesting patterns for $1 / \pi$. 0123456789 occurs at $6,214,876,462,9876543210$ occurs at $15,603,388,145$ and $51,507,034,812$, and 999999999999 occurs at $12,479,021,132$ of $1 / \pi$.
Scanning the decimal expansion of $\pi$ until all $n$-digit numbers have occurred, the last 1-, 2-, ... digit numbers appearing are $0,68,483,6716,33394,569540, \ldots$ (Sloane's A032510). These end at digits $32,606,8555$, 99849, 1369564, 14118312, ....
see also Almost Integer, Archimedes Algorithm, Brent-Salamin Formula, Buffon-Laplace Needle Problem, Buffon's Needle Problem, Circle, Dirichlet Beta Function, Dirichlet Eta Function, Dirichlet Lambda Function, e, EulerMascheroni Constant, Gaussian Distribution, Maclaurin Series, Machin's Formula, MachinLike Formulas, Relatively Prime, Riemann Zeta Function, Sphere, Trigonometry
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## Pi Heptomino



A Heptomino in the shape of the Greek character $\pi$.

## Piano Mover's Problem

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Given an open subset $U$ in $n$-D space and two compact subsets $C_{0}$ and $C_{1}$ of $U$, where $C_{1}$ is derived from $C_{0}$ by a continuous motion, is it possible to move $C_{0}$ to $C_{1}$ while remaining entirely inside $U$ ?
see also Moving Ladder Constant, Moving Sofa Constant
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## Picard's Existence Theorem

If $f$ is a continuous function that satisfies the LIPSCHITZ Condition

$$
|f(x, t)-f(y, t)| \leq L|x-y|
$$

in a surrounding of $\left(x_{0}, t_{0}\right) \in \Omega \subset \mathbb{R} \times \mathbb{R}^{n}=\{(x, t)$ : $\left.\left|x-x_{0}\right|<b,\left|t-t_{0}\right|<a\right\}$, then the differential equation

$$
\begin{aligned}
\frac{d f}{d x} & =f(x, t) \\
x\left(t_{0}\right) & =x_{0}
\end{aligned}
$$

has a unique solution $x(t)$ in the interval $\left|t-t_{0}\right|<d$, where $d=\min (a, b / B)$, min denotes the Minimum, $B=$ $\sup |f(t, x)|$, and sup denotes the Supremum.
see also Ordinary Differential Equation

## Picard's Little Theorem

Any Entire Analytic Function whose range omits two points must be a constant.

## Picard's Theorem

An Analytic Function assumes every Complex Number, with possibly one exception, infinitely often in any Neighborhood of an Essential Singularity. see also Analytic Function, Essential Singularity, NEIGHBORHOOD

## Picard Variety

Let $V$ be a Variety, and write $G(V)$ for the set of divisors, $G_{l}(V)$ for the set of divisors linearly equivalent to 0 , and $G_{a}(V)$ for the group of divisors algebraically equal to 0 . Then $G_{a}(V) / G_{l}(V)$ is called the Picard variety. The Albanese Variety is dual to the Picard variety.
see also Albanese Variety
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## Pick's Formula

see PICK's Theorem

## Pick's Theorem

Let $A$ be the Area of a simply closed Polygon whose Vertices are lattice points. Let $B$ denote the number of Lattice Points on the Edges and $I$ the number of points in the interior of the Polygon. Then

$$
A=I+\frac{1}{2} B-1
$$

The Formula has been generalized to 3-D and higher dimensions using Ehrhart Polynomials.
see also Blichfeldt's Theorem, Ehrhart Polynomial, Lattice Point, Minkowski Convex Body Theorem
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## Picone's Theorem

Let $f(x)$ be integrable in $[-1,1]$, let $\left(1-x^{2}\right) f(x)$ be of bounded variation in $[-1,1]$, let $M^{\prime}$ denote the least upper bound of $\left|f(x)\left(1-x^{2}\right)\right|$ in $[-1,1]$, and let $V^{\prime}$ denote the total variation of $f(x)\left(1-x^{2}\right)$ in $[-1,1]$. Given the function

$$
F(x)=F(-1)+\int_{1}^{x} f(x) d x
$$

then the terms of its LEGENDRE SERIES

$$
\begin{gathered}
F(x) \sim \sum_{n=0}^{\infty} a_{n} P_{n}(x) \\
a_{n}=\frac{1}{2}(2 n+1) \int_{-1}^{1} F(x) P_{n}(x) d x
\end{gathered}
$$

where $P_{n}(x)$ is a Legendre Polynomial, satisfy the inequalities

$$
\left|a_{n} P_{n}(x)\right|< \begin{cases}8 \sqrt{\frac{2}{\pi}} \frac{M^{\prime}+V^{\prime}}{\left(1-\delta^{2}\right)^{1 / 4}} n^{-3 / 2} & \text { for }|x| \leq \delta<1 \\ 2\left(M^{\prime}+V^{\prime}\right) n^{-1} & \text { for }|x| \leq 1\end{cases}
$$

for $n \geq 1$ (Sansone 1991).
see also Jackson's Theorem, Legendre Series
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## Pie Cutting

see Circle Cutting, Cylinder Cutting, Pancake Theorem, Pizza Theorem

## Piecewise Circular Curve

A curve composed exclusively of circular Arcs, e.g., the Flower of Life, Lens, Reuleaux Triangle, Seed of Life, and Yin-Yang.
see also Arc, Reuleaux Triangle, Yin-Yang Flower of Life, Lens, Reuleaux Polygon, Reuleaux Triangle, Salinon, Seed of Life, Triangle Arcs, Yin-Yang
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## Pigeonhole Principle

see Dirichlet's Box Principle

## Pillai's Conjecture

For every $k>1$, there exist only finite many pairs of Powers ( $p, p^{\prime}$ ) with $p$ and $p^{\prime}$ Prime and $k=p^{\prime}-p$.
References
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## Pilot Vector

see Vector Spherical Harmonic

## Pinch Point

A singular point such that every Neighborhood of the point intersects itself. Pinch points are also called Whitney singularities or branch points.

## Pinching Theorem

Let $g(x) \leq f(x) \leq h(x)$ for all $x$ in some open interval containing $a$. If

$$
\lim _{\Delta x \rightarrow a} g(x)=\lim _{\Delta x \rightarrow a} h(x)=L
$$

then $\lim _{\Delta x \rightarrow a} f(x)=L$.

## Pine Cone Number

see Fibonacci Number

## Piriform



A plane curve also called the Peg Top and given by the Cartesian equation

$$
\begin{equation*}
a^{4} y^{2}=b^{2} x^{3}(2 a-x) \tag{1}
\end{equation*}
$$

and the parametric curves

$$
\begin{align*}
& x=a(1+\sin t)  \tag{2}\\
& y=b \cos t(1+\sin t) \tag{3}
\end{align*}
$$

for $t \in[-\pi / 2, \pi / 2]$. It was studied by G. de Longchamps in 1886. The generalization to a Quartic 3-D surface

$$
\begin{equation*}
\left(x^{4}-x^{3}\right)+y^{2}+z^{2}=0, \tag{4}
\end{equation*}
$$

is shown below (Nordstrand).

see also Butterfly Curve, Dumbbell Curve, Eight
Curve, Heart Surface, Pear Curve
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## Pisot-Vijayaraghavan Constants

Let $\theta$ be a number greater than $1, \lambda$ a Positive number, and

$$
\begin{equation*}
(x) \equiv x-\lfloor x\rfloor \tag{1}
\end{equation*}
$$

denote the fractional part of $x$. Then for a given $\lambda$, the sequence of numbers ( $\lambda \theta^{n}$ ) for $n=1,2, \ldots$ is uniformly distributed in the interval $(0,1)$ when $\theta$ does not belong to a $\lambda$-dependent exceptional set $S$ of Measure zero (Koksma 1935). Pisot (1938) and Vijayaraghavan (1941) independently studied the exceptional values of $\theta$, and Salem (1943) proposed calling such values PisotVijayaraghavan numbers.

Pisot (1938) proved that if $\theta$ is such that there exists a $\lambda \neq 0$ such that the series $\sum_{n=0}^{\infty} \sin ^{2}(\pi \lambda \theta)^{n}$ converges, then $\theta$ is an Algebraic Integer whose conjugates all (except for itself) have modulus $<1$, and $\lambda$ is an algebraic Integer of the Field $K(\theta)$. Vijayaraghavan (1940) proved that the set of Pisot-Vijayaraghavan numbers has infinitely many limit points. Salem (1944) proved that the set of Pisot-Vijayaraghavan constants is closed. The proof of this theorem is based on the Lemma that for a Pisot-Vijayaraghavan constant $\theta$, there always exists a number $\lambda$ such that $1 \leq \lambda<\theta$ and the following inequality is satisfied,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \sin ^{2}\left(\pi \lambda \theta^{n}\right) \leq \frac{\pi^{2}(2 \theta+1)^{2}}{(\theta-1)^{2}} \tag{2}
\end{equation*}
$$

The smallest Pisot-Vijayaraghavan constant is given by the Positive Root $\theta_{0}$ of

$$
\begin{equation*}
x^{3}-x-1=0 . \tag{3}
\end{equation*}
$$

This number was identified as the smallest known by Salem (1944), and proved to be the smallest possible by Siegel (1944). Siegel also identified the next smallest Pisot-Vijayaraghavan constant $\theta_{1}$ as the root of

$$
\begin{equation*}
x^{4}-x^{3}-1=0 \tag{4}
\end{equation*}
$$

showed that $\theta_{1}$ and $\theta_{2}$ are isolated in $S$, and showed that the roots of each Polynomial

$$
\begin{gather*}
x^{n}\left(x^{2}-x-1\right)+x^{2}-1 \quad n=1,2,3, \ldots  \tag{5}\\
x^{n}-\frac{x^{n+1}-1}{x^{2}-1} \quad n=3,5,7, \ldots  \tag{6}\\
x^{n}-\frac{x^{n-1}-1}{x-1} \quad n=3,5,7, \ldots \tag{7}
\end{gather*}
$$

belong to $S$, where $\theta_{0}=\phi$ (the Golden Mean) is the accumulation point of the set (in fact, the smallest; Le Lionnais 1983, p. 40). Some small Pisot-Vijayaraghavan constants and their Polynomials are given in the following table. The latter two entries are from Boyd (1977).

| $k$ | Number | Order | Polynomial |  |
| :--- | :--- | ---: | :--- | :--- | :--- |
| 0 | 1.3247179572 | 3 | $10-1-1$ |  |
| 1 | 1.3802775691 | 4 | $1-100-1$ |  |
|  | 1.6216584885 | 16 | $1-2$ | $2-32-21001$ |
|  |  |  | $-12-22-21-1$ |  |
|  | 1.8374664495 | 20 | $1-201-101-10$ |  |
|  |  |  | $10-101-101-1$ |  |
|  |  | $01-1$ |  |  |

All the points in $S$ less than $\phi$ are known (Dufresnoy and Pisot 1955). Each point of $S$ is a limit point from both sides of the set $T$ of Salem Constants (Salem 1945).

## see also SALEM CONSTANTS
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## Pistol



## A 4-Polyhex.
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## Pitchfork Bifurcation

Let $f: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ be a one-parameter family of $C^{3}$ map satisfying

$$
\begin{align*}
& f(-x, \mu)=-f(x, \mu)  \tag{1}\\
& {\left[\frac{\partial f}{\partial x}\right]_{\mu=0, x=0}=1}  \tag{2}\\
& {\left[\frac{\partial f}{\partial x}\right]_{\mu, x}=\left[\frac{\partial f}{\partial x}\right]_{\mu=0, x=\mu}}  \tag{3}\\
& {\left[\frac{\partial^{2} f}{\partial x \partial \mu}\right]_{0,0}>0}  \tag{4}\\
& {\left[\frac{\partial^{3} f}{\partial \mu^{3}}\right]_{\mu=0, x=0}<0 .} \tag{5}
\end{align*}
$$

Then there are intervals having a single stable fixed point and three fixed points (two of which are stable and one of which is unstable). This Bifurcation is
called a pitchfork bifurcation. An example of an equation displaying a pitchfork bifurcation is

$$
\begin{equation*}
\dot{x}=\mu x-x^{3} \tag{6}
\end{equation*}
$$

(Guckenheimer and Holmes 1997, p. 145).
see also Bifurcation
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## Pivot Theorem

If the Vertices $A, B$, and $C$ of Triangle $\triangle A B C$ lie on sides $Q R, R P$, and $P Q$ of the Triangle $\triangle P Q R$, then the three Circles $C B P, A C Q$, and $B A R$ have a common point. In extended form, it is Miquel's TheOREM.
see also Miquel's Theorem
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## Pivoting

The element in the diagonal of a matrix by which other elements are divided in an algorithm such as GaussJordan Elimination is called the pivot element. Partial pivoting is the interchanging of rows and full pivoting is the interchanging of both rows and columns in order to place a particularly "good" element in the diagonal position prior to a particular operation.

## see also Gauss-Jordan Elimination
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## Pizza Theorem

If a circular pizza is divided into $8,12,16, \ldots$ slices by making cuts at equal angles from an arbitrary point, then the sums of the areas of alternate slices are equal.

## Place (Digit) <br> see Digit

## Place (Field)

A place $\nu$ of a number FIELD $k$ is an ISOMORPHISM class of field maps $k$ onto a dense subfield of a nondiscrete locally compact Field $k_{\nu}$.
In the function field case, let $F$ be a function field of algebraic functions of one variable over a Field $K$. Then by a place in $F$, we mean a subset $p$ of $F$ which is the Ideal of nonunits of some Valuation Ring $O$ over $K$.
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## Place (Game)

For $n$ players, $n-1$ games are needed to fairly determine first place, and $n-1+\lg (n-1)$ are needed to fairly determine first and second place.

## Planar Bubble Problem

see BUbBLE

## Planar Distance

For $n$ points in the Plane, there are at least

$$
N_{1}=\sqrt{n-\frac{3}{4}}-\frac{1}{2}
$$

different Distances. The minimum Distance can occur only $\leq 3 n-6$ times, and the Maximum Distance can occur $\leq n$ times. Furthermore, no Distance can occur as often as

$$
N_{2}=\frac{1}{4} n(1+\sqrt{8 n-7})<\frac{n^{3 / 2}}{\sqrt{2}}-\frac{n}{4}
$$

times. No set of $n>6$ points in the Plane can determine only Isosceles Triangles.
see also Distance
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## Planar Graph

A Graph is planar if it can be drawn in a Plane without Edges crossing (i.e., it has Crossing NumBER 0 ). Only planar graphs have Duals. If $G$ is planar, then $G$ has Vertex Degree $\leq 5$. Complete Graphs are planar only for $n \leq 4$. The complete BIpartite Graph $K(3,3)$ in nonplanar. More generally, Kuratowski proved in 1930 that a graph is planar IfF it does not contain within it any graph which can be ConTRACTED to the pentagonal graph $K(5)$ or the hexagonal graph $K(3,3) . K_{5}$ can be decomposed into a union of two planar graphs, giving it a "DEPTH" of $E\left(K_{5}\right)=2$. Simple Criteria for determining the depth of graphs are not known. Beineke and Harary $(1964,1965)$ have shown that if $n \not \equiv 4(\bmod 6)$, then

$$
E\left(K_{n}\right)=\left\lfloor\frac{1}{6}(n+7)\right\rfloor .
$$

The Depths of the graphs $K_{n}$ for $n=4,10,22,28,34$, and 40 are $1,3,4,5,6$, and 7 (Meyer 1970).
see also Complete Graph, Fabry Imbedding, Integral Drawing, Planar Straight Line Graph
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## Planar Point

A point $\mathbf{p}$ on a Regular Surface $M \in \mathbb{R}^{3}$ is said to be planar if the Gaussian Curvature $K(\mathbf{p})=0$ and $S(\mathbf{p})=0$ (where $S$ is the Shape Operator), or equivalently, both of the Principal Curvatures $\kappa_{1}$ and $\kappa_{2}$ are 0 .
see also Anticlastic, Elliptic Point, Gaussian Curvature, Hyperbolic Point, Parabolic Point, Synclastic

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 280, 1993.

## Planar Space

Let $\left(\xi_{1}, \xi_{2}\right)$ be a locally Euclidean coordinate system. Then

$$
\begin{equation*}
d s^{2}=d \xi_{1}^{2}+d \xi_{2}^{2} \tag{1}
\end{equation*}
$$

Now plug in

$$
\begin{align*}
& d \xi_{1}=\frac{\partial \xi_{1}}{\partial x_{1}} d x_{1}+\frac{\partial \xi_{1}}{\partial x_{2}} d x_{2}  \tag{2}\\
& d \xi_{2}=\frac{\partial \xi_{2}}{\partial x_{1}} d x_{1}+\frac{\partial \xi_{2}}{\partial x_{2}} d x_{2} \tag{3}
\end{align*}
$$

to obtain

$$
\begin{align*}
d s^{2}= & {\left[\left(\frac{\partial \xi_{1}}{\partial x_{1}}\right)^{2}+\left(\frac{\partial \xi_{2}}{\partial x_{1}}\right)^{2}\right] d x_{1}^{2} } \\
& +2\left[\frac{\partial \xi_{1}}{\partial x_{1}} \frac{\partial \xi_{1}}{\partial x_{2}}+\frac{\partial \xi_{2}}{\partial x_{1}} \frac{\partial \xi_{2}}{\partial x_{2}}\right] d x_{1} d x_{2} \\
& +\left[\left(\frac{\partial \xi_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial \xi_{2}}{\partial x_{2}}\right)^{2}\right] d x_{2}^{2} \tag{4}
\end{align*}
$$

Reading off the Coefficients from

$$
\begin{equation*}
d s^{2}=g_{11} d x_{1}^{2}+2 g_{12} d x_{1} d x_{2}+g_{22}\left(d x_{2}\right)^{2} \tag{5}
\end{equation*}
$$

gives

$$
\begin{align*}
& g_{11}=\left(\frac{\partial \xi_{1}}{\partial x_{1}}\right)^{2}+\left(\frac{\partial \xi_{2}}{\partial x_{1}}\right)^{2}  \tag{6}\\
& g_{12}=\frac{\partial \xi_{1}}{\partial x_{1}} \frac{\partial \xi_{1}}{\partial x_{2}}+\frac{\partial \xi_{2}}{\partial x_{1}} \frac{\partial \xi_{2}}{\partial x_{2}}  \tag{7}\\
& g_{22}=\left(\frac{\partial \xi_{1}}{\partial x_{2}}\right)^{2}+\left(\frac{\partial \xi_{2}}{\partial x_{2}}\right)^{2} . \tag{8}
\end{align*}
$$

Making a change of coordinates $\left(x_{1}, x_{2}\right) \rightarrow\left(x_{1}^{\prime}, x_{2}^{\prime}\right)$ gives

$$
\begin{align*}
g_{11}^{\prime}= & \left(\frac{\partial \xi_{1}}{\partial x_{1}^{\prime}}\right)^{2}+\left(\frac{\partial \xi_{2}}{\partial x_{1}^{\prime}}\right)^{2} \\
= & \left(\frac{\partial \xi_{1}}{\partial x_{1}} \frac{\partial x_{1}}{\partial x_{1}^{\prime}}+\frac{\partial \xi_{1}}{\partial x_{2}} \frac{\partial x_{2}}{\partial x_{1}^{\prime}}\right)^{2} \\
& +\left(\frac{\partial \xi_{2}}{\partial x_{1}} \frac{\partial x_{1}}{\partial x_{1}^{\prime}}+\frac{\partial \xi_{2}}{\partial x_{2}} \frac{\partial x_{2}}{\partial x_{1}^{\prime}}\right)^{2} \\
= & g_{11}\left(\frac{\partial x_{1}}{\partial x_{1}^{\prime}}\right)^{2}+2 g_{12} \frac{\partial x_{1}}{\partial x_{1}^{\prime}} \frac{\partial x_{2}}{\partial x_{1}^{\prime}}+g_{22}\left(\frac{\partial x_{2}}{\partial x_{1}^{\prime}}\right)^{2}  \tag{9}\\
g_{12}^{\prime}= & \frac{\partial \xi_{1}}{\partial x_{1}} \frac{\partial x_{1}}{\partial x_{1}^{\prime}} \frac{\partial \xi_{1}}{\partial x_{2}} \frac{\partial x_{2}}{\partial x_{2}^{\prime}}+\frac{\partial \xi_{2}}{\partial x_{1}} \frac{\partial x_{1}}{\partial x_{1}^{\prime}} \frac{\partial \xi_{2}}{\partial x_{2}} \frac{\partial x_{2}}{\partial x_{2}^{\prime}} \\
= & g_{12} \frac{\partial x_{1}}{\partial x_{1}^{\prime}} \frac{\partial x_{2}}{\partial x_{2}^{\prime}}  \tag{10}\\
g_{22}^{\prime}= & g_{11}\left(\frac{\partial x_{1}}{\partial x_{1}^{\prime}}\right)^{2}+2 g_{12} \frac{\partial x_{1}}{\partial x_{2}^{\prime}} \frac{\partial x_{2}}{\partial x_{2}^{\prime}}+g_{22}\left(\frac{\partial x_{2}}{\partial x_{2}^{\prime}}\right)^{2} . \tag{11}
\end{align*}
$$

## Planar Straight Line Graph

A Planar Graph in which only straight line segments are used to connect the Vertices, where the Edges may intersect.
see also Planar Graph

## Plancherel's Theorem

$$
\int_{-\infty}^{\infty} f(x) g^{*}(x) d x=\int_{-\infty}^{\infty} F(s) G^{*}(s) d s
$$

where $F(s) \equiv \mathcal{F}[f(x)]$ and $\mathcal{F}$ denotes a Fourier Transform. If $f$ and $g$ are real

$$
\int_{-\infty}^{\infty} f(x) g(-x) d x=\int_{-\infty}^{\infty} F(s) G(s) d s
$$

see also Fourier Transform, Parseval's Theorem

## Planck's Radiation Function



The function

$$
f(x)=\frac{1}{x^{5}\left(e^{1 / x}-1\right)}
$$

It has a MAXIMUM at $x \approx 0.201405$, where

$$
f^{\prime}(x)=\frac{5 x-e^{1 / x}(5 x-1)}{x^{7}\left(e^{1 / x}-1\right)^{2}}=0
$$

and inflection points at $x \approx 0.11842$ and $x \approx 0.283757$, where

$$
\begin{aligned}
& f^{\prime \prime}(x) \\
& =\frac{e^{1 / x}\left(1+e^{1 / x}\right)+6 x\left(e^{1 / x}-1\right)\left[e^{1 / x}(5 x-2)-5 x\right]}{\left(e^{1 / x}-1\right)^{3} x^{9}}=0 .
\end{aligned}
$$
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## Plane

A plane is a 2-D SURFACE spanned by two linearly independent vectors. The generalization of the plane to higher Dimensions is called a Hyperplane.

In intercept form, a plane passing through the points $(a, 0,0),(0, b, 0)$ and $(0,0, c)$ is given by

$$
\begin{equation*}
\frac{x}{a}+\frac{y}{b}+\frac{z}{c}=1 \tag{1}
\end{equation*}
$$



The equation of a plane Perpendicular to the Nonzero Vector $\hat{\mathbf{n}}=(a, b, c)$ through the point ( $x_{0}, y_{0}, z_{0}$ ) is

$$
\left[\begin{array}{l}
a  \tag{2}\\
b \\
c
\end{array}\right] \cdot\left[\begin{array}{l}
x-x_{0} \\
y-y_{0} \\
z-z_{0}
\end{array}\right]=a\left(x-x_{0}\right)+b\left(y-y_{0}\right)+c\left(z-z_{0}\right)=0
$$

so

$$
\begin{equation*}
a x+b y+c z+d=0 \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
d \equiv-a x_{0}-b y_{0}-c z_{0} \tag{4}
\end{equation*}
$$

A plane specified in this form therefore has $x-, y$-, and $z$-intercepts at

$$
\begin{align*}
x & =-\frac{d}{a}  \tag{5}\\
y & =-\frac{d}{b}  \tag{6}\\
z & =-\frac{d}{c} \tag{7}
\end{align*}
$$

and lies at a Distance

$$
\begin{equation*}
h=\frac{|d|}{\sqrt{a^{2}+b^{2}+c^{2}}} \tag{8}
\end{equation*}
$$

from the Origin.
The plane through $P_{1}$ and parallel to ( $a_{1}, b_{1}, c_{1}$ ) and $\left(a_{2}, b_{2}, c_{2}\right)$ is

$$
\left|\begin{array}{ccc}
x-x_{1} & y-y_{1} & z-z_{1}  \tag{9}\\
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2}
\end{array}\right|=0
$$

The plane through points $P_{1}$ and $P_{2}$ parallel to direction $(a, b, c)$ is

$$
\left|\begin{array}{ccc}
x-x_{1} & y-y_{1} & z-z_{1}  \tag{10}\\
x_{2}-x_{1} & y_{2}-y_{1} & z_{2}-z_{1} \\
a & b & c
\end{array}\right|=0 .
$$

The three-point form is

$$
\left|\begin{array}{cccc}
x & y & z & 1  \tag{11}\\
x_{1} & y_{1} & z_{1} & 1 \\
x_{2} & y_{2} & z_{2} & 1 \\
x_{3} & y_{3} & z_{3} & 1
\end{array}\right|=\left|\begin{array}{ccc}
x-x_{1} & y-y_{1} & z-z_{1} \\
x_{2}-x_{1} & y_{2}-y_{1} & z_{2}-z_{1} \\
x_{3}-x_{1} & y_{3}-y_{1} & z_{3}-z_{1}
\end{array}\right|=0
$$

The Distance from a point $\left(x_{1}, y_{1}, z_{1}\right)$ to a plane

$$
\begin{equation*}
A x+B y+C z+D=0 \tag{12}
\end{equation*}
$$

is

$$
\begin{equation*}
d=\frac{A x_{1}+B y_{1}+C z_{1}+D}{ \pm \sqrt{A^{2}+B^{2}+C^{2}}} . \tag{13}
\end{equation*}
$$

The Dihedral Angle between the planes

$$
\begin{align*}
& A_{1} x+B_{1} y+C_{1} z+D_{1}=0  \tag{14}\\
& A_{2} x+B_{2} y+C_{2} z+D_{2}=0 \tag{15}
\end{align*}
$$

is

$$
\begin{equation*}
\cos \theta=\frac{A_{1} A_{2}+B_{1} B_{2}+C_{1} C_{2}}{\sqrt{{A_{1}^{2}}^{2}+{B_{1}^{2}}^{2}+C_{1}^{2}} \sqrt{{A_{2}}^{2}+{B_{2}^{2}+C_{2}^{2}}^{2}}} \tag{16}
\end{equation*}
$$

In order to specify the relative distances of $n>1$ points in the plane, $1+2(n-2)=2 n-3$ coordinates are needed, since the first can always be placed at ( 0,0 ) and the second at $(x, 0)$, where it defines the $x$-Axis.

The remaining $n-2$ points need two coordinates each. However, the total number of distances is

$$
\begin{equation*}
{ }_{n} C_{2}=\binom{n}{2}=\frac{n!}{2!(n-2)!}=\frac{1}{2} n(n-1) \tag{17}
\end{equation*}
$$

where $\binom{n}{k}$ is a Binomial Coefficient, so the distances between points are subject to $m$ relationships, where

$$
\begin{equation*}
m \equiv \frac{1}{2} n(n-1)-(2 n-3)=\frac{1}{2}(n-2)(n-3) \tag{18}
\end{equation*}
$$

For $n=2$ and $n=3$, there are no relationships. However, for a QUADRILATERAL (with $n=4$ ), there is one (Weinberg 1972).

It is impossible to pick random variables which are uniformly distributed in the plane (Eisenberg and Sullivan 1996). In 4-D, it is possible for four planes to intersect in exactly one point. For every set of $n$ points in the plane, there exists a point $O$ in the plane having the property such that every straight line through $O$ has at least $1 / 3$ of the points on each side of it (Honsberger 1985).

Every Rigid motion of the plane is one of the following types (Singer 1995):

1. Rotation about a fixed point $P$.
2. Translation in the direction of a line $l$.
3. Reflection across a line $l$.
4. Glide-reflections along a line $l$.

Every Rigid motion of the hyperbolic plane is one of the previous types or a
5. Horocycle rotation.
see also Argand Plane, Complex Plane, Dihedral Angle, Elliptic Plane, Fano Plane, Hyperplane, Moufang Plane, Nirenberg's Conjecture, Normal Section, Point-Plane Distance, Projective Plane
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## Plane Curve

## see Curve

## Plane Cutting

see Circle Cutting

## Plane Division

Consider $n$ intersecting Circles and Ellipses. The maximal number of regions in which these divide the Plane are

$$
\begin{gathered}
N_{\text {circle }}=n^{2}-n+2 \\
N_{\text {ellipse }}=2 n^{2}-2 n+2 .
\end{gathered}
$$

see also Arrangement, Circle, Cutting, Ellipse, Space Division

## Plane-Filling Curve

see Plane-Filling Function

## Plane-Filling Function



A Space-Filling Function which maps a 1-D InterVAL into a 2-D area. Plane-filling functions were thought to be impossible until Hilbert discovered the Hilbert Curve in 1891.

Plane-filling functions are often (imprecisely) defined to be the "limit" of an infinite sequence of specified curves which "fill" the Plane without "Holes," hence the more popular term Plane-Filling Curve. The term "plane-filling function" is preferable to "Plane-Filling CURVE" because "curve" informally connotes "GRAPH" (i.e., range) of some continuous function, but the GRAPH of a plane-filling function is a solid patch of 2 -space with no evidence of the order in which it was traced (and, for a dense set, retraced). Actually, all that is needed to rigorously define a plane-filling function is an arbitrarily refinable correspondence between contiguous subintervals of the domain and contiguous subareas of the range.

True plane-filling functions are not One-To-One. In fact, because they map closed intervals onto closed areas, they cannot help but overfill, revisiting at least twice a dense subset of the filled area. Thus, every point in the filled area has at least one inverse image.
see also Hilbert Curve, Peano Curve, PeanoGosper Curve, Sierpiński Curve, Space-Filling Function, Space-Filling Polyhedron
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## Plane Geometry

That portion of Geometry dealing with figures in a Plane, as opposed to Solid Geometry. Plane geometry deals with the Circle, Line, Polygon, etc.
see also Constructible Polygon, Geometric Construction, Geometry, Solid Geometry, Spherical Geometry
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## Plane Partition

A two-dimensional array of InTEGERS nonincreasing both left to right and top to bottom which add up to a given number, i.e., $n_{i j} \geq n_{i(j+1)}$ and $n_{i j} \geq n_{(i+1) j}$. For example, a planar partition of 2 is given by

The Generating Function for the number $\operatorname{PL}(n)$ of planar partitions of $n$ is

$$
\begin{aligned}
\sum_{n=0}^{\infty} \mathrm{PL}(n) x^{n}= & \frac{1}{\prod_{k=1}^{\infty}\left(1-x^{k}\right)^{k}} \\
& =1+x+3 x^{2}+6 x^{3}+13 x^{4}+24 x^{5}+\ldots
\end{aligned}
$$

(Sloane's A000219, MacMahon 1912b, Beeler et al. 1972, Bender and Knuth 1972). The concept of planar partitions can also be generalized to cubic partitions.

## see also Partition, Solid Partition
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## Plane Symmetry Groups

## see Wallpaper Groups

## Planted Planar Tree

A planted plane tree $(V, E, v, \alpha)$ is defined as a vertex set $V$, edges set $E$, Root $v$, and order relation $\alpha$ on $V$ which satisfies

1. For $x, y \in V$ if $\rho(x)<\rho(y)$, then $x \alpha y$, where $\rho(x)$ is the length of the path from $v$ to $x$,
2. If $\{r, s\},\{x, y\} \in E, \rho(r)=\rho(x)=\rho(s)-1=\rho(y)-1$ and $r \alpha x$, then $s \alpha y$
(Klarner 1969, Chorneyko and Mohanty 1975). The Catalan Numbers give the number of planar trivalent planted trees.
see also Catalan Number, Tree
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## Plastic Constant

The limiting ratio of the successive terms of the PadoVAN SEQUENCE, $P=1.32471795 \ldots$
see also Padovan Sequence
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## Plat

A Braid in which strands are intertwined in the center and are free in "handles" on either side of the diagram.

## Plateau Curves



A curve studied by the Belgian physicist and mathematician Joseph Plateau. It has Cartesian equation

$$
\begin{aligned}
& x=\frac{a \sin [(m+n) t]}{\sin [(m-n) t]} \\
& y=\frac{2 a \sin (m t) \sin (n t)}{\sin [(m-n) t]}
\end{aligned}
$$

If $m=2 n$, the Plateau curve degenerates to a Circle with center $(1,0)$ and radius 2 .
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## Plateau's Laws

Bubbles can meet only at Angles of $120^{\circ}$ (for two Bubbles) and $109.5^{\circ}$ (for three Bubbles), where the exact value of $109.5^{\circ}$ is the Tetrahedral Angle. This was proved by Jean Taylor using Measure Theory to study Area minimization. The Double Bubble is Area minimizing, but it is not known the triple Bubble is also Area minimizing. It is also unknown if empty chambers trapped inside can minimize Area for $n \geq 3$ Bubbles.
see also Bubble, Calculus of Variations, Double Bubble, Plateau's Problem
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## Plateau's Problem

The problem in Calculus of Variations to find the Minimal Surface of a boundary with specified constraints. In general, there may be one, multiple, or no Minimal Surfaces spanning a given closed curve in space.
see also Calculus of Variations, Minimal Surface
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## Plato's Number

## Plato's Number

A number appearing in The Republic which involves 216 and $12,960,000$.

## References

Plato. The Republic. New York: Oxford University Press, 1994.
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## Platonic Solid



A solid with equivalent faces composed of congruent regular convex Polygons. There are exactly five such solids: the Cube, Dodecahedron, Icosahedron, Octahedron, and Tetrahedron, as was proved by Euclid in the last proposition of the Elements.

The Platonic solids were known to the ancient Greeks, and were described by Plato in his Timaeus ca. 350 BC. In this work, Plato equated the Tetrahedron with the "element" fire, the Cube with earth, the Icosahedron with water, the Octahedron with air, and the DodecaHEDRON with the stuff of which the constellations and heavens were made (Cromwell 1997).

The Platonic solids are sometimes also known as the Regular Polyhedra of Cosmic Figures (Cromwell 1997), although the former term is sometimes used to refer collectively to both the Platonic solids and KeplerPoinsot Solids (Coxeter 1973).
If $P$ is a Polyhedron with congruent (convex) regular polygonal faces, then Cromwell (1997, pp. 77-78) shows that the following statements are equivalent.

1. The vertices of $P$ all lie on a Sphere.
2. All the Difedral Angles are equal.
3. All the Vertex Figures are Regular Polygons.
4. All the Solid Angles are equivalent.
5. All the vertices are surrounded by the same number of Faces.

Let $v$ (sometimes denoted $N_{0}$ ) be the number of Vertices, $e$ (or $N_{1}$ ) the number of Edges, and $f$ (or $N_{2}$ ) the number of Faces. The following table gives the Schläfli Symbol, Wythoff Symbol, and C\&R symbol, the number of vertices $v$, edges $e$, and faces $f$, and the Point Groups for the Platonic solids (Wenninger 1989).

| Solid | Schläfi | Wyth. | C\&R | $v$ | $e$ | $f$ | Grp |
| :--- | :---: | :--- | ---: | ---: | ---: | ---: | ---: |
| cube | $\{4,3\}$ | $3 \mid 24$ | $4^{3}$ | 8 | 12 | 6 | $O_{h}$ |
| dodecahedron | $\{5,3\}$ | $3 \mid 25$ | $5^{3}$ | 20 | 30 | 12 | $I_{h}$ |
| icosahedron | $\{3,5\}$ | $5 \mid 23$ | $3^{5}$ | 12 | 30 | 20 | $I_{h}$ |
| octahedron | $\{3,4\}$ | $4 \mid 23$ | $3^{4}$ | 6 | 12 | 8 | $O_{h}$ |
| tetrahedron | $\{3,3\}$ | $3 \mid 23$ | $3^{3}$ | 4 | 6 | 4 | $T_{d}$ |

Let $r$ be the Inradius, $\rho$ the Midradius, and $R$ the Circumradius. The following two tables give the analytic and numerical values of these distances for Platonic solids with unit side length.


Finally, let $A$ be the Area of a single Face, $V$ be the Volume of the solid, the Edges be of unit length on a side, and $\alpha$ be the Dihedral Angle. The following table summarizes these quantities for the Platonic solids.

| Solid | $A$ | $V$ | $\alpha$ |
| :--- | :---: | :---: | :---: |
| cube | 1 | 1 | $\frac{1}{2} \pi$ |
| dodecahedron | $\frac{1}{4} \sqrt{25+10 \sqrt{5}}$ | $\frac{1}{4}(15+7 \sqrt{5})$ | $\cos ^{-1}\left(-\frac{1}{5} \sqrt{5}\right)$ <br> icosahedron |
| $\frac{1}{4} \sqrt{3}$ | $\frac{5}{12}(3+\sqrt{5})$ | $\cos ^{-1}\left(-\frac{1}{3} \sqrt{5}\right)$ |  |
| octahedron | $\frac{1}{4} \sqrt{3}$ | $\frac{1}{3} \sqrt{2}$ | $\cos ^{-1}\left(-\frac{1}{3}\right)$ |
| tetrahedron | $\frac{1}{4} \sqrt{3}$ | $\frac{1}{12} \sqrt{2}$ | $\cos ^{-1}\left(\frac{1}{3}\right)$ |

The number of Edges meeting at a Vertex is $2 e / v$. The Schläfli Symbol can be used to specify a Platonic solid. For the solid whose faces are $p$-gons (denoted $\{p\}$ ), with $q$ touching at each Vertex, the symbol is $\{p, q\}$. Given $p$ and $q$, the number of Vertices, Edges, and faces are given by

$$
\begin{aligned}
& N_{0}=\frac{4 p}{4-(p-2)(q-2)} \\
& N_{1}=\frac{2 p q}{4-(p-2)(q-2)} \\
& N_{2}=\frac{4 q}{4-(p-2)(q-2)} .
\end{aligned}
$$

Minimal Surfaces for Platonic solid frames are illustrated in Isenberg (1992, pp. 82-83).
see also Archimedean Solid, Catalan Solid, Johnson Solid, Kepler-Poinsot Solid, Quasiregular Polyhedron, Uniform Polyhedron
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## Platykurtic

A distribution with Fisher Kurtosis $\gamma_{2}<0$ (and therefore having a flattened shape).
see also Fisher Kurtosis

## Playfair's Axiom

Through any point in space, there is exactly one straight line Parallel to a given straight line. This Axiom is equivalent to the Parallel Axiom.
see also Parallel Axiom
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## Plethysm

A group theoretic operation which is useful in the study of complex atomic spectra. A plethysm takes a set of functions of a given symmetry type $\{\mu\}$ and forms from them symmetrized products of a given degree $r$ and other symmetry type $\{\nu\}$. A plethysm

$$
\{\mu\} \otimes\{\nu\}=\sum\{\lambda\}
$$

satisfies the rules

$$
\begin{gathered}
A \otimes(B C)=(A \otimes B)(A \otimes C)=A \otimes B A \otimes C \\
A \otimes(B \pm C)=A \otimes B \pm A \otimes C \\
(A \otimes B) \otimes C=A \otimes(B \otimes C) \\
(A+B) \otimes\{\lambda\}=\sum \Gamma_{\mu \nu \lambda}(A \otimes\{\mu\})(B \otimes\{\nu\})
\end{gathered}
$$

where $\Gamma_{\mu \nu \lambda}$ is the coefficient of $\{\lambda\}$ in $\{\mu\}\{\nu\}$,

$$
(A-B) \otimes\{\lambda\}=\sum(-1)^{r} \Gamma_{\mu \nu \lambda}(A \otimes\{\mu\})(B \otimes\{\tilde{\nu}\})
$$

where $\{\tilde{\nu}\}$ is the partition of $r$ conjugate to $\{\nu\}$, and

$$
(A B) \otimes\{\lambda\}=\sum g_{\mu \nu \lambda}(A \otimes\{\mu\})(B \otimes\{\nu\})
$$

where $g_{\mu \nu \lambda}$ is the coefficient of $\{\lambda\}$ in the inner product $\{\mu\} \circ\{\nu\}$ (Wybourne 1970).
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## Plot

see Graph (Function)

## Plouffe's Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

Define the function

$$
\rho(x) \equiv \begin{cases}1 & \text { for } x<0  \tag{1}\\ 0 & \text { for } x \geq 0\end{cases}
$$

Let

$$
a_{n}=\sin \left(2^{n}\right)= \begin{cases}\sin 1 & \text { for } n=0  \tag{2}\\ 2 a_{0} \sqrt{1-a_{0}^{2}} & \text { for } n=1 \\ 2 a_{n-1}\left(1-2 a_{n-2}^{2}\right) & \text { for } n \geq 2\end{cases}
$$

then

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\rho\left(a_{n}\right)}{2^{n+1}}=\frac{1}{2 \pi} \tag{3}
\end{equation*}
$$

For

$$
b_{n}=\cos \left(2^{n}\right)= \begin{cases}\cos 1 & \text { for } n=0  \tag{4}\\ 2 b_{n-1}^{2}-1 & \text { for } n \geq 1\end{cases}
$$

and

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\rho\left(b_{n}\right)}{2^{n+1}}=0.4756260767 \ldots \tag{5}
\end{equation*}
$$

Letting

$$
c_{n}=\tan \left(2^{n}\right)= \begin{cases}\tan 1 & \text { for } n=0  \tag{6}\\ \frac{2 c_{n-1}}{1-c_{n-1}{ }^{2}} & \text { for } n \geq 1\end{cases}
$$

then

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\rho\left(c_{n}\right)}{2^{n+1}}=\frac{1}{\pi} \tag{7}
\end{equation*}
$$

Plouffe asked if the above processes could be "inverted." He considered

$$
\begin{align*}
\alpha_{n} & =\sin \left(2^{n} \sin ^{-1} \frac{1}{2}\right) \\
& = \begin{cases}\frac{1}{2} & \text { for } n=0 \\
\frac{1}{2} \sqrt{3} & \text { for } n=1 \\
2 \alpha_{n-1}\left(1-2 \alpha_{n-2}^{2}\right) & \text { for } n \geq 2\end{cases} \tag{8}
\end{align*}
$$

giving

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\rho\left(\alpha_{n}\right)}{2^{n+1}}=\frac{1}{12} \tag{9}
\end{equation*}
$$

and

$$
\beta_{n}=\cos \left(2^{n} \cos ^{-1} \frac{1}{2}\right)= \begin{cases}\frac{1}{2} & \text { for } n=0  \tag{10}\\ 2 \beta_{n-1}^{2}-1 & \text { for } n \geq 1\end{cases}
$$

giving

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\rho\left(\beta_{n}\right)}{2^{n+1}}=\frac{1}{2} \tag{11}
\end{equation*}
$$

and

$$
\gamma_{n}=\tan \left(2^{n} \tan ^{-1} \frac{1}{2}\right)= \begin{cases}\frac{1}{2} & \text { for } n=0  \tag{12}\\ \frac{2 \gamma_{n-1}}{1-\gamma_{n-1}^{2}} & \text { for } n \geq 1\end{cases}
$$

giving

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{\rho\left(\alpha_{n}\right)}{2^{n+1}}=\frac{1}{\pi} \tan ^{-1}\left(\frac{1}{2}\right) \tag{13}
\end{equation*}
$$

The latter is known as Plouffe's constant (Plouffe 1997). The positions of the 1 s in the Binary expansion of this constant are $3,6,8,9,10,13,21,23, \ldots$ (Sloane's A004715).

Borwein and Girgensohn (1995) extended Plouffe's $\gamma_{n}$ to arbitrary Real $x$, showing that if

$$
\xi_{n}=\tan \left(2^{n} \tan ^{-1} x\right)= \begin{cases}x & \text { for } n=0  \tag{14}\\ \frac{2 \xi_{n-1}}{1-\xi_{n-1}{ }^{2}} & \text { for } n \geq 1 \\ & \text { and }\left|\xi_{n-1}\right| \neq 1 \\ -\infty & \text { for } n \geq 1 \\ & \text { and }\left|\xi_{n-1}\right|=1\end{cases}
$$

then

$$
\sum_{n=0}^{\infty} \frac{\rho\left(\xi_{n}\right)}{2^{n+1}}= \begin{cases}\frac{\tan ^{-1} x}{\pi} & \text { for } x \geq 0  \tag{15}\\ 1+\frac{\tan ^{-1} x}{\pi} & \text { for } x<0\end{cases}
$$

Borwein and Girgensohn (1995) also give much more general recurrences and formulas.
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## Plücker Characteristics

The Class $m$, Order $n$, number of Nodes $\delta$, number of Cusps $\kappa$, number of Stationary Tangents (Inflection Points) $\iota$, number of Bitangents $\tau$, and Genus $p$.
see also Algebraic Curve, Bitangent, Cusp, Genus (Surface), Inflection Point, Node (Algebraic Curve), Stationary Tangent

## Plücker's Conoid



A Ruled Surface sometimes also called the CylinDROID. von Seggern (1993) gives the general functional form as

$$
\begin{equation*}
a x^{2}+b y^{2}-z x^{2}-z y^{2}=0 \tag{1}
\end{equation*}
$$

whereas Fischer (1986) and Gray (1993) give

$$
\begin{equation*}
z=\frac{2 x y}{\left(x^{2}+y^{2}\right)} \tag{2}
\end{equation*}
$$

A polar parameterization therefore gives

$$
\begin{align*}
& x(r, \theta)=r \cos \theta  \tag{3}\\
& y(r, \theta)=r \sin \theta  \tag{4}\\
& z(r, \theta)=2 \cos \theta \sin \theta \tag{5}
\end{align*}
$$



A gencralization of Plücker's conoid to $n$ folds is given by

$$
\begin{align*}
& x(r, \theta)=r \cos \theta  \tag{6}\\
& y(r, \theta)=r \sin \theta  \tag{7}\\
& z(r, \theta)=\sin (n \theta) \tag{8}
\end{align*}
$$

(Gray 1993). The cylindroid is the inversion of the Cross-Cap (Pinkall 1986).
see also Cross-Cap, Right Conoid, Ruled Surface
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## Plücker's Equations

Relationships between the number of Singularities of plane algebraic curves. Given a Plane Curve,

$$
\begin{align*}
m & =n(n-1)-2 \delta-3 \kappa  \tag{1}\\
n & =m(m-1)-2 \tau-3 \iota  \tag{2}\\
\iota & =3 n(n-2)-6 \delta-8 \kappa  \tag{3}\\
\kappa & =3 m(m-2)-6 \tau-8 \iota, \tag{4}
\end{align*}
$$

where $m$ is the Class, $n$ the Order, $\delta$ the number of Nodes, $\kappa$ the number of CuSPs, $\iota$ the number of Stationary Tangents (Inflection Points), and $\tau$ the number of Bitangents. Only three of these equations are Linearly Independent.
see also Algebraic Curve, Bioche's Theorem, Bitangent, Cusp, Genus (Surface), Inflection Point, Klein's Equation, Node (Algebraic Curve), Stationary Tangent
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## Plücker Relations

see Plücker's Equations

## Plumbing

The plumbing of a $p$-sphere and a $q$-sphere is defined as the disjoint union of $\mathbb{S}^{p} \times \mathbb{S}^{q}$ and $\mathbb{D}^{p} \times \mathbb{S}^{q}$ with their common $\mathbb{D}^{p} \times \mathbb{D}^{q}$, identified via the identity homeomorphism.
see also Hypersphere
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## Pluperfect Number

## see Multiply Perfect Number

## Plurisubharmonic Function

An upper semicontinuous function whose restrictions to all Complex lines are subharmonic (where defined). These functions were introduced by P. Lelong and Oka in the early 1940s. Examples of such a function are the logarithms of moduli of holomorphic functions.
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## Plus

The Addition of two quantities, i.e., $a$ plus $b$. The operation is denoted $a+b$, and the symbol + is called the Plus Sign. Floating point Addition is sometimes denoted $\oplus$.
see also Addition, Minus, Plus or Minus, Times

## Plus or Minus

The symbol $\pm$ is used to denote a quantity which should be both added and subtracted, as in $a \pm b$. The symbol can be used to denote a range of uncertainty, or to denote a pair of quantities, such as the roots given by the Quadratic Formula

$$
x_{ \pm}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a}
$$

When order is relevant, the symbol $a \mp b$ is also used, so an expression of the form $x \pm y \mp z$ is interpreted as $x+y-z$ or $x-y+z$. In contrast, the expression $x \pm y \pm z$ is interpreted to mean the set of four quantities $x+y+z$, $x-y+z, x+y-z$, and $x-y-z$.
see also Minus, Minus Sign, Plus, Plus Sign, Sign

## Plus Perfect Number

see Armstrong Number

## Plus Sign

The symbol " + " which is used to denote a Positive number or to indicate Addition.
see also Addition, Minus Sign, Sign

## Plutarch Numbers

In Moralia, the Greek biographer and philosopher Plutarch states "Chrysippus says that the number of compound propositions that can be made from only ten simple propositions exceeds a million. (Hipparchus, to be sure, refuted this by showing that on the affirmative side there are 103,049 compound statements, and on the negative side 310,952 .)" These numbers are known as the Plutarch numbers. 103,049 can be interpreted as the number $s_{10}$ of Bracketings on ten letters (Stanley 1997), Habsieger et al. 1998). Similarly, Plutarch's second number is given by $\left(s_{10}+s_{11}\right) / 2=310,954$ (Habsieger et al. 1998).
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## Pochhammer Symbol

A.k.a. Rising Factorial. For an Integer $n>0$,

$$
\begin{equation*}
(a)_{n} \equiv \frac{\Gamma(a+k)}{\Gamma(a)}=a(a+1) \cdots(a+n-1) \tag{1}
\end{equation*}
$$

where $\Gamma(z)$ is the Gamma Function and

$$
\begin{equation*}
(a)_{0} \equiv 1 \tag{2}
\end{equation*}
$$

The Notation conflicts with both that for $q$-SERIES and that for Gaussian Coefficients, so context usually serves to distinguish the three. Additional identities are

$$
\begin{gather*}
\frac{d}{d a}(a)_{n}=(a)_{n}[F(a+n-1)-F(a-1)]  \tag{3}\\
(a)_{n+k}=(a+n)_{k}(a)_{n} \tag{4}
\end{gather*}
$$

where $F$ is the Digamma Function. The Pochhammer symbol arises in series expansions of Hypergeometric Functions and Generalized Hypergeometric Functions.
see also Factorial, Generalized Hypergeometric Function, Harmonic Logarithm, HypergeometRic Function
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## Pocklington's Criterion

Let $p$ be an Odd Prime, $k$ be an Integer such that $p \nmid k$ and $1 \leq k \leq 2(p+1)$, and

$$
N \equiv 2 k p+1
$$

Then the following are equivalent

1. $N$ is Prime.
2. $\operatorname{GCD}\left(a^{k}+1, N\right)=1$.

This is a modified version of the original theorem due to Lehmer.
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## Pocklington-Lehmer Test <br> see Pocklington's Theorem

## Pocklington's Theorem

Let $n-1=F R$ where $F$ is the factored part of a number

$$
\begin{equation*}
F=p_{1}^{a_{1}} \cdots p_{r}^{a_{r}} \tag{1}
\end{equation*}
$$

where $(R, F)=1$, and $R<\sqrt{n}$. If there exists a $b_{i}$ for $i=1, \ldots, r$ such that

$$
\begin{gather*}
b_{i}^{n-1} \equiv 1(\bmod n)  \tag{2}\\
\operatorname{GCD}\left(b_{i}^{(n-1) / p_{i}}-1, n\right)=1 \tag{3}
\end{gather*}
$$

then $n$ is a Prime.

## Poggendorff Illusion



The illusion that the two ends of a straight Line SEgment passing behind an obscuring Rectangle are offset when, in fact, they are aligned.
see also Illusion, Müller-Lyer Illusion, Ponzo's illusion, Vertical-Horizontal Illusion
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## Pohlke's Theorem

The principal theorem of Axonometry. It states that three segments of arbitrary length $a^{\prime} x^{\prime}, a^{\prime} y^{\prime}$, and $a^{\prime} z^{\prime}$ which are drawn in a Plane from a point $a^{\prime}$ under arbitrary ANGLES form a parallel projection of three equal segments $a x, a y$, and $a z$ from the Origin of three PERpendicular coordinate axes. However, only one of the segments or onc of the Angles may vanish.
see also Axonometry

## Poincaré-Birkhoff Fixed Point Theorem

For the rational curve of an unperturbed system with Rotation Number $r / s$ under a map $T$ (for which every point is a Fixed Point of $T^{s}$ ), only an even number of Fixed Points $2 k s(k=1,2, \ldots$ ) will remain under perturbation. These Fixed Points are alternately stable (Elliptic) and unstable (Hyperbolic). Around each elliptic fixed point there is a simultaneous application of the Poincaré-Birkhoff fixed point theorem and the KAM Theorem, which leads to a self-similar structure on all scales.

The original formulation was: Given a Conformal One-to-One transformation from an Annulus to itself that advances points on the outer edge positively and on the inner edge negatively, then there are at least two fixed points.

It was conjectured by Poincaré from a consideration of the three-body problem in celestial mechanics and proved by Birkhoff.

## Ponncaré Conjecture

A Simply Connected 3-Manifold is Homeomorphic to the 3 -Sphere. The generalized Poincaré conjecture is that a Compact n-Manifold is Homotopy equivalent to the $n$-sphere Iff it is Homeomorphic to the $n$-Sphere. This reduces to the original conjecture for $n=3$.

The $n=1$ case of the generalized conjecture is trivial, the $n=2$ case is classical, $n=3$ remains open, $n=$ 4 was proved by Freedman (1982) (for which he was awarded the 1986 Fields Medal), $n=5$ by Zeeman (1961), $n=6$ by Stallings (1962), and $n \geq 7$ by Smale in 1961 (Smale subsequently extended this proof to include $n \geq 5$.)
see also Compact Manifold, Homeomorphic, Homotopy, Manifold, Simply Connected, Sphere, Thurston's Geometrization Conjecture
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## Poincaré Duality

The Betti Numbers of a compact orientable $n$ MANIFOLD satisfy the relation

$$
b_{i}=b_{n-i}
$$

## see also Betti Number

## Poincaré Formula

The Polyhedral Formula generalized to a surface of Genus $p$.

$$
V-E+F=2-2 p
$$

where $V$ is the number of Vertices, $E$ is the number of Edges, $F$ is the number of faces, and

$$
\chi \equiv 2-2 p
$$

is called the Euler Characteristic.
see also Euler Characteristic, Genus (Surface), Polyhedral Formula

References
Eppstein, D. "Fourteen Proofs of Euler's Formula: $V-E+$ $F=2$. . http://www.ics.uci.edu/~eppstein/junkyard/ euler.

## Poincaré-Fuchs-Klein Automorphic Function

$$
f(z)=\frac{k}{(c z+d)^{r}} f\left(\frac{a z+b}{c z+d}\right)
$$

where $\Im(z)>0$.
see also Automorphic Function

## Poincaré Group

see Lorentz Group

## Poincaré's Holomorphic Lemma

Solutions to Holomorphic differential equations are themselves Holomorphic Functions of time, initial conditions, and parameters.

## Poincaré-Hopf Index Theorem

The index of a Vector Field with finitely many zeros on a compact, oriented Manifold is the same as the Euler Characteristic of the Manifold.
see also Gauss-Bonnet Formula

## Poincaré Hyperbolic Disk

A 2-D space having Hyperbolic Geometry defined as the 2 -Ball $\left\{x \in \mathbb{R}^{2}:|x|<1\right\}$, with Hyperbolic Metric

$$
\frac{d x^{2}+d y^{2}}{\left(1-r^{2}\right)^{2}} .
$$

The Poincaré disk is a model for Hyperbolic Geometry, and there is an isomorphism between the Poincaré disk model and the Klein-Beltrami Model.
see also Elliptic Plane, Hyperbolic Geometry, Hyperbolic Metric, Klein-Beltrami Model

## Poincaré's Lemma

Let $\wedge$ denote the Wedge Product and $D$ the Exterior Derivative. Then

$$
D^{2} t=\frac{\partial}{\partial x} \wedge\left(\frac{\partial}{\partial x} \wedge t\right)=\left(\frac{\partial}{\partial x} \wedge \frac{\partial}{\partial x}\right) \wedge t=0 .
$$

see also Differential Form, Exterior Derivative, Poincaré's Holomorphic Lemma, Wedge ProdUCT

## Poincaré Manifold

A nonsimply connected 3-manifold also called a Dodecahedral Space.

References
Rolfsen, D. Knots and Links. Wilmington, DE: Publish or Perish Press, pp. 245, 290, and 308, 1976.

## Poincaré Metric

The Metric

$$
d s^{2}=\frac{d x^{2}+d y^{2}}{\left(1-|z|^{2}\right)^{2}}
$$

of the Poincaré Hyperbolic Disk.
see also Poincaré Hyperbolic Disk

## Poincaré Separation Theorem

Let $\left\{\mathbf{y}^{k}\right\}$ be a set of orthonormal vectors with $k=1$, $2, \ldots, K$, such that the Inner Product $\left(\mathbf{y}^{k}, \mathbf{y}^{k}\right)=1$. Then set

$$
\begin{equation*}
\mathbf{x}=\sum_{k=1}^{K} u_{k} \mathbf{y}^{k} \tag{1}
\end{equation*}
$$

so that for any SQUARE Matrix A for which the product A $\mathbf{x}$ is defined, the corresponding Quadratic Form is

$$
\begin{equation*}
(\mathbf{x}, \mathrm{A} \mathbf{x})=\sum_{k, l=1}^{K} u_{k} u_{l}\left(\mathbf{y}^{k}, \mathrm{Ay}^{l}\right) \tag{2}
\end{equation*}
$$

Then if

$$
\begin{equation*}
\mathbf{B}_{k}=\left(\mathbf{y}^{k}, \mathrm{~A}^{l}\right) \tag{3}
\end{equation*}
$$

for $k, l=1,2, \ldots, K$, it follows that

$$
\begin{equation*}
\lambda_{i}\left(\mathbf{B}_{K}\right) \leq \lambda_{1}(\mathrm{~A}) \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{K-j}\left(\mathbf{B}_{K}\right) \geq \lambda_{N-j}(\mathrm{~A}) \tag{5}
\end{equation*}
$$

for $i=1,2, \ldots, K$ and $j=0,1, \ldots, K-1$.

## References
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## Poinsot Solid <br> see Kepler-Poinsot Solid

## Poinsot's Spirals



$$
r \sinh (n \theta)=a
$$



$$
r \operatorname{csch}(n \theta)=a
$$

## References

Lawrence, J. D. A Catalog of Special Plane Curves. New York: Dover, pp. 192 and 194, 1972.

## Point



A 0-Dimensional mathematical object which can be specified in $n$-D space using $n$ coordinates. Although the notion of a point is intuitively rather clear, the mathematical machinery used to deal with points and pointlike objects can be surprisingly slippery. This difficulty was encountered by none other than Euclid himself who, in his Elements, gave the vague definition of a point as "that which has no part."
The basic geometric structures of higher Dimensional geometry-the Line, Plane, Space, and Hyperspace-are all built up of infinite numbers of points arranged in particular ways.
see also Accumulation Point, Antigonal Points, Antihomologous Points, Apollonius Point, Boundary Point, Brancil Point, Brianchon Point, Brocard Midpoint, Brocard Points,

Cantor-Dedekind Axiom, Center, Circle Lattice Points, Concur, Concurrent, Congruent Incircles Point, Congruent Isoscelizers Point, Conjugate Points, Critical Point, Crucial Point, Cube Point Picking, Cusp Point, de Longchamps Point, Double Point, Eckardt Point, Elkies Point, Elliptic Fixed Point (Differential Equations), Elliptic Fixed Point (Map), Elliptic Point, Equal Detour Point, Equal Parallelians Point, Equichordal Point, Equilibrium Point, Equiproduct Point, Equireciprocal Point, Evans Point, Exeter Point, Exmedian Point, Fagnano's Point, Far-Out Point, Fejes Tóth's Problem, Fermat Point, Feuerbach Point, Feynman Point, Fixed Point, Fletcher Point, Gergonne Point, Grebe Point, Griffiths Points, Harmonic Conjugate Points, Hermit Point, Hofstadter Point, Homologous Points, Hyperbolic Fixed Point (Differential Equations), Hyperbolic Fixed Point (Map), Hyperbolic Point, Ideal Point, Imaginary Point, Invariant Point, Inverse Points, Isodynamic Points, Isolated Point, Isoperimetric Point, Isotomic Conjugate Point, Lattice Point, Lemoine Point, Limit Point, Malfatti Points, Median Point, Mid-Arc Points, Midpoint, Miquel Point, Nagel Point, Napoleon Points, Nobbs Points, Oldknow Points, Only Critical Point in Town Test, Ordinary Point, Parabolic Point, Parry Point, Pedal Point, Periodic Point, Planar Point, Point at Infinity, Point-Line Distance-2-D, Point-Line Distance-3-D, Point-Quadratic Distance, Point-Plane Distance, Point-Set Topology, Pointwise Dimension, Policeman on Point Duty Curve, Power Point, Radial Point, Radiant Point, Rational Point, Rigby Points, Saddle Point (Game), Saddle Point (Function), Salient Point, Schiffler Point, SelfHomologous Point, Similarity Point, Singular Point (Algebraic Curve), Singular Point (Function), Soddy Points, Special Point, Stationary Point, Steiner Points, Sylvester's Four-Point Problem, Symmedian Point, Symmetric Points, Tarry Point, Torricelli Point, Trisected Perimeter Point, Umbilic Point, Unit Point, Vanishing Point, Visible Point, Weierstraß Point, Wild Point, Yff Points

## References

Casey, J. "The Point." Ch. 1 in A Treatise on the Analytical Geometry of the Point, Line, Circle, and Conic Sections, Containing an Account of Its Most Recent Extensions, with Numerous Examples, 2nd ed., rev. enl. Dublin: Hodges, Figgis, \& Co., pp. 1-29, 1893.

## Point Estimator

An Estimator of the actual values of population.

## Point Groups

The symmetry groups possible in a crystal lattice without the translation symmetry element. Although an isolated object may have an arbitrary SCHÖNFLIES SYMBOL, the requirement that symmetry be present in a lattice requires that only $1,2,3$, and 6 -fold symmetry axes are possible (the Crystallography Restriction), which restricts the number of possible point groups to 32: $C_{i}, C_{s}, C_{1}, C_{2}, C_{3}, C_{4}, C_{6}, C_{2 h}, C_{3 h}, C_{4 h}, C_{6 h}$, $C_{2 v}, C_{3 v}, C_{4 v}, C_{6 v}, D_{2}, D_{3}, D_{4}, D_{6}$ (the Dihedral Groups), $D_{2 h}, D_{3 h}, D_{4 h}, D_{6 h}, D_{2 d}, D_{3 d}, O, O_{h}$ (the Octahedral Group), $S_{4}, S_{6}, T, T_{h}$, and $T_{d}$ (the Tetrahedral Group).
see also Crystallography Restriction, Dihedral Group, Group, Group Theory, HermannMauguin Symbol, Lattice Groups, Octahedral Group, Schönflies Symbol, Space Groups, Tetrahedral Group

## References
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## Point at Infinity

$P$ is the point on the line $A B$ such that $\overline{P A} / \overline{P B}=1$. It can also be thought of as the point of intersection of two Parallel lines.

## see also Line at Infinity

## References

Behnke, H.; Bachmann, F.; Fladt, K.; and Suss, W. (Eds.). Ch. 7 in Fundamentals of Mathematics, Vol. 3: Points at Infinity. Cambridge, MA: MIT Press, 1974.

## Point-Line Distance-2-D

Given a line $a x+b y+c=0$ and a point $\left(x_{0}, y_{0}\right)$, in slope-intercept form, the equation of the line is

$$
\begin{equation*}
y=-\frac{a}{b} x-\frac{c}{b} \tag{1}
\end{equation*}
$$

so the line has Slope $-a / b$. Points on the line have the vector coordinates

$$
\left[\begin{array}{c}
x  \tag{2}\\
-\frac{a}{b} x-\frac{c}{d}
\end{array}\right]=\left[\begin{array}{c}
0 \\
-\frac{c}{d}
\end{array}\right]-\frac{1}{b}\left[\begin{array}{c}
-b \\
a
\end{array}\right]
$$

Therefore, the Vector

$$
\left[\begin{array}{c}
-b  \tag{3}\\
a
\end{array}\right]
$$

is Parallel to the line, and the Vector

$$
\mathbf{v}=\left[\begin{array}{l}
a  \tag{4}\\
b
\end{array}\right]
$$

is Perpendicular to it. Now, a Vector from the point to the line is given by

$$
\mathbf{r}=\left[\begin{array}{l}
x-x_{0}  \tag{5}\\
y-y_{0}
\end{array}\right]
$$

Projecting $\mathbf{r}$ onto $\mathbf{v}$,

$$
\begin{align*}
\left|\operatorname{proj}_{\mathbf{v}} \mathbf{r}\right| & =\frac{|\mathbf{v} \cdot \mathbf{r}|}{|\mathbf{v}|}=|\hat{\mathbf{v}} \cdot \mathbf{r}|=\frac{\left|a\left(x-x_{0}\right)+b\left(y-y_{0}\right)\right|}{\sqrt{a^{2}+b^{2}}} \\
& =\frac{\left|a x+b y-a x_{0}-b y_{0}\right|}{\sqrt{a^{2}+b^{2}}} \\
& =\frac{\left|a x_{0}+b y_{0}+c\right|}{\sqrt{a^{2}+b^{2}}} \tag{6}
\end{align*}
$$

If the line is represented by the endpoints of a VEctor ( $x_{1}, y_{1}$ ) and ( $x_{2}, y_{2}$ ), then the Perpendicular Vector is

$$
\begin{gather*}
\mathbf{v}=\left[\begin{array}{c}
y_{2}-y_{1} \\
-\left(x_{2}-x_{1}\right)
\end{array}\right]  \tag{7}\\
\hat{\mathbf{v}}=\frac{1}{s}\left[\begin{array}{c}
y_{2}-y_{1} \\
-\left(x_{2}-x_{1}\right)
\end{array}\right], \tag{8}
\end{gather*}
$$

where

$$
\begin{equation*}
s=|\mathbf{v}|=\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \tag{9}
\end{equation*}
$$

so the distance is

$$
\begin{equation*}
d=|\hat{\mathbf{v}} \cdot \mathbf{r}|=\frac{\left|\left(y_{2}-y_{1}\right)\left(x_{0}-x_{1}\right)-\left(x_{2}-x_{1}\right)\left(y_{0}-y_{1}\right)\right|}{s} \tag{10}
\end{equation*}
$$

The distance from a point ( $x_{1}, y_{1}$ ) to the line $y=a+b x$ can be computed using Vector algebra. Let $L$ be a VECTOR in the same direction as the line

$$
\begin{align*}
\mathbf{L} & =\left[\begin{array}{c}
x \\
a+b x
\end{array}\right]-\left[\begin{array}{l}
0 \\
a
\end{array}\right]=\left[\begin{array}{c}
x \\
b x
\end{array}\right]  \tag{11}\\
\hat{\mathbf{L}} & =\frac{1}{\sqrt{b^{2}+1}}\left[\begin{array}{l}
1 \\
b
\end{array}\right] . \tag{12}
\end{align*}
$$

A given point on the line is

$$
\mathbf{x}=\left[\begin{array}{l}
x_{1}  \tag{13}\\
y_{1}
\end{array}\right]-\left[\begin{array}{c}
0 \\
-a
\end{array}\right]=\left[\begin{array}{c}
x_{1} \\
y_{1}-a
\end{array}\right]
$$

so the point-line distance is

$$
\begin{align*}
\mathbf{r} & =(\mathbf{x} \cdot \hat{\mathbf{L}}) \hat{\mathbf{L}}-\mathbf{x} \\
& =\frac{1}{1+b^{2}}\left(\left[\begin{array}{c}
x_{1} \\
y_{1}-a
\end{array}\right] \cdot\left[\begin{array}{l}
1 \\
v
\end{array}\right]\right)\left[\begin{array}{l}
1 \\
b
\end{array}\right]-\left[\begin{array}{c}
x_{1} \\
y_{1}-a
\end{array}\right] \\
& =\frac{x_{1}+b\left(y_{1}-a\right)}{1+b^{2}}\left[\begin{array}{l}
1 \\
b
\end{array}\right]-\left[\begin{array}{c}
x_{1} \\
y_{1}-a
\end{array}\right] \\
& =\frac{1}{1+b^{2}}\left[\begin{array}{c}
b\left(y_{1}-a\right)-b^{2} x_{1} \\
b x_{1}+b^{2} y_{1}-a b^{2}-y_{1}+a-b^{2} y_{1}+a b^{2}
\end{array}\right] \\
& =\frac{1}{1+b^{2}}\left[\begin{array}{c}
b\left[\left(y_{1}-a\right)-b x_{1}\right] \\
-\left[\left(y_{1}-a\right)-b x_{1}\right]
\end{array}\right] \\
& =\frac{y_{1}-\left(a+b x_{1}\right)}{1+b^{2}}\left[\begin{array}{c}
b \\
-1
\end{array}\right] . \tag{14}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
d=|\mathbf{r}|=\frac{\left|y_{1}-\left(a+b x_{1}\right)\right|}{1+b^{2}} \sqrt{1+b^{2}}=\frac{\left|y_{1}-\left(a+b x_{1}\right)\right|}{\sqrt{1+b^{2}}} \tag{15}
\end{equation*}
$$

This result can also be obtained much more simply by noting that the Perpendicular distance is just $\cos \theta$ times the vertical distance $\left|y_{1}-\left(a+b x_{1}\right)\right|$. But the Slope $b$ is just $\tan \theta$, so

$$
\begin{equation*}
\sin ^{2} \theta+\cos ^{2} \theta=1 \Rightarrow \tan ^{2} \theta+1=\frac{1}{\cos ^{2} \theta} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\cos \theta=\frac{1}{\sqrt{1+\tan ^{2} \theta}}=\frac{1}{\sqrt{1+b^{2}}} \tag{17}
\end{equation*}
$$

The Perpendicular distance is then

$$
\begin{equation*}
d=\frac{\left|y_{1}-\left(a+b x_{1}\right)\right|}{\sqrt{1+b^{2}}} \tag{18}
\end{equation*}
$$

the same result as before.
see also Line, Point, Point-Line Distance-3-D

## Point-Line Distance-3-D

A line in 3-D is given by the parametric Vector

$$
\mathbf{v}=\left[\begin{array}{l}
x_{0}+a t  \tag{1}\\
y_{0}+b t \\
z_{0}+c t
\end{array}\right]
$$

The distance between a point on the line with parameter $t$ and the point $\left(x_{1}, y_{1}, z_{1}\right)$ is therefore

$$
\begin{equation*}
r^{2}=\left(x_{1}-x_{0}-a t\right)^{2}+\left(y_{1}-y_{0}-b t\right)^{2}+\left(z_{1}-z_{0}-c t\right)^{2} \tag{2}
\end{equation*}
$$

To minimize the distance, take

$$
\begin{align*}
& \frac{\partial\left(r^{2}\right)}{\partial t}=-2 a\left(x_{1}-x_{0}-a t\right)-2 b\left(y_{1}-y_{0}-b t\right) \\
&-2 c\left(z_{1}-z_{0}-c t\right)=0  \tag{3}\\
& a\left(x_{1}-x_{0}\right)+b\left(y_{1}-y_{0}\right)+c\left(z_{1}-z_{0}\right)-t\left(a^{2}+b^{2}+c^{2}\right)=0  \tag{4}\\
& t=\frac{a\left(x_{1}-x_{0}\right)+b\left(y_{1}-y_{0}\right)+c\left(z_{1}-z_{0}\right)}{a^{2}+b^{2}+c^{2}} \tag{5}
\end{align*}
$$

so the minimum distance is found by plugging (5) into (2) and taking the Square Root.
see also Line, Point, Point-Line Distance-2-D

## Point Picking

see 18-Point Problem, Ball Triangle Picking, Cube Point Picking, Cube Triangle Picking, Discrepancy Theorem, Isosceles Triangle, Obtuse Triangle, Planar Distance, Sylvester's FourPoint Problem

## Point-Plane Distance

Given a Plane

$$
\begin{equation*}
a x+b y+c z+d=0 \tag{1}
\end{equation*}
$$

and a point $\left(x_{0}, y_{0}, z_{0}\right)$, the Normal to the Plane is given by

$$
\mathbf{v}=\left[\begin{array}{l}
a  \tag{2}\\
b \\
c
\end{array}\right]
$$ and a VECTOR from the plane to the point is given by

$$
\mathbf{w}=\left[\begin{array}{l}
x-x_{0}  \tag{3}\\
y-y_{0} \\
z-z_{0}
\end{array}\right]
$$

Projecting $\mathbf{w}$ onto $\mathbf{v}$,

$$
\begin{align*}
\left|\operatorname{proj}_{\mathbf{v}} \mathbf{w}\right| & =\frac{|\mathbf{v} \cdot \mathbf{w}|}{|\mathbf{v}|} \\
& =\frac{\left|a\left(x-x_{0}\right)+b\left(y-y_{0}\right)+c\left(z-z_{0}\right)+d\right|}{\sqrt{a^{2}+b^{2}+c^{2}}} \\
& =\frac{\left|a x+b y+c z-a x_{0}-b y_{0}-c z_{0}\right|}{\sqrt{a^{2}+b^{2}+c^{2}}} \\
& =\frac{\left|a x_{0}+b y_{0}+c z_{0}+d\right|}{\sqrt{a^{2}+b^{2}+c^{2}}} \tag{4}
\end{align*}
$$

## Point-Point Distance-1-D

Given a unit Line Segment [ 0,1 ], pick two points at random on it. Call the first point $x_{1}$ and the second point $x_{2}$. Find the distribution of distances $d$ between points. The probability of the points being a (PosiTIVE) distance $d$ apart (i.e., without regard to ordering) is given by

$$
\begin{align*}
P(d) & =\frac{\int_{0}^{1} \int_{0}^{1} \delta\left(d-\left|x_{2}-x_{1}\right|\right) d x_{1} d x_{2}}{\int_{0}^{1} \int_{0}^{1} d x_{1} d x_{2}} \\
& =(1-d)[H(1-d)-H(d-1)+H(d)-H(-d)] \\
& = \begin{cases}2(1-d) & \text { for } 0 \leq d \leq 1 \\
0 & \text { otherwise },\end{cases} \tag{1}
\end{align*}
$$

where $\delta$ is the Dirac Delta Function and $H$ is the Heaviside Step Function. The Moments are then

$$
\begin{align*}
\mu_{m}^{\prime} & =\int_{0}^{1} d^{m} P(d) d d=2 \int_{0}^{1} d^{m}(1-d) d d \\
& =2\left[\frac{d^{m+1}}{m+1}-\frac{d^{m+2}}{m+2}\right]_{0}^{1} \\
& =2\left(\frac{1}{m+1}-\frac{1}{m+2}\right)=2\left[\frac{(m+2)-(m+1)}{(m+1)(m+2)}\right] \\
& =\frac{2}{(m+1)(m+2)} \\
& = \begin{cases}\frac{1}{(n+1)(2 n+1)} & \text { for } m=2 n \\
(n+1)(2 n+3) & \text { for } m=2 n+1\end{cases} \tag{2}
\end{align*}
$$

giving Moments about 0

$$
\begin{align*}
\mu_{1}^{\prime} & =\frac{1}{3}  \tag{3}\\
\mu_{2}^{\prime} & =\frac{1}{6}  \tag{4}\\
\mu_{3}^{\prime} & =\frac{1}{10}  \tag{5}\\
\mu_{4}^{\prime} & =\frac{1}{15} . \tag{6}
\end{align*}
$$

The Moments can also be computed directly without explicit knowledge of the distribution

$$
\begin{align*}
& \mu_{1}^{\prime}=\frac{\int_{0}^{1} \int_{0}^{1}\left|x_{2}-x_{1}\right| d x_{1} d x_{2}}{\int_{0}^{1} \int_{0}^{1} d x_{1} d x_{2}} \\
& =\int_{0}^{1} \int_{0}^{1}\left|x_{2}-x_{1}\right| d x_{1} d x_{2} \\
& =\int_{x_{2}-x_{1}>0}^{1} \int_{0}^{1}\left(x_{2}-x_{1}\right) d x_{1} d x_{2} \\
& +\int_{x_{2}-x_{1}<0}^{1} \int_{0}^{1}\left(x_{1}-x_{2}\right) d x_{1} d x_{2} \\
& =\int_{0}^{1} \int_{x_{1}}^{1}\left(x_{2}-x_{1}\right) d x_{1} d x_{2} \\
& +\int_{0}^{1} \int_{0}^{x_{1}}\left(x_{2}-x_{1}\right) d x_{1} d x_{2} \\
& =\int_{0}^{1}\left[\frac{1}{2} x_{2}{ }^{2}-x_{1} x_{2}\right]_{x_{1}}^{1} d x_{1} \\
& +\int_{0}^{1}\left[x_{1} x_{2}-\frac{1}{2} x_{2}^{2}\right]_{0}^{x_{1}} d x_{1} \\
& =\int_{0}^{1}\left[\left(\frac{1}{2}-x_{1}\right)-\left(\frac{1}{2} x_{1}{ }^{2}-x_{1}{ }^{2}\right)\right] d x_{1} \\
& +\int_{0}^{1}\left[\left(x_{1}{ }^{2}-\frac{1}{2} x_{1}{ }^{2}\right)-(0-0)\right] d x_{1} \\
& =\int_{0}^{1}\left(\frac{1}{2}-x_{1}+x_{1}{ }^{2}\right) d x_{1}=\left[\frac{1}{2} x_{1}-\frac{1}{2} x_{1}{ }^{2}+\frac{1}{3} x_{1}{ }^{3}\right]_{0}^{1} \\
& =\left(\frac{1}{2}-\frac{1}{2}+\frac{1}{3}\right)-(0-0+0)=\frac{1}{3}  \tag{7}\\
& \mu_{2}^{\prime}=\int_{0}^{1} \int_{0}^{1}\left(\left|x_{2}-x_{1}\right|\right)^{2} d x_{2} d x_{1} \\
& =\int_{0}^{1} \int_{0}^{1}\left(x_{2}-x_{1}\right)^{2} d x_{1} d x_{2} \\
& =\int_{0}^{1} \int_{0}^{1}\left({x_{2}}^{2}-2 x_{1} x_{2}+{x_{1}}^{2}\right) d x_{1} d x_{2} \\
& =\int_{0}^{1}\left[\frac{1}{3} x_{2}{ }^{3}-x_{1} x_{2}{ }^{2}+x_{1}{ }^{2} x_{2}\right]_{0}^{1} d x_{1} \\
& =\int_{0}^{1}\left(\frac{1}{3}-x_{1}+x_{1}{ }^{2}\right) d x_{1}=\left[\frac{1}{3} x_{1}{ }^{3}-\frac{1}{2} x_{1}{ }^{2}+\frac{1}{3} x_{1}\right]_{0}^{1} \\
& =\frac{1}{3}-\frac{1}{2}+\frac{1}{3}=\frac{1}{6} \text {. } \tag{8}
\end{align*}
$$

The Moments about the Mean are thercfore

$$
\begin{align*}
& \mu_{2}=\mu_{2}^{\prime}-\mu_{1}^{\prime 2}=\frac{1}{6}-\left(\frac{1}{3}\right)^{2}=\frac{1}{18}  \tag{9}\\
& \mu_{3}=\mu_{3}^{\prime}-3 \mu_{2}^{\prime} \mu_{1}^{\prime}+2\left(\mu_{1}^{\prime}\right)^{3}=\frac{1}{135}  \tag{10}\\
& \mu_{4}=\mu_{4}^{\prime}-4 \mu_{3}^{\prime} \mu_{1}^{\prime}+6 \mu_{2}^{\prime}\left(\mu_{1}^{\prime}\right)^{2}-3\left(\mu_{1}^{\prime}\right)^{4}=\frac{1}{135} \tag{11}
\end{align*}
$$

so the Mean, Variance, Skewness, and Kurtosis are

$$
\begin{align*}
\mu & =\mu_{1}^{\prime}=\frac{1}{3}  \tag{12}\\
\sigma^{2} & =\mu_{2}=\frac{1}{18}  \tag{13}\\
\gamma_{1} & =\frac{\mu_{3}}{\sigma^{3}}=\frac{2}{5} \sqrt{2}  \tag{14}\\
\gamma_{2} & =\frac{\mu_{4}}{\sigma^{4}}-3=-\frac{3}{5} . \tag{15}
\end{align*}
$$

The probability distribution of the distance between two points randomly picked on a Line Segment is germane to the problem of determining the access time of computer hard drives. In fact, the average access time for a hard drive is precisely the time required to seek across $1 / 3$ of the tracks (Benedict 1995).
see also Point-Point Distance-2-D, Point-Point Distance-3-D, Point-Quadratic Distance, Tetrahedron Inscribing, Triangle Inscribing in a Circle

References
Arfken, G. Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, pp. 930-931, 1985.
Benedict, B. Using Norton Utilities for the Macintosh. Indianapolis, IN: Que, pp. B-8-B-9, 1995.

## Point-Point Distance-2-D

Given two points in the Plane, find the curve which minimizes the distance between them. The Line EleMENT is given by

$$
\begin{equation*}
d s=\sqrt{d x^{2}+d y^{2}} \tag{1}
\end{equation*}
$$

so the ARC Length between the points $x_{1}$ and $x_{2}$ is

$$
\begin{equation*}
L=\int d s=\int_{x_{1}}^{x_{2}} \sqrt{1+y^{\prime 2}} d x \tag{2}
\end{equation*}
$$

where $y^{\prime} \equiv d y / d x$ and the quantity we are minimizing is

$$
\begin{equation*}
f=\sqrt{1+y^{\prime 2}} \tag{3}
\end{equation*}
$$

Finding the derivatives gives

$$
\begin{align*}
\frac{\partial f}{\partial y} & =0  \tag{4}\\
\frac{d}{d x} \frac{\partial f}{\partial y^{\prime}} & =\frac{d}{d x}\left[\left(1+y^{\prime 2}\right)^{-1 / 2} y^{\prime}\right] \tag{5}
\end{align*}
$$

so the Euler-Lagrange Differential Equation becomes

$$
\begin{equation*}
\frac{\partial f}{\partial y}-\frac{d}{d x} \frac{\partial f}{\partial y^{\prime}}=\frac{d}{d x}\left(\frac{y^{\prime}}{\sqrt{1+y^{\prime 2}}}\right)=0 \tag{6}
\end{equation*}
$$

Integrating and rearranging,

$$
\begin{gather*}
\frac{y^{\prime}}{\sqrt{1+y^{\prime 2}}}=c  \tag{7}\\
y^{\prime 2}=c^{2}\left(1+{y^{\prime}}^{2}\right)  \tag{8}\\
y^{\prime 2}\left(1-c^{2}\right)=c^{2}  \tag{9}\\
y^{\prime}=\frac{c}{\sqrt{1-c^{2}}} \equiv a \tag{10}
\end{gather*}
$$

The solution is therefore

$$
\begin{equation*}
y=a x+b \tag{11}
\end{equation*}
$$

which is a straight Line. Now verify that the ARC LENGTH is indeed the straight-line distance between the points. $a$ and $b$ are determined from

$$
\begin{align*}
& y_{1}=a x_{1}+b  \tag{12}\\
& y_{2}=a x_{2}+b \tag{13}
\end{align*}
$$

Writing (12) and (13) as a Matrix Equation gives

$$
\begin{align*}
& {\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{ll}
x_{1} & 1 \\
x_{2} & 1
\end{array}\right]\left[\begin{array}{l}
a \\
b
\end{array}\right] }  \tag{14}\\
{\left[\begin{array}{l}
a \\
b
\end{array}\right]=} & {\left[\begin{array}{ll}
x_{1} & 1 \\
x_{2} & 1
\end{array}\right]^{-1}\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] } \\
= & \frac{1}{x_{1}-x_{2}}\left[\begin{array}{cc}
1 & -1 \\
-x_{2} & x_{1}
\end{array}\right]^{-1}\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] \tag{15}
\end{align*}
$$

so

$$
\begin{align*}
a & =\frac{y_{1}-y_{2}}{x_{1}-x_{2}}=\frac{y_{2}-y_{1}}{x_{2}-x_{1}}  \tag{16}\\
b & =\frac{x_{1} y_{2}-x_{2} y_{1}}{x_{1}-x_{2}} \tag{17}
\end{align*}
$$

$$
\begin{align*}
L & =\int_{x_{1}}^{x_{2}} \sqrt{1+y^{\prime 2}} d y=\left(x_{2}-x_{1}\right) \sqrt{1+a^{2}} \\
& =\left(x_{2}-x_{1}\right) \sqrt{1+\left(\frac{y_{2}-y_{1}}{x_{2}-x_{1}}\right)^{2}} \\
& =\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \tag{18}
\end{align*}
$$

as expected.
The shortest distance between two points on a Sphere is the so-called Great Circle distance.
see also Calculus of Variations, Great Circle, Point-Point Distance-1-D, Point-Point Distance-3-D, Point-Quadratic Distance, Tetrahedron Inscribing, Triangle Inscribing in a Circle
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## Point-Point Distance-3-D

The Line Element is

$$
\begin{equation*}
d s=\sqrt{d x^{2}+d y^{2}+d z^{2}}, \tag{1}
\end{equation*}
$$

so the Arc Length between the points $x_{1}$ and $x_{2}$ is

$$
\begin{equation*}
L=\int d s=\int_{x_{1}}^{x_{2}} \sqrt{1+y^{\prime 2}+z^{\prime 2}} d x \tag{2}
\end{equation*}
$$

and the quantity we are minimizing is

$$
\begin{equation*}
f=\sqrt{1+y^{\prime 2}+z^{\prime 2}} . \tag{3}
\end{equation*}
$$

Finding the derivatives gives

$$
\begin{align*}
& \frac{\partial f}{\partial y}=0  \tag{4}\\
& \frac{\partial f}{\partial z}=0 \tag{5}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial f}{\partial y^{\prime}}=\frac{y^{\prime}}{\sqrt{1+y^{\prime 2}+z^{\prime 2}}}  \tag{6}\\
& \frac{\partial f}{\partial z^{\prime}}=\frac{z^{\prime}}{\sqrt{1+y^{\prime 2}+z^{\prime 2}}} \tag{7}
\end{align*}
$$

so the Euler-Lagrange Differential Equations become

$$
\begin{align*}
& \frac{d}{d x}\left(\frac{y^{\prime}}{\sqrt{1+y^{\prime 2}+z^{\prime 2}}}\right)=0  \tag{8}\\
& \frac{d}{d x}\left(\frac{z^{\prime}}{\sqrt{1+y^{\prime 2}+z^{\prime 2}}}\right)=0 . \tag{9}
\end{align*}
$$

These give

$$
\begin{align*}
& \frac{y^{\prime}}{\sqrt{1+y^{\prime 2}+z^{\prime 2}}}=c_{1}  \tag{10}\\
& \frac{z^{\prime}}{\sqrt{1+y^{\prime 2}+z^{\prime 2}}}=c_{2} \tag{11}
\end{align*}
$$

Taking the ratio,

$$
\begin{gather*}
z^{\prime}=\frac{c_{2}}{c_{1}} y^{\prime}  \tag{12}\\
\frac{y^{\prime}}{\sqrt{1+y^{\prime 2}+\left(\frac{c_{2}}{c_{1}}\right)^{2} y^{\prime 2}}}=c_{1}  \tag{13}\\
y^{\prime 2}=c_{1}{ }^{2}\left[1+y^{\prime 2}+\left(\frac{c_{2}}{c_{1}}\right)^{2} y^{\prime 2}\right]=c_{1}{ }^{2}+y^{\prime 2}\left(c_{1}{ }^{2}+c_{2}{ }^{2}\right), \tag{14}
\end{gather*}
$$

which gives

$$
\begin{equation*}
y^{\prime 2}=\frac{c_{1}{ }^{2}}{1-c_{1}{ }^{2}-c_{2}{ }^{2}} \equiv a_{1}{ }^{2} \tag{15}
\end{equation*}
$$

$$
\begin{equation*}
z^{\prime 2}=\left(\frac{c_{2}}{c_{1}}\right)^{2} y^{\prime 2}=\frac{c_{2}^{2}}{1-c_{1}^{2}-c_{2}^{2}} \equiv b_{1}^{2} . \tag{16}
\end{equation*}
$$

Therefore, $y^{\prime}=a_{1}$ and $z^{\prime}=b_{1}$, so the solution is

$$
\left[\begin{array}{c}
x  \tag{17}\\
y \\
z
\end{array}\right]=\left[\begin{array}{c}
x \\
a_{1} x+a_{0} \\
b_{1} x+b_{0}
\end{array}\right]
$$

which is the parametric representation of a straight line with parameter $x \in\left[x_{1}, x_{2}\right]$. Verifying the Arc Length gives

$$
\begin{equation*}
L=\sqrt{1+a_{1}^{2}+b_{1}^{2}}\left(x_{2}-x_{1}\right) \tag{18}
\end{equation*}
$$

where

$$
\begin{align*}
& {\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right]=\left[\begin{array}{ll}
x_{1} & 1 \\
x_{2} & 1
\end{array}\right]\left[\begin{array}{l}
a_{1} \\
a_{0}
\end{array}\right]}  \tag{19}\\
& {\left[\begin{array}{l}
z_{1} \\
z_{2}
\end{array}\right]=\left[\begin{array}{ll}
x_{1} & 1 \\
x_{2} & 1
\end{array}\right]\left[\begin{array}{l}
b_{1} \\
b_{0}
\end{array}\right]} \tag{20}
\end{align*}
$$

see also Point-Point Distance-1-D, Point-Point Distance-2-D, Point-Quadratic Distance

## Point Probability

The portion of the probability distribution which has a $P$-Value equal to the observed $P$-Value.
see also Tail Probability

## Point-Quadratic Distance

Find the minimum distance between a point in the plane ( $x_{0}, y_{0}$ ) and a quadratic Plane Curve

$$
\begin{equation*}
y=a_{0}+a_{1} x+a_{2} x^{2} \tag{1}
\end{equation*}
$$

The square of the distance is

$$
\begin{align*}
r^{2} & =\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2} \\
& =\left(x-x_{0}\right)^{2}+\left(a_{0}+a_{1} x+a_{2} x^{2}-y_{0}\right)^{2} . \tag{2}
\end{align*}
$$

Minimizing the distance squared is the equivalent to minimizing the distance (since $r^{2}$ and $|r|$ have minima at the same point), so take

$$
\begin{equation*}
\frac{\partial\left(r^{2}\right)}{\partial x}=2\left(x-x_{0}\right)+2\left(a_{0}+a_{1} x+a_{2} x^{2}-y_{0}\right)\left(a_{1}+2 a_{2} x\right)=0 \tag{3}
\end{equation*}
$$

$$
\begin{align*}
& x-x_{0}+a_{0} a_{1}+a_{1}^{2}+a_{1} a_{2} x^{2}-a_{1} y_{0}+2 a_{0} a_{2} x \\
&+2 a_{1} a_{2} x^{2}+2 a_{2}^{2} x^{3}-2 a_{2} y_{0} x=0 \tag{4}
\end{align*}
$$

$$
\begin{align*}
2 a_{2}^{2} x^{3}+3 a_{1} a_{2} x^{2}+\left(a_{1}^{2}\right. & \left.+2 a_{0} a_{2}-2 a_{2} y_{0}+1\right) x \\
& +\left(a_{0} a_{1}-a_{1} y_{0}-x_{0}\right)=0 . \tag{5}
\end{align*}
$$

Minimizing the distance therefore requires solution of a Cubic Equation.
see also Point-Point Distance-1-D, Point-Point Distance-2-D, Point-Point Distance-3-D

## Point-Set Topology

The low-level language of TOPOLOGY, which is not really considered a separate "branch" of Topology. Point-set topology, also called set-theoretic topology or general topology, is the study of the general abstract nature of continuity or "closeness" on Spaces. Basic point-set topological notions are ones like Continuity, Dimension, Compactness, and Connectedness. The Intermediate Value Theorem (which states that if a path in the real line connects two numbers, then it passes over every point between the two) is a basic topological result. Others are that Euclidean $n$-space is Homeomorphic to Euclidean $m$-space Iff $m=n$, and that Real valued functions achieve maxima and minima on Compact Sets.

Foundational point-set topological questions are ones like "when can a topology on a space be derived from a metric?" Point-set topology deals with differing notions of continuity and compares them, as well as dealing with their properties. Point-set topology is also the ground-level of inquiry into the geometrical properties of spaces and continuous functions between them, and in that sense, it is the foundation on which the remainder of topology (Algebraic, Differential, and LowDIMENSIONAL) stands.
see also Algebraic Topology, Differential Topology, Low-Dimensional Topology, Topology

## References

Sutherland, W. A. An Introduction to Metric EG Topological Spaces. New York: Oxford University Press, 1975.

## Points Problem

see Sharing Problem

## Pointwise Dimension

$$
D_{P}(\mathbf{x}) \equiv \lim _{\epsilon \rightarrow 0} \frac{\ln \mu\left(B_{\epsilon}(\mathbf{x})\right)}{\ln \epsilon},
$$

where $B_{\epsilon}(\mathbf{x})$ is an $n$-D Ball of Radius $\epsilon$ centered at $\mathbf{x}$ and $\mu$ is the Probability Measure.
see also Ball, Probability Measure
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## Poisson's Bessel Function Formula

For $\Re[\nu]>-1 / 2$,

$$
J_{\nu}(z)=\left(\frac{z}{2}\right)^{\nu} \frac{2}{\sqrt{\pi} \Gamma\left(\nu+\frac{1}{2}\right)} \int_{0}^{\pi / 2} \cos (z \cos t) \sin ^{2 \nu} t d t,
$$

where $J_{\nu}(z)$ is a Bessel Function of the First Kind, and $\Gamma(z)$ is the Gamma Function.
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## Poisson Bracket

Let $F$ and $G$ be infinitely differentiable functions of $x$ and $p$. Then the Poisson bracket is defined by

$$
(F, G)=\sum_{\nu=1}^{n}\left(\frac{\partial F}{\partial p_{\nu}} \frac{\partial G}{\partial x_{p}}-\frac{\partial G}{\partial p_{\nu}} \frac{\partial F}{\partial x_{\nu}}\right)
$$

If $F$ and $G$ are functions of $x$ and $p$ only, then the LAgrange Bracket $[F, G]$ collapses the Poisson bracket $(F, G)$.
see also Lagrange Bracket, Lie Bracket
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## Poisson-Charlier Function

$$
\rho_{n}(\nu, x) \equiv \frac{(1+\nu-n)_{n}}{\sqrt{n!x^{n}}}{ }_{1} F_{1}(-n ; 1+\nu-n ; x)
$$

where $(a)_{n}$ is a Pochhammer Symbol and ${ }_{1} F_{1}(a ; b ; z)$ is a Confluent Hypergeometric Function.
see also Poisson-Charlier Polynomial

## Poisson-Charlier Polynomial

Polynomials $p_{n}(x)$ which belong to the distribution $d \alpha(x)$ where $\alpha(x)$ is a Step FUnction with JUmp

$$
\begin{equation*}
j(x)=e^{-a} a^{x}(x!)^{-1} \tag{1}
\end{equation*}
$$

at $x=0,1, \ldots$ for $a>0$.

$$
\begin{align*}
p_{n}(x) & =a^{n / 2}(n!)^{-1 / 2} \sum_{\nu=0}^{n}(-1)^{n-\nu}\binom{n}{\nu} \nu!a^{-\nu}\binom{x}{\nu}  \tag{2}\\
& =a^{n / 2}(n!)^{-1 / 2}(-1)^{n}[j(x)]^{-1} \Delta^{n} j(x-n)  \tag{3}\\
& =a^{-n / 2} \sqrt{n!} L_{n}^{x-n}(a) \tag{4}
\end{align*}
$$

where $\binom{n}{k}$ is a Binomial Coefficient, $L_{n}^{k}(x)$ is an associated Laguerre Polynomial, and
$\Delta f(x)=f(x+1)-f(x)$
$\Delta^{n} f(x)=\Delta\left[\Delta^{n-1} f(x)\right]$
$=f(x+n)-\binom{n}{1} f(x+n-1)+\ldots+(-1)^{n} f(x)$.
see also Poisson-Charlier Function
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## Poisson Distribution



A Poisson distribution is a distribution with the following properties:

1. The number of changes in nonoverlapping intervals are independent for all intervals.
2. The probability of exactly one change in a sufficiently small interval $h \equiv 1 / n$ is $P=\nu h \equiv \nu / n$, where $\nu$ is the probability of one change and $n$ is the number of Trials.
3. The probability of two or more changes in a sufficiently small interval $h$ is essentially 0 .

The probability of $k$ changes in a given interval is then given by the limit of the Binomial Distribution

$$
\begin{equation*}
P(k)=\frac{n!}{k!(n-k)!}\left(\frac{\nu}{n}\right)^{k}\left(1-\frac{\nu}{n}\right)^{n-k} \tag{1}
\end{equation*}
$$

as the number of trials becomes very large,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P(k)= \\
& \begin{aligned}
\lim _{n \rightarrow \infty} \frac{n(n-1) \cdots(n-k-1) \nu^{k}}{k!}\left(1-\frac{\nu}{n}\right)^{n}\left(1-\frac{\nu}{n}\right)^{-k} \\
n^{k}
\end{aligned} \\
& \quad=(1)\left(\frac{\nu^{k}}{k!}\right)\left(e^{-\nu}\right)(1)=\frac{\nu^{k} e^{-\nu}}{k!} . \tag{2}
\end{align*}
$$

This should be normalized so that the sum of probabilities equals 1 . Indeed,

$$
\begin{equation*}
\sum_{k=0}^{\infty} P(k)=e^{\nu} \sum_{k=0}^{\infty} \frac{\nu^{k}}{k!}=e^{\nu} e^{-\nu}=1 \tag{3}
\end{equation*}
$$

as required. The ratio of probabilities is given by

$$
\begin{equation*}
\frac{P(k=i+1)}{P(k=i)}=\frac{\frac{\nu^{i+1} e^{-\nu}}{(i+1)!}}{\frac{i!}{e^{-\nu \nu^{i}}}}=\frac{\nu}{i+1} \tag{4}
\end{equation*}
$$

The Moment-Generating Function of this distribution is

$$
\begin{align*}
M(t) & =\sum_{k=0}^{\infty} e^{t k} \frac{\nu^{k} e^{-\nu}}{k!}=e^{-\nu} \sum_{k=0}^{\infty} \frac{\left(\nu e^{t}\right)^{k}}{k!} \\
& =e^{-\nu} e^{\nu e^{t}}=e^{\nu\left(e^{t}-1\right)}  \tag{5}\\
M^{\prime}(t) & =\nu e^{t} e^{\nu\left(e^{t}-1\right)}  \tag{6}\\
M^{\prime \prime}(t) & =\left(\nu e^{t}\right)^{2} e^{\nu\left(e^{t}-1\right)}+\nu e^{t} e^{\nu\left(e^{t}-1\right)}  \tag{7}\\
R(t) & \equiv \ln M(t)=\nu\left(e^{t}-1\right)  \tag{8}\\
R^{\prime}(t) & =\nu e^{t}  \tag{9}\\
R^{\prime \prime}(t) & =\nu e^{t} \tag{10}
\end{align*}
$$

so

$$
\begin{align*}
\mu & =R^{\prime}(0)=\nu  \tag{11}\\
\sigma^{2} & =R^{\prime \prime}(0)=\nu \tag{12}
\end{align*}
$$

The Moments about zero can also be computed directly

$$
\begin{align*}
& \mu_{2}^{\prime}=\nu(1+\nu)  \tag{13}\\
& \mu_{3}^{\prime}=\nu\left(1+3 \nu+\nu^{2}\right)  \tag{14}\\
& \mu_{4}^{\prime}=\nu\left(1+7 \nu+6 \nu^{2}+\nu^{3}\right) \tag{15}
\end{align*}
$$

as can the Moments about the MEan.

$$
\begin{align*}
& \mu_{1}=\nu  \tag{16}\\
& \mu_{2}=\nu  \tag{17}\\
& \mu_{3}=\nu  \tag{18}\\
& \mu_{4}=\nu(1+3 \nu), \tag{19}
\end{align*}
$$

so the Mean, Variance, Skewness, and Kurtosis are

$$
\begin{align*}
\mu & =\nu  \tag{20}\\
\sigma^{2} & =\nu  \tag{21}\\
\gamma_{1} & \equiv \frac{\mu_{3}}{\sigma^{3}}=\frac{\nu}{\nu^{3 / 2}}=\nu^{-1 / 2}  \tag{22}\\
\gamma_{2} & \equiv \frac{\mu_{4}}{\sigma^{4}}-3=\frac{\nu(1+3 \nu)}{\nu}-3 \\
& =\frac{\nu+3 \nu^{2}-3 \nu^{2}}{\nu^{2}}=\nu^{-1} \tag{23}
\end{align*}
$$

The Characteristic Function is

$$
\begin{equation*}
\phi(t)=e^{m\left(e^{i t}-1\right)} \tag{24}
\end{equation*}
$$

and the Cumulant-Generating Function is

$$
\begin{equation*}
K(h)=\nu\left(e^{h}-1\right)=\nu\left(h+\frac{1}{2!} h^{2}+\frac{1}{3!} h^{3}+\ldots\right) \tag{25}
\end{equation*}
$$

so

$$
\begin{equation*}
\kappa_{r}=\nu \tag{26}
\end{equation*}
$$

The Poisson distribution can also be expressed in terms of

$$
\begin{equation*}
\lambda \equiv \frac{\nu}{x} \tag{27}
\end{equation*}
$$

the rate of changes, so that

$$
\begin{equation*}
P(k)=\frac{(\lambda x)^{k} e^{-\lambda x}}{k!} \tag{28}
\end{equation*}
$$

The Moment-Generating Function of a Poisson distribution in two variables is given by

$$
\begin{equation*}
M(t)=e^{\left(\nu_{1}+\nu_{2}\right)\left(e^{t}-1\right)} \tag{29}
\end{equation*}
$$

If the independent variables $x_{1}, x_{2}, \ldots, x_{N}$ have Poisson distributions with parameters $\mu_{1}, \mu_{2}, \ldots, \mu_{N}$, then

$$
\begin{equation*}
X=\sum_{j=1}^{N} x_{j} \tag{30}
\end{equation*}
$$

has a Poisson distribution with parameter

$$
\begin{equation*}
\mu=\sum_{j=1}^{N} \mu_{j} \tag{31}
\end{equation*}
$$

This can be seen since the Cumulant-Generating Function is

$$
\begin{gather*}
K_{j}(h)=\mu_{j}\left(e^{h}-1\right)  \tag{32}\\
K \equiv \sum_{j} K_{j}(h)=\left(e^{h}-1\right) \sum_{j} \mu_{j}=\mu\left(e^{h}-1\right) \tag{33}
\end{gather*}
$$
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## Poisson's Equation

A second-order Partial Differential Equation arising in physics:

$$
\nabla^{2} \psi=-4 \pi \rho
$$

If $\rho=0$, it reduces Laplace's Equation. It is also related to the Helmholtz Differential Equation

$$
\nabla^{2} \psi+k^{2} \psi=0
$$

see also Helmholtz Differential Equation, LaPLACE'S EQUATION
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## Poisson's Harmonic Function Formula

Let $\phi(z)$ be a Harmonic Function. Then

$$
\begin{equation*}
\phi\left(z_{0}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} K(r, \theta) \phi\left(z_{0}+r e^{i \theta}\right) d \theta \tag{1}
\end{equation*}
$$

where $R=\left|z_{0}\right|$ and $K(r, \theta)$ is the Poisson Kernel. For a Circle,

$$
\begin{align*}
& u(x, y)=\frac{1}{2 \pi} \int_{0}^{2 \pi} u(a \cos \phi, a \sin \phi) \\
& \frac{a^{2}-R^{2}}{a^{2}+R^{2}-2 a r \cos (\theta-\phi)} d \phi \tag{2}
\end{align*}
$$

For a Sphere,

$$
\begin{equation*}
u(x, y, z)=\frac{1}{4 \pi a} \iint_{S} u \frac{a^{2}-R^{2}}{\left(a^{2}+R^{2}-2 a R \cos \theta\right)^{3 / 2}} d S \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\cos \theta \equiv \mathbf{x} \cdot \boldsymbol{\xi} \tag{4}
\end{equation*}
$$

see also Circle, Harmonic Function, Poisson Kernel, Sphere
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## Poisson Integral

A.k.a. Bessel's Second Integral.

$$
J_{n}(z)=\frac{\left(\frac{1}{2}\right)^{n}}{\Gamma\left(n+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \int_{0}^{\pi} \cos (z \cos \theta) \sin ^{2 n} \theta d \theta
$$

where $J_{n}(z)$ is a Bessel Function of the First Kind and $\Gamma(x)$ is a Gamma Function. It can be derived from Sonine's Integral. With $n=0$, the integral becomes Parseval's Integral.
see also Bessel Function of the First Kind, Parseval's Integral, Sonine's Integral

## Poisson Integral Representation

$$
j_{n}(z)=\frac{z^{n}}{2^{n+1} n!} \int_{0}^{\pi} \cos (z \cos \theta) \sin ^{2 n+1} \theta d \theta
$$

where $j_{n}(z)$ is a Spherical Bessel Function of the First Kind.

## Poisson Kernel

In 2-D,

$$
\begin{align*}
K(r, \theta) & \equiv \Re\left(\frac{R+r e^{i \theta}}{R-r e^{i \theta}}\right) \\
& =\Re\left[\frac{\left(R+r e^{i \theta}\right)\left(R-r e^{-i \theta}\right)}{\left(R-r e^{i \theta}\right)\left(R-r e^{-i \theta}\right)}\right] \\
& =\Re\left[\frac{R^{2}-r R\left(e^{i \theta}-e^{-i \theta}\right)-r^{2}}{R^{2}-r R\left(e^{i \theta}+e^{-i \theta}\right)+r^{2}}\right] \\
& =\Re\left[\frac{R^{2}+2 i r R \sin \theta-r^{2}}{R^{2}-2 R r \cos \theta+r^{2}}\right] \\
& =\frac{R^{2}-r^{2}}{R^{2}-2 R r \cos \theta+r^{2}} . \tag{1}
\end{align*}
$$

In 3-D,

$$
\begin{align*}
u(\mathbf{y})= & \frac{R\left(R^{2}-a^{2}\right)}{4 \pi} \\
& \times \int_{0}^{2 \pi} \int_{0}^{\pi} \frac{f(\theta, \phi) \sin \theta d \theta d \phi}{\left(R^{2}+a^{2}-2 a R \cos \gamma\right)^{3 / 2}} \tag{2}
\end{align*}
$$

where $a=|\mathbf{y}|$ and

$$
\cos \gamma=\mathbf{y} \cdot\left[\begin{array}{c}
R \cos \theta \sin \phi  \tag{3}\\
R \sin \theta \sin \phi \\
R \cos \phi
\end{array}\right]
$$

The Poisson kernel for the $n$-Ball is

$$
\begin{equation*}
P(\mathbf{x}, \mathbf{z})=\frac{1}{2-n}\left(D_{\mathbf{n}} \mathbf{v}\right)(\mathbf{z}) \tag{4}
\end{equation*}
$$

where $D_{\mathbf{n}}$ is the outward normal derivative at point $\mathbf{z}$ on a unit $n$-SPHERE and

$$
\begin{equation*}
\mathbf{v}(\mathbf{z})=|\mathbf{z}-\mathbf{x}|^{2-n}-|\mathbf{x}|^{2-n}\left|\frac{\mathbf{x}}{|\mathbf{x}|^{2}}\right|^{2-n} \tag{5}
\end{equation*}
$$

## see also Poisson's Harmonic Function Formula
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## Poisson Manifold

A smooth Manifold with a Poisson Bracket defined on its Function Space.

## Poisson Sum Formula

A special case of the general result

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} f(x+n)=\sum_{k=-\infty}^{\infty} e^{2 \pi i k x} \int_{-\infty}^{\infty} f\left(x_{1}\right) e^{-2 \pi i k x} d x_{1} \tag{1}
\end{equation*}
$$

with $x=0$, yielding

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} f(n)=\sum_{k=-\infty}^{\infty} \int_{-\infty}^{\infty} f\left(x_{1}\right) e^{-2 \pi i k x} d x_{1} \tag{2}
\end{equation*}
$$

An alternate form is

$$
\begin{equation*}
\frac{1}{2}+\sum_{n=1}^{\infty} e^{-(n x)^{2}}=\frac{\sqrt{\pi}}{x}\left[\frac{1}{2}+\sum_{n=1}^{\infty} e^{-(n \pi / x)^{2}}\right] \tag{3}
\end{equation*}
$$

Another formula called the Poisson summation formula is

$$
\begin{align*}
& \sqrt{\alpha}\left[\frac{1}{2} \phi(0)+\phi(\alpha)+\phi(2 \alpha)+\ldots\right] \\
& \quad=\sqrt{\beta}\left[\frac{1}{2} \psi(0)+\psi(\beta)+\psi(2 \beta)+\ldots\right] \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
\psi(x) & =\sqrt{\frac{2}{\pi}} \int_{0}^{\infty} \psi(t) \cos (x t) d t  \tag{5}\\
\alpha \beta & =2 \pi \tag{6}
\end{align*}
$$

## Poisson Trials

A number $s$ Trials in which the probability of success $p_{i}$ varies from trial to trial. Let $x$ be the number of successes, then

$$
\begin{equation*}
\operatorname{var}(x)=s p q-s \sigma_{p}{ }^{2} \tag{1}
\end{equation*}
$$

where $\sigma_{p}{ }^{2}$ is the VARIANCE of $p_{i}$ and $q \equiv(1-p)$. Uspensky has shown that

$$
\begin{equation*}
P(s, x)=\beta \frac{m^{x} e^{-m}}{x!} \tag{2}
\end{equation*}
$$

where

$$
\begin{align*}
\beta & =[1-\theta g(x)] e^{h(x)}  \tag{3}\\
g(x) & =\frac{(s-x) m^{3}}{3(s-m)^{3}}+\frac{x^{3}}{2 s(s-x)}  \tag{4}\\
h(x) & =\frac{m x}{s}-\frac{m^{2}}{2 s^{2}}(s-x)-\frac{x(x-1)}{2 s} \\
& =p\left[\frac{x}{2}\left(1+\frac{1}{m}\right)-\frac{(x-m)^{2}}{2 m}\right] \tag{5}
\end{align*}
$$

and $\theta \in(0,1)$. The probability that the number of successes is at least $x$ is given by

$$
\begin{equation*}
Q_{m}(x)=\sum_{r=x}^{\infty} \frac{m^{r} e^{-m}}{r!} \tag{6}
\end{equation*}
$$

Uspensky gives the true probability that there are at least $x$ successes in $s$ trials as

$$
\begin{equation*}
P_{m s}(x)=-Q_{m}(x)+\Delta \tag{7}
\end{equation*}
$$

where

$$
\begin{align*}
&|\Delta|< \begin{cases}\left(e^{\chi}-1\right) Q_{m}(x+1) & \text { for } Q_{m}(x+1) \geq \frac{1}{2} \\
\left(e^{\chi}-1\right)\left[1-Q_{m}(x+1)\right] & \text { for } Q_{m}(x+1) \leq \frac{1}{2}\end{cases} \\
& \chi=\frac{m+\frac{1}{4}+\frac{m^{3}}{s}}{2(s-m)} \tag{8}
\end{align*}
$$

## Poke Move



The Reidemeister Move of type II. see also Reidemeister Moves
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## Poker

Poker is a CARD game played with a normal deck of 52 Cards. Sometimes, additional cards called "jokers" are also used. In straight or draw poker, each player is normally dealt a hand of five cards. Depending on the variant, players then discard and redraw CARDS, trying to improve their hands. Bets are placed at each discard step. The number of possible distinct five-card hands is

$$
N=\binom{52}{5}=2,598,960
$$

where $\binom{n}{k}$ is a Binomial Coefficient.
There are special names for specific types of hands. A royal flush is an ace, king, queen, jack, and 10, all of one suit. A straight flush is five consecutive cards all of the same suit (but not a royal flush), where an ace may count as either high or low. A full house is three-of-akind and a pair. A flush is five cards of the same suit (but not a royal flush or straight flush). A straight is five consecutive cards (but not a royal flush or straight flush), where an ace may again count as either high or low.

The probabilities of being dealt five-card poker hands of a given type (before discarding and with no jokers) on the initial deal are given below (Packel 1981). As usual, for a hand with probability $P$, the ODDS against being dealt it are $(1 / r)-1: 1$.

| Hand | Exact Probability |
| :---: | :---: |
| royal flush | $\frac{4}{N}=\frac{1}{649,740}$ |
| straight flush | $\frac{4(10)-4}{N}=\frac{3}{216,580}$ |
| four of a kind | $\frac{13(48)}{N}=\frac{1}{4,165}$ |
|  |  |
| full house | $\frac{N}{N}=\frac{6}{4,165}$ |
| flush | $4\binom{13}{5}-36-4=1,277$ |
|  |  |
| straight | $\frac{10\left(4^{5}\right)-36-4}{N}=\frac{5}{1,274}$ |
|  | $\frac{13\binom{4}{3} \frac{(48)(44)}{2!}}{(4)}=\frac{88}{4}$ |
| ee of a kin | $\frac{13)}{{ }_{13}\binom{4}{2}^{12\binom{4}{2}}}=\frac{80}{4,165}$ |
| two pair |  |
|  | ) |
| one pair | $N^{3!}=\frac{35}{83}$ |
|  |  |
| Hand | Probability Odds |
| royal flush | $1.54 \times 10^{-6} \quad 649,739.0: 1$ |
| straight flush | $1.39 \times 10^{-5} \quad 72,192.3: 1$ |
| four of a kind | $2.40 \times 10^{-4} \quad 4,164.0: 1$ |
| full house | $1.44 \times 10^{-3} \quad 693.2: 1$ |
| flush | $1.97 \times 10^{-3} \quad 507.8: 1$ |
| straight | $3.92 \times 10^{-3} \quad 253.8: 1$ |
| three of a kind | 0.0211 46.3:1 |
| two pair | 0.0475 20.0:1 |
| one pair | $0.423 \quad 1.366: 1$ |

Gadbois (1996) gives probabilities for hands if two jokers are included, and points out that it is impossible to rank
hands in any single way which is consistent with the relative frequency of the hands.

## see also Bridge Card Game, Cards

## References

Cheung, Y. L. "Why Poker is Played with Five Cards." Math. Gaz. 73, 313-315, 1989.
Conway, J. H. and Guy, R. K. "Choice Numbers with Repetitions." In The Book of Numbers. New York: SpringerVerlag, pp. 70-71, 1996.
Gadbois, S. "Poker with Wild Cards-A Paradox?" Math. Mag. 69, 283-285, 1996.
Jacoby, O. Oswald Jacoby on Poker. New York: Doubleday, 1981.

Packel, E. W. The Mathematics of Games and Gambling. Washington, DC: Math. Assoc. Amer., 1981.

## Polar



If two points $A$ and $A^{\prime}$ are Inverse with respect to a Circle (the Inversion Circle), then the straight line through $A^{\prime}$ which is Perpendicular to the line of the points $A A^{\prime}$ is called the polar of $A$ with respect to the Circle, and $A$ is called the Pole of the polar.
see also Apollonius' Problem, Inverse Points, Inversion Circle, Polarity, Pole, Trilinear Polar
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Dörrie, H. 100 Great Problems of Elementary Mathematics: Their History and Solutions. New York: Dover, p. 157, 1965.

Johnson, R. A. Modern Geometry: An Elementary Treatise on the Geometry of the Triangle and the Circle. Boston, MA: Houghton Mifflin, pp. 100-106, 1929.

## Polar Angle

The Angle a point makes from the Origin as measured from the $x$-Axis.

## see also Polar Coordinates

## Polar Circle

Given a Triangle, the polar circle has center at the Orthocenter $H$. Call $H_{i}$ the Feet of the Altitude. Then the Radius is

$$
\begin{align*}
r^{2} & =\overline{H A_{1}} \cdot \overline{H H_{1}}=\overline{H A_{2}} \cdot \overline{H H_{2}}=\overline{H A_{2}} \cdot \overline{H H_{2}}  \tag{1}\\
& =-4 R^{2} \cos \alpha_{1} \cos \alpha_{2} \cos \alpha_{3}  \tag{2}\\
& =\frac{1}{2}\left(a_{1}{ }^{2}+{a_{2}}^{2}+a_{3}^{2}\right)-4 R^{2} \tag{3}
\end{align*}
$$

where $R$ is the Circumradius, $\alpha_{i}$ the Vertex angles, and $a_{i}$ the corresponding side lengths.

A Triangle is self-conjugate with respect to its polar circle. Also, the Radical Axis of any two polar circles is the Altitude from the third Vertex. Any two polar circles of an Orthocentric System are orthogonal. The polar circles of the triangles of a Complete Quadrilateral constitute a Coaxal System conjugate to that of the circles on the diagonals.
see also Coaxal System, Orthocentric System, Polar, Pole, Radical Axis
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## Polar Coordinates

The polar coordinates $r$ and $\theta$ are defined by

$$
\begin{align*}
& x=r \cos \theta  \tag{1}\\
& y=r \sin \theta . \tag{2}
\end{align*}
$$

In terms of $x$ and $y$,

$$
\begin{align*}
r & =\sqrt{x^{2}+y^{2}}  \tag{3}\\
\theta & =\tan ^{-1}\left(\frac{y}{x}\right) \tag{4}
\end{align*}
$$

The Arc Length of a polar curve given by $r=r(\theta)$ is

$$
\begin{equation*}
s=\int_{\theta_{1}}^{\theta_{2}} \sqrt{r^{2}+\left(\frac{d r}{d \theta}\right)^{2}} d \theta \tag{5}
\end{equation*}
$$

The Line Element is given by

$$
\begin{equation*}
d s^{2}=r^{2} d \theta^{2} \tag{6}
\end{equation*}
$$

and the Area element by

$$
\begin{equation*}
d A=r d r d \theta \tag{7}
\end{equation*}
$$

The Area enclosed by a polar curve $r=r(\theta)$ is

$$
\begin{equation*}
A=\frac{1}{2} \int_{\theta_{1}}^{\theta_{2}} r^{2} d \theta \tag{8}
\end{equation*}
$$

The Slope of a polar function $r=r(\theta)$ at the point $(r, \theta)$ is given by

$$
\begin{equation*}
m=\frac{r+\tan \theta \frac{d r}{d \theta}}{-r \tan \theta+\frac{d r}{d \theta}} . \tag{9}
\end{equation*}
$$

The Angle between the tangent and radial line at the point $(r, \theta)$ is

$$
\begin{equation*}
\psi=\tan ^{-1}\left(\frac{r}{\frac{d r}{d \theta}}\right) \tag{10}
\end{equation*}
$$

A polar curve is symmetric about the $x$-axis if replacing $\theta$ by $-\theta$ in its equation produces an equivalent equation, symmetric about the $y$-axis if replacing $\theta$ by $\pi-\theta$ in its equation produces an equivalent equation, and symmetric about the origin if replacing $r$ by $-r$ in its equation produces an equivalent equation.

In Cartesian coordinates, the Position Vector and its derivatives are

$$
\begin{align*}
\mathbf{r}= & \sqrt{x^{2}+y^{2}} \hat{\mathbf{r}}  \tag{11}\\
\dot{\mathbf{r}}= & \dot{\hat{\mathbf{r}}} \sqrt{x^{2}+y^{2}}+\hat{\mathbf{r}}\left(x^{2}+y^{2}\right)^{-1 / 2}(x \dot{x}+y \dot{y})  \tag{12}\\
\hat{\mathbf{r}}= & \frac{x \hat{\mathbf{x}}+y \hat{\mathbf{y}}}{\sqrt{x^{2}+y^{2}}}  \tag{13}\\
\dot{\hat{\mathbf{r}}}= & \frac{\dot{x} \hat{\mathbf{x}}+\dot{y} \hat{\mathbf{y}}}{\sqrt{x^{2}+y^{2}}} \\
& -\frac{1}{2}\left(x^{2}+y^{2}\right)^{-3 / 2}(2)(x \dot{x}+y \dot{y})(x \hat{\mathbf{x}}+y \hat{\mathbf{y}}) \\
= & \frac{(x \dot{y}-y \dot{x})(x \hat{\mathbf{y}}-y \hat{\mathbf{x}})}{\left(x^{2}+y^{2}\right)^{3 / 2}} . \tag{14}
\end{align*}
$$

In polar coordinates, the Unit Vectors and their derivatives are

$$
\begin{align*}
\mathbf{r} & \equiv\left[\begin{array}{c}
r \cos \theta \\
r \sin \theta
\end{array}\right]  \tag{15}\\
\hat{\mathbf{r}} & \equiv \frac{\frac{d \mathbf{r}}{d r}}{\left|\frac{d \mathbf{r}}{d r}\right|}=\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right]  \tag{16}\\
\hat{\boldsymbol{\theta}} & \equiv \frac{\frac{d \boldsymbol{\theta}}{d \theta}}{\left|\frac{d \boldsymbol{\theta}}{d \theta}\right|}=\left[\begin{array}{c}
-\sin \theta \\
\cos \theta
\end{array}\right]  \tag{17}\\
\dot{\hat{\mathbf{r}}} & =\left[\begin{array}{c}
-\sin \theta \dot{\theta} \\
\cos \theta \dot{\theta}
\end{array}\right]=\dot{\theta} \hat{\boldsymbol{\theta}}  \tag{18}\\
\dot{\hat{\boldsymbol{\theta}}} & =\left[\begin{array}{c}
-\cos \theta \dot{\theta} \\
-\sin \theta \dot{\theta}
\end{array}\right]=-\dot{\theta} \hat{\mathbf{r}}  \tag{19}\\
\dot{\mathbf{r}} & =\left[\begin{array}{c}
-r \sin \theta \dot{\theta}+\cos \theta \dot{r} \\
r \cos \theta \dot{\theta}+\sin \theta \dot{r}
\end{array}\right]=r \dot{\theta} \hat{\boldsymbol{\theta}}+\dot{r} \hat{\mathbf{r}}  \tag{20}\\
\ddot{\mathbf{r}} & =\dot{r} \dot{\theta} \hat{\boldsymbol{\theta}}+r \ddot{\theta} \hat{\boldsymbol{\theta}}+r \dot{\dot{\theta}}+\ddot{\boldsymbol{\theta}}+\ddot{r} \hat{\mathbf{r}}+\dot{r} \dot{\hat{\mathbf{r}}} \\
& =\dot{r} \dot{\theta} \hat{\boldsymbol{\theta}}+\dot{r} \ddot{\theta} \hat{\boldsymbol{\theta}}+r \dot{\theta}(-\dot{\theta} \hat{\mathbf{r}})+\ddot{r} \hat{\mathbf{r}}+\dot{r} \dot{\theta} \hat{\boldsymbol{\theta}} \\
& =\left(\ddot{r}-r \dot{\theta}^{2}\right) \hat{\mathbf{r}}+(2 \dot{r} \dot{\theta}+r \ddot{\theta}) \hat{\boldsymbol{\theta}} \\
& =\left(\ddot{r}-r \dot{\theta}^{2}\right) \hat{\mathbf{r}}+\frac{1}{r} \frac{d}{d t}\left(r^{2} \dot{\theta}\right) \hat{\boldsymbol{\theta}} \tag{21}
\end{align*}
$$

see also Cardioid, Circle, Cissoid, Conchoid, Curvilinear Coordinates, Cylindrical Coordinates, Equiangular Spiral, Lemniscate, Limaçon, Rose

## Polar Line

see Polar

## Polarity

A projective Correlation of period two. In a polarity, $a$ is called the Polar of $A$, and $A$ the Pole $a$.
see also Chasles's Theorem, Correlation, Polar, Pole (Geometry)

## Pole

A Complex function $f$ has a pole of order $m$ at $z_{0}$ if, in the Laurent Series, $a_{n}=0$ for $n<-m$ and $a_{m} \neq 0$. Equivalently, $f$ has a pole of order $n$ at $z_{0}$ if $n$ is the smallest Positive Integer for which $\left(z-z_{0}\right)^{n} f(z)$ is differentiable at $z_{0}$. If $f( \pm \infty) \neq \pm \infty$, there is no pole at $\pm \infty$. Otherwise, the order of the pole is the greatest Positive Coefficient in the Laurent Series.

This is equivalent to finding the smallest $n$ such that

$$
\frac{\left(z-z_{0}\right)^{n}}{f(z)}
$$

is differentiable at 0 .

## see also Laurent Series, Residue (Complex AnalYSIS)
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## Pole (Geometry)



If two points $A$ and $A^{\prime}$ are Inverse with respect to a Circle (the Inversion Circle), then the straight line through $A^{\prime}$ which is Perpendicular to the line of the points $A A^{\prime}$ is called the Polar of the $A$ with respect to the Circle, and $A$ is called the pole of the Polar.
see also Inverse Points, inversion Circle, Polar, Polarity, Trilinear Polar
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## Pole (Origin)

see Origin

## Policeman on Point Duty Curve

see Cruciform

## Polignac's Conjecture

see de Polignac's Conjecture

## Polish Space

The Homeomorphic image of a so-called "complete separable" Metric Space. The continuous image of a Polish space is called a Souslin Set.
see also Descriptive Set Theory, Standard Space

## Pollaczek Polynomial

Let $a>|b|$, and write

$$
\begin{equation*}
h(\theta)=\frac{a \cos \theta+b}{2 \sin \theta} . \tag{1}
\end{equation*}
$$

Then define $P_{n}(x ; a, b)$ by the Generating Function

$$
\begin{align*}
f(x, w) & =f(\cos \theta, w)=\sum_{n=0}^{\infty} P_{n}(x ; a, b) w^{n} \\
& =\left(1-w e^{i \theta}\right)^{-1 / 2+i h(\theta)}\left(1-w e^{i \theta}\right)^{-1 / 2-i h(\theta)} \tag{2}
\end{align*}
$$

The Generating Function may also be written

$$
\begin{align*}
& f(x, w)=\left(1-2 x w+w^{2}\right)^{-1 / 2} \\
& \exp \left[(a x+b) \sum_{m=1}^{\infty} \frac{w^{m}}{m} U_{m-1}(x)\right] \tag{3}
\end{align*}
$$

where $U_{m}(x)$ is a Chebyshev Polynomial of the Second Kind. They satisfy the Recurrence RelaTION

$$
\begin{align*}
n P_{n}(x ; a, b)=[(2 n-1+2 a) & x+2 b] P_{n-1}(x ; a, b) \\
& -(n-1) P_{n-2}(x ; a, b) \tag{4}
\end{align*}
$$

for $n=2,3, \ldots$ with

$$
\begin{align*}
& P_{0}=1  \tag{5}\\
& P_{1}=(2 a+1) x+2 b \tag{6}
\end{align*}
$$

In terms of the Hypergeometric Function ${ }_{2} F_{1}(a, b ; c ; x)$,

$$
\begin{equation*}
P_{n}(\cos \theta ; a ; b)=e^{i n \theta} F_{1}\left(-n, \frac{1}{2}+i h(\theta) ; 1 ; 1-e^{-2 i \theta}\right) . \tag{7}
\end{equation*}
$$

They obey the orthogonality relation

$$
\begin{align*}
\int_{-1}^{1} P_{n}(x ; a, b) P_{m}(x ; a, b) w & (x ; a, b) d x \\
& =\left[n+\frac{1}{2}(a+1)\right]^{-1} \delta_{n m} \tag{8}
\end{align*}
$$

where $\delta_{n m}$ is the Kronecker Delta, for $n, m=0,1$, ..., with the Weight Function

$$
\begin{equation*}
w(\cos \theta ; a, b)=e^{(2 \theta-\pi) h(\theta)}\{\cosh [\pi h(\theta)]\}^{-1} \tag{9}
\end{equation*}
$$
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## Pollard Monte Carlo Factorization Method <br> see Pollard $\rho$ Factorization Method

## Pollard $p-1$ Factorization Method

A Prime Factorization Algorithm which can be implemented in a single-step or double-step form. In the single-step version, Primes $p$ are found if $p-1$ is a product of small Primes by finding an $m$ such that

$$
m \equiv c^{q}(\bmod n),
$$

where $p-1 \mid q$, with $q$ a large number and $(c, n)=1$. Then since $p-1 \mid q, m \equiv 1(\bmod p)$, so $p \mid m-1$. There is therefore a good chance that $n \nmid m-1$, in which case $\operatorname{GCD}(m-1, n)$ (where GCD is the Greatest Common DIVISOR) will be a nontrivial divisor of $n$.

In the double-step version, a Primes $p$ can be factored if $p-1$ is a product of small Primes and a single larger Prime.
see also Prime Factorization Algorithms, Williams $p+1$ Factorization Method
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## Pollard $\rho$ Factorization Method

A Prime Factorization Algorithm also known as Pollard Monte Carlo Factorization Method. Let $x_{0}=2$, then compute

$$
x_{i+1}=x_{i}{ }^{2}-x_{i}+1(\bmod n)
$$

If $\operatorname{GCD}\left(x_{2 i}-x_{i}, n\right)>1$, then $n$ is Composite and its factors are found. In modified form, it becomes Brent's Factorization Method. In practice, almost any unfactorable Polynomial can be used for the iteration ( $x^{2}-2$, however, cannot). Under worst conditions, the Algorithm can be very slow.
see also Brent's Factorization Method, Prime Factorization Algorithms
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## Poloidal Field

A Vector Field resembling a magnetic multipole which has a component along the $z$-Axis of a SpHERE and continues along lines of Longitude.
see also Divergenceless Field, Toroidal Field
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## Pólya-Burnside Lemma

see Pólya Enumeration Theorem

## Pólya Conjecture

Let $n$ be a Positive Integer and $r(n)$ the number of (not necessarily distinct) Prime Factors of $n$ (with $r(1)=0)$. Let $O(m)$ be the number of Positive InteGERS $\leq m$ with an ODD number of Prime factors, and $E(m)$ the number of Positive Integers $\leq m$ with an Even number of Prime factors. Pólya conjectured that

$$
L(m) \equiv E(m)-O(m)=\sum_{n=1}^{m} \lambda(n)
$$

is $\leq 0$, where $\lambda(n)$ is the Liouville Function.
The conjecture was made in 1919 , and disproven by Haselgrove (1958) using a method due to Ingham (1942). Lehman (1960) found the first explicit counterexample, $L(906,180,359)=1$, and the smallest counterexample $m=906,150,257$ was found by Tanaka (1980). The first $n$ for which $L(n)=0$ are $n=2,4,6,10,16,26,40,96$, $586,906150256, \ldots$ (Tanaka 1980, Sloane's A028488). It is unknown if $L(x)$ changes sign infinitely often (Tanaka 1980).
see also Andrica's Conjecture, Liouville Function, Prime Factors
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## Pólya Distribution

see Negative Binomial Distribution

## Pólya Enumeration Theorem

A very general theorem which allows the number of discrete combinatorial objects of a given type to be enumerated (counted) as a function of their "order." The most common application is in the counting of the number of Graphs of $n$ nodes, Trees and Rooted Trees with $n$ branches, Groups of order $n$, etc. The theorem is an extension of Burnside's Lemma and is sometimes also called the Pólya-Burnside Lemma.
see also Burnside's Lemma, Graph (Graph Theory), Group, Rooted Tree, Tree
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## Pólya Polynomial

The Polynomial giving the number of colorings, with $m$ colors, of a structure defined by a Permutation Group.
see also Permutation Group, Pólya Enumeration Theorem

## Pólya's Random Walk Constants

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
Let $p(d)$ be the probability that a Random Walk on a $d$-D lattice returns to the origin. Pólya (1921) proved that

$$
\begin{equation*}
p(1)=p(2)=1 \tag{1}
\end{equation*}
$$

but

$$
\begin{equation*}
p(d)<1 \tag{2}
\end{equation*}
$$

for $d>2$. Watson (1939), McCrea and Whipple (1940), Domb (1954), and Glasser and Zucker (1977) showed that

$$
\begin{equation*}
p(3)=1-\frac{1}{u(3)}=0.3405373296 \ldots \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
u(3)= & \frac{3}{(2 \pi)^{3}} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{d x d y d z}{3-\cos x-\cos y-\cos z} \\
= & \frac{12}{\pi^{2}}(18+12 \sqrt{2}-10 \sqrt{3}-7 \sqrt{6})  \tag{4}\\
& \times\{K[(2-\sqrt{3})(\sqrt{3}-\sqrt{2})]\}^{2}  \tag{5}\\
= & 3(18+12 \sqrt{2}-10 \sqrt{3}-7 \sqrt{6}) \\
& \times\left[1+2 \sum_{k=1}^{\infty} \exp \left(-k^{2} \pi \sqrt{6}\right)\right]^{4}  \tag{6}\\
= & \frac{\sqrt{6}}{32 \pi^{3}} \Gamma\left(\frac{1}{24}\right) \Gamma\left(\frac{5}{24}\right) \Gamma\left(\frac{7}{24}\right) \Gamma\left(\frac{11}{24}\right)  \tag{7}\\
= & 1.5163860592 \ldots, \tag{8}
\end{align*}
$$

where $K(k)$ is a complete Elliptic Integral of the First Kind and $\Gamma(z)$ is the Gamma Function. Closed forms for $d>3$ are not known, but Montroll (1956) showed that

$$
\begin{equation*}
p(d)=1-[u(d)]^{-1} \tag{9}
\end{equation*}
$$

where

$$
\begin{align*}
u(d)=\frac{d}{(2 \pi)^{d}} & \underbrace{\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi}}_{d}\left(d-\sum_{k=1}^{d} \cos x_{k}\right)^{-1} \\
& \times d x_{1} d x_{2} \cdots d x_{d} \\
& =\int_{0}^{\infty}\left[I_{0}\left(\frac{t}{d}\right)\right]^{d} e^{-t} d t \tag{10}
\end{align*}
$$

and $I_{0}(z)$ is a Modified Bessel Function of the First Kind. Numerical values from Montroll (1956) and Flajolet (Finch) are

$$
\begin{array}{ll}
\hline d & p(d) \\
\hline \hline 4 & 0.20 \\
5 & 0.136 \\
6 & 0.105 \\
7 & 0.0858 \\
8 & 0.0729 \\
\hline
\end{array}
$$

## see also RANDom Walk
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## Pólya-Vinogradov Inequality

Let $\chi$ be a nonprincipal character $(\bmod q)$. Then

$$
\sum_{n=M+1}^{M+N} \chi(n) \ll \sqrt{q} \ln q
$$

where $\ll$ indicates MUCH LESS than.
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## Polyabolo

An analog of the Polyomino composed of $n$ Isosceles Right Triangles joined along edges of the same length. The number of polyaboloes composed of $n$ triangles are $1,3,4,14,30,107,318,1106,3671, \ldots$ (Sloane's A006074).
see also Diabolo, Hexabolo, Pentabolo, Tetrabolo, Triabolo

## References

Sloane, N. J. A. Sequence A006074/M2379 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Polyconic Projection



$$
\begin{align*}
& x=\cot \phi \sin E  \tag{1}\\
& y=\left(\phi-\phi_{0}\right)+\cot \phi(1-\cos E) \tag{2}
\end{align*}
$$

where

$$
\begin{equation*}
E=\left(\lambda-\lambda_{0}\right) \sin \phi \tag{3}
\end{equation*}
$$

The inverse Formulas are

$$
\begin{equation*}
\lambda=\frac{\sin ^{-1}(x \tan \phi)}{\sin \phi}+\lambda_{0} \tag{4}
\end{equation*}
$$

and $\phi$ is determined from

$$
\begin{equation*}
\Delta \phi=-\frac{A(\phi \tan \phi+1)-\phi-\frac{1}{2}\left(\phi^{2}+B\right) \tan \phi}{\frac{\phi-A}{\tan \phi}-1} \tag{5}
\end{equation*}
$$

where $\phi_{0}=A$ and

$$
\begin{align*}
& A=\phi_{0}+y  \tag{6}\\
& B=x^{2}+A^{2} . \tag{7}
\end{align*}
$$
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## Polycube



3-D generalization of the Polyominoes to $n$ - D . The number of polycubes $N(n)$ composed of $n$ Cubes are 1, $1,2,8,29,166,1023, \ldots$ (Sloane's A000162, Ball and Coxeter 1987).
see also Conway Puzzle, Cube Dissection, Diabolical Cube, Slothouber-Graatsma Puzzle, Soma Cube
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## Polydisk

Let $\mathbf{c}=\left(c_{1}, \ldots, c_{n}\right)$ be a point in $\mathbb{C}^{n}$, then the open polydisk is defined by

$$
S=\left\{z:\left|z_{j}-c_{j}\right|<\left|z_{j}^{0}-c_{j}\right|\right\}
$$

for $j=1, \ldots, n$.
see also DISK, Open DISK
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## Polygamma Function

The polygamma function is sometimes denoted $F_{m}(z)$, and sometimes $\psi_{m}(z)$. In $F_{m}(z)$ notation,

$$
\begin{align*}
F_{m}(z) & \equiv \frac{d^{m+1}}{d z^{m+1}} \ln z!  \tag{1}\\
& =(-1)^{m+1} m!\sum_{n=0}^{\infty} \frac{1}{(z+n)^{m+1}}  \tag{2}\\
& =(-1)^{m+1} m!\zeta(m+1, z), \tag{3}
\end{align*}
$$

where $\zeta(a, z)$ is the Hurwitz Zeta Function. In the $\psi_{m}$ Notation (the form returned by the PolyGamma[m,z] function in Mathematica ${ }^{\circledR}$; Wolfram Research, Champaign, IL),

$$
\begin{align*}
\psi_{m}(z) & =\frac{d^{m+1}}{d z^{m+1}} \ln [\Gamma(z)] \\
& =\frac{d^{m}}{d z^{m}} \frac{\Gamma^{\prime}(z)}{\Gamma(z)}=\frac{d^{m}}{d z^{m}} \Psi(z) \tag{4}
\end{align*}
$$

where $\Gamma(z)$ is the Gamma Function and $\Psi(z)$ is the Digamma Function. $\psi_{m}(z)$ is therefore related to $F_{m}(z)$ by

$$
\begin{equation*}
\psi_{m}(z)=F_{m}(z-1) \tag{5}
\end{equation*}
$$

The function $\psi_{0}(z)$ is equivalent to the Digamma FuncTION $\Psi(z)$. Note that Morse and Feshbach (1953) adopt a notation no longer in standard use in which Morse and Feshbach's $\psi_{m}(z)$ is equal to the above $\psi_{m-1}(z)$.
The polygamma function obeys the Recurrence Relation

$$
\begin{equation*}
\psi_{n}(z+1)=\psi_{n}(z)+(-1)^{n} n!z^{-n-1} \tag{6}
\end{equation*}
$$

the reflection Formula

$$
\begin{equation*}
\psi_{n}(1-z)+(-1)^{n+1} \psi_{n}(z)=(-1)^{n} \pi \frac{d^{n}}{d z^{n}} \cot (\pi z) \tag{7}
\end{equation*}
$$

and the multiplication Formula,

$$
\begin{equation*}
\psi_{n}(m z)=\delta_{n 0} \ln m+\frac{1}{m^{n+1}} \sum_{k=1}^{m-1} \psi_{n}\left(z+\frac{k}{m}\right) \tag{8}
\end{equation*}
$$

where $\delta_{m n}$ is the Kronecker Delta.
In general, special values for integral indices are given by

$$
\begin{align*}
\psi_{n}(1) & =(-1)^{n+1} n!\zeta(n+1)  \tag{9}\\
\psi_{n}\left(\frac{1}{2}\right) & =(-1)^{n+1} n!\left(2^{n+1}-1\right) \zeta(n+1) \tag{10}
\end{align*}
$$

giving

$$
\begin{align*}
\psi_{1}\left(\frac{1}{2}\right) & =\frac{1}{2} \pi^{2}  \tag{11}\\
\psi_{1}(1) & =\zeta(2)=\frac{1}{6} \pi^{2}  \tag{12}\\
\psi_{2}(1) & =-2 \zeta(3)  \tag{13}\\
\psi_{3}\left(\frac{1}{2}\right) & =\pi^{4} \tag{14}
\end{align*}
$$

and so on.
R. Manzoni has shown that the polygamma function can be expressed in terms of Clausen Functions for

Rational arguments and integer index. Special cases are given by

$$
\begin{align*}
& \psi_{1}\left(\frac{1}{3}\right)=\frac{2}{3} \pi^{2}+\frac{3}{2} \sqrt{3}\left[\mathrm{Cl}_{2}\left(\frac{2}{3} \pi\right)-\mathrm{Cl}_{2}\left(\frac{4}{3} \pi\right)\right.  \tag{15}\\
& \psi_{1}\left(\frac{2}{3}\right)=\frac{2}{3} \pi^{2}-\frac{3}{2} \sqrt{3}\left[\mathrm{Cl}_{2}\left(\frac{2}{3} \pi\right)-\mathrm{Cl}_{2}\left(\frac{4}{3} \pi\right)\right.  \tag{16}\\
& \psi_{1}\left(\frac{1}{4}\right)=\pi^{2}+4\left[\mathrm{Cl}_{2}\left(\frac{1}{2} \pi\right)-\mathrm{Cl}_{2}\left(\frac{3}{2} \pi\right)\right]  \tag{17}\\
& \psi_{1}\left(\frac{3}{4}\right)=\pi^{2}-4\left[\mathrm{Cl}_{2}\left(\frac{1}{2} \pi\right)-\mathrm{Cl}_{2}\left(\frac{3}{2} \pi\right)\right] .  \tag{18}\\
& \psi_{2}\left(\frac{1}{2}\right)=-8\left[\mathrm{Cl}_{3}(0)-\mathrm{Cl}_{3}(\pi)\right] .  \tag{19}\\
& \psi_{2}\left(\frac{1}{3}\right)=-\frac{4 \pi^{3}}{3 \sqrt{3}}-18 \mathrm{Cl}_{3}(0)+9\left[\mathrm{Cl}_{3}\left(\frac{2}{3} \pi\right)+\mathrm{Cl}_{3}\left(\frac{4}{3} \pi\right)\right]  \tag{20}\\
&  \tag{21}\\
& \psi_{2}\left(\frac{2}{3}\right)=\frac{4 \pi^{3}}{3 \sqrt{3}}-18 \mathrm{Cl}_{3}(0)+9\left[\mathrm{Cl}_{3}\left(\frac{2}{3} \pi\right)+\mathrm{Cl}_{3}\left(\frac{4}{3} \pi\right)\right]  \tag{22}\\
&  \tag{23}\\
& \psi_{2}\left(\frac{1}{4}\right)=-2 \pi^{3}-32\left[\mathrm{Cl}_{3}(0)-\mathrm{Cl}_{3}(\pi)\right]  \tag{24}\\
& \psi_{3}\left(\frac{3}{4}\right)=2 \pi^{3}-32\left[\mathrm{Cl}_{3}(0)-\mathrm{Cl}_{3}(\pi)\right]  \tag{25}\\
& \psi_{3}\left(\frac{1}{3}\right)=\frac{8}{3} \pi^{4}+81 \sqrt{3}\left[\mathrm{Cl}_{4}\left(\frac{2}{3} \pi\right)-\mathrm{Cl}_{4}\left(\frac{4}{3} \pi\right)\right]  \tag{26}\\
& \psi_{3}\left(\frac{2}{3}\right)=\frac{8}{3} \pi^{4}-81 \sqrt{3}\left[\mathrm{Cl}_{4}\left(\frac{2}{3} \pi\right)-\mathrm{Cl}_{4}\left(\frac{4}{3} \pi\right)\right]  \tag{27}\\
& \psi_{3}\left(\frac{1}{4}\right)=8 \pi^{4}+384\left[\mathrm{Cl}_{4}\left(\frac{1}{2} \pi\right)-\mathrm{Cl}_{4}\left(\frac{3}{2} \pi\right)\right] \\
& \psi_{3}\left(\frac{3}{4}\right)=8 \pi^{4}-384\left[\mathrm{Cl}_{4}\left(\frac{1}{2} \pi\right)-\mathrm{Cl}_{4}\left(\frac{3}{2} \pi\right)\right] .
\end{align*}
$$

see also Clausen Function, Digamma Function, Gamma Function, Stirling's Series
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## Polygenic Function

A function which has infinitely many Derivatives at a point. If a function is not polygenic, it is MONOGENIC. see also Monogenic Function
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## Polygon

A closed plane figure with $n$ sides. If all sides and angles are equivalent, the polygon is called regular. Regular polygons can be Convex or Star. The word derives from the Greek poly (many) and gonu (knee).

The Area of a polygon with Vertices $\left(x_{1}, y_{1}\right), \ldots$, $\left(x_{n}, y_{n}\right)$ is

$$
A=\frac{1}{2}\left(\left|\begin{array}{ll}
x_{1} & y_{1}  \tag{1}\\
x_{2} & y_{2}
\end{array}\right|+\left|\begin{array}{ll}
x_{2} & y_{2} \\
x_{3} & y_{3}
\end{array}\right|+\ldots+\left|\begin{array}{ll}
x_{n} & y_{n} \\
x_{1} & y_{1}
\end{array}\right|\right)
$$

which can be written

$$
\begin{array}{r}
A=\frac{1}{2}\left(x_{1} y_{2}+x_{2} y_{1}+\ldots+x_{n-1} y_{n}+x_{n} y_{1}-y_{1} x_{2}\right. \\
\left.-y_{2} x_{3}-\ldots-y_{n+1} x_{n}-y_{n} x_{1}\right) \tag{2}
\end{array}
$$

where the signs can be found from the following diagram.


The Area of a polygon is defined to be Positive if the points are arranged in a counterclockwise order, and Negative if they are in clockwise order (Beyer 1987).


The sum $I$ of internal angles in the above diagram of a dissected Pentagon is

$$
\begin{equation*}
I=\sum_{i=1}^{n}\left(\alpha_{i}+\beta_{i}\right)=\sum_{i=1}^{n}\left(\alpha_{i}+\beta_{i}+\gamma_{i}\right)-\sum_{i=1}^{n} \gamma_{i} . \tag{3}
\end{equation*}
$$

But

$$
\begin{equation*}
\sum_{i=1}^{n} \gamma_{i}=360^{\circ} \tag{4}
\end{equation*}
$$

and the sum of Angles of the $n$ Triangles is

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\alpha_{i}+\beta_{i}+\gamma_{i}\right)=\sum_{i=1}^{n}\left(180^{\circ}\right)=n\left(180^{\circ}\right) \tag{5}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
I=n\left(180^{\circ}\right)-360^{\circ}=(n-2) 180^{\circ} \tag{6}
\end{equation*}
$$

Let $n$ be the number of sides. The regular $n$-gon is then denoted $\{n\}$.

| $n$ | $\{n\}$ |
| ---: | :--- |
| 2 | digon |
| 3 | equilateral triangle (trigon) |
| 4 | square (quadrilateral, tetragon) |
| 5 | pentagon |
| 6 | hexagon |
| 7 | heptagon |
| 8 | octagon |
| 9 | nonagon (enneagon) |
| 10 | decagon |
| 11 | undecagon (hendecagon) |
| 12 | dodecagon |
| 13 | tridecagon (triskaidecagon) |
| 14 | tetradecagon (tetrakaidecagon) |
| 15 | pentadecagon (pentakaidecagon) |
| 16 | hexadecagon (hexakaidecagon) |
| 17 | heptadecagon (heptakaidecagon) |
| 18 | octadecagon (octakaidecagon) |
| 19 | enneadecagon (enneakaidecagon) |
| 20 | icosagon |
| 30 | triacontagon |
| 40 | tetracontagon |
| 50 | pentacontagon |
| 60 | hexacontagon |
| 70 | heptacontagon |
| 80 | octacontagon |
| 90 | enneacontagon |
| 100 | hectogon |
| 10000 | myriagon |



Let $s$ be the side length, $r$ be the Inradius, and $R$ the Circumradius. Then

$$
\begin{align*}
s & =2 r \tan \left(\frac{\pi}{n}\right)=2 R \sin \left(\frac{\pi}{n}\right)  \tag{7}\\
r & =\frac{1}{2} s \cot \left(\frac{\pi}{n}\right)  \tag{8}\\
R & =\frac{1}{2} s \csc \left(\frac{\pi}{n}\right)  \tag{9}\\
A & =\frac{1}{4} n s^{2} \cot \left(\frac{\pi}{n}\right)  \tag{10}\\
& =n r^{2} \tan \left(\frac{\pi}{n}\right)  \tag{11}\\
& =\frac{1}{2} n R^{2} \sin \left(\frac{2 \pi}{n}\right) . \tag{12}
\end{align*}
$$

If the number of sides is doubled, then

$$
\begin{align*}
s_{2 n} & =\sqrt{2 R^{2}-R \sqrt{4 R^{2}-s_{n}^{2}}}  \tag{13}\\
A_{2 n} & =\frac{4 r A_{n}}{2 r+\sqrt{4 r^{2}+s_{n}^{2}}} \tag{14}
\end{align*}
$$

Furthermore, if $p_{k}$ and $P_{k}$ are the Perimeters of the regular polygons inscribed in and circumscribed around a given Circle and $a_{k}$ and $A_{k}$ their areas, then

$$
\begin{align*}
P_{2 n} & =\frac{2 p_{n} P_{n}}{p_{n}+P_{n}}  \tag{15}\\
p_{2 n} & =\sqrt{p_{n} P_{2 n}} \tag{16}
\end{align*}
$$

and

$$
\begin{align*}
a_{2 n} & =\sqrt{a_{n} A_{n}}  \tag{17}\\
A_{2 n} & =\frac{2 a_{2 n} A_{n}}{a_{2 n}+A_{n}} \tag{18}
\end{align*}
$$

(Beyer 1987, p. 125).
Compass and Straightedge constructions dating back to Euclid were capable of inscribing regular polygons of $3,4,5,6,8,10,12,16,20,24,32,40,48,64, \ldots$, sides. However, this listing is not a complete enumeration of "constructible" polygons. In fact, a regular $n$-gon is constructible only if $\phi(n)$ is a Power of 2 , where $\phi$ is the Totient Function (this is a Necessary but not SUfficient condition). More specifically, a regular $n$-gon ( $n \geq 3$ ) can be constructed by Straightedge and Compass (i.e., can have trigonometric functions of its Angles expressed in terms of finite Square Root extractions) IFF

$$
\begin{equation*}
n=2^{k} p_{1} p_{2} \cdots p_{s} \tag{19}
\end{equation*}
$$

where $k$ is in Integer $\geq 0$ and the $p_{i}$ are distinct Fermat Primes. Fermat Numbers are of the form

$$
\begin{equation*}
F_{m}=2^{2^{m}}+1 \tag{20}
\end{equation*}
$$

where $m$ is an Integer $\geq 0$. The only known Primes of this form are $3,5,17,257$, and 65537 .

The fact that this condition was Sufficient was first proved by Gauss in 1796 when he was 19 years old, and it relies on the property of Irreducible Polynomials that Roots composed of a finite number of Square Rоот extractions exist only if the order of the equation is of the form $2^{h}$. That this condition was also NecesSARY was not explicitly proven by Gauss, and the first proof of this fact is credited to Wantzel (1836).
Constructible values of $n$ for $n<300$ were given by Gauss (Smith 1994), and the first few are 2, 3, 4, 5, 6, $8,10,12,15,16,17,20,24,30,32,34,40,48,51,60$, $64,68,80,85,96,102,120,128,136,160,170,192$, ... (Sloane's A003401). Gardner (1977) and independently Watkins (Conway and Guy 1996) noticed that the number of sides for constructible polygons with an OdD number of sides is given by the first 32 rows of Pascal's Triangle (mod 2) interpreted as Binary numbers, giving $1,3,5,15,17,51,85,255, \ldots$ (Sloane's A004729, Conway and Guy 1996, p. 140).

$$
\begin{aligned}
& 1_{1}^{1} \\
& 121 \\
& 1331 \\
& 14641 \\
& 15101051 \\
& 1615201561 \\
& 172135352171 \\
& 18285670562881
\end{aligned}
$$

| 1 | 1 |
| :---: | ---: |
| 11 | 3 |
| 1001 | 5 |
| 1111 | 15 |
| 10001 | 17 |
| 110011 | 51 |
| 10100101 | 85 |
| 11111111 | 255 |
| 100000001 | 257 |

Although constructions for the regular Triangle, SQuare, Pentagon, and their derivatives had been given by Euclid, constructions based on the Fermat Primes $\geq 17$ were unknown to the ancients. The first explicit construction of a HEPTADECAGON (17-gon) was given by Erchinger in about 1800. Richelot and Schwendenwein found constructions for the $257-$ GON in 1832 , and Hermes spent 10 years on the construction of the 65537-GON at Göttingen around 1900 (Coxeter 1969). Constructions for the Equilateral Triangle and SQUARE are trivial (top figures below). Elegant constructions for the Pentagon and Heptadecagon are due to Richmond (1893) (bottom figures below).


Given a point, a Circle may be constructed of any desired Radius, and a Diameter drawn through the center. Call the center $O$, and the right end of the DIameter $P_{0}$. The Diameter Perpendicular to the original Diameter may be constructed by finding the Perpendicular Bisector. Call the upper endpoint of this Perpendicular Diameter $B$. For the Pentagon, find the Midpoint of $O B$ and call it $D$. Draw $D P_{0}$, and BISECT $\angle O D P_{0}$, calling the intersection point with $O P_{0} N_{1}$. Draw $N_{1} P_{1}$ Parallel to $O B$, and the first two points of the Pentagon are $P_{0}$ and $P_{1}$. The construction for the Heptadecagon is more complicated, but can be accomplished in 17 relatively simple steps. The construction problem has now been automated (Bishop 1978).
see also 257-GON, 65537-GON, ANTHROPOMORPHIC Polygon, Bicentric Polygon, Carnot's Polygon Theorem, Chaos Game, Convex Polygon, Cyclic Polygon, de Moivre Number, Diagonal (Polygon), Equilateral Triangle, Euler's Polygon Division Problem, Heptadecagon, Hexagon,

Hexagram, Illumination Problem, Jordan Polygon, Lozenge, Octagon, Parallelogram, Pascal's Theorem, Pentagon, Pentagram, Petrie Polygon, Polygon Circumscribing Constant, Polygon Inscribing Constant, Polygonal Knot, Polygonal Number, Polygonal Spiral, Polygon Triangulation, Polygram, Polyhedral Formula, Polyhedron, Polytope, Quadrangle, Quadrilateral, Regular Polygon, Reuleaux Polygon, Rhombus, Rotor, Simple Polygon, Simplicity, Square, Star Polygon, Trapezium, Trapezoid, Triangle, Visibility, Voronoi Polygon, Wallace-Bolyai-Gerwein Theorem
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## Polygon Circumscribing Constant



If a Triangle is Circumscribed about a Circle, another Circle around the Triangle, a Square outside the Circle, another Circle outside the Square, and so on. From Polygons, the Circumradius and InraDIUS for an $n$-gon are

$$
\begin{align*}
R & =\frac{1}{2} s \csc \left(\frac{\pi}{n}\right)  \tag{1}\\
r & =\frac{1}{2} s \cot \left(\frac{\pi}{n}\right) \tag{2}
\end{align*}
$$

where $s$ is the side length. Therefore,

$$
\begin{equation*}
\frac{R}{r}=\frac{1}{\cos \left(\frac{\pi}{n}\right)}=\sec \left(\frac{\pi}{n}\right) \tag{3}
\end{equation*}
$$

and an infinitely nested set of circumscribed polygons and circles has

$$
\begin{equation*}
K \equiv \frac{r_{\text {final circle }}}{r_{\text {initial circle }}}=\sec \left(\frac{\pi}{3}\right) \sec \left(\frac{\pi}{4}\right) \sec \left(\frac{\pi}{5}\right) \cdots \tag{4}
\end{equation*}
$$

Kasner and Newman (1989) and Haber (1964) state that $K=12$, but this is incorrect. Write

$$
\begin{align*}
K & =\prod_{n=3}^{\infty} \frac{1}{\cos \left(\frac{\pi}{n}\right)}  \tag{5}\\
\ln K & =-\sum_{n=3}^{\infty} \ln (\cos x) \tag{6}
\end{align*}
$$

Define
$y_{0}(x) \equiv-\ln (\cos x)=\frac{1}{2} x^{2}+\frac{1}{12} x^{4}+\frac{1}{45} x^{6}+\frac{17}{2520} x^{8}+\ldots$.
Now define

$$
\begin{equation*}
y_{1}(x)=\frac{1}{2} a x^{2} \tag{7}
\end{equation*}
$$

with

$$
\begin{gather*}
y_{1}\left(\frac{\pi}{3}\right)=y_{0}\left(\frac{\pi}{3}\right)  \tag{9}\\
\frac{1}{2} a\left(\frac{\pi}{3}\right)^{2}=\ln 2 \tag{10}
\end{gather*}
$$

so

$$
\begin{equation*}
a=2\left(\frac{3}{\pi}\right)^{2} \ln 2 \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{2}(x)=\frac{9 \ln 2}{\pi^{2}} x^{2} \tag{12}
\end{equation*}
$$

But $y_{2}(x)>y_{1}(x)$ for $x \in(0, \pi / 3)$, so

$$
\begin{gather*}
\sum_{n=3}^{\infty} y_{2}\left(\frac{\pi}{n}\right)>-\sum_{n=3}^{\infty} \ln \left[\cos \left(\frac{\pi}{n}\right)\right]  \tag{13}\\
\ln K<\sum_{n=3}^{\infty} y_{2}\left(\frac{\pi}{n}\right) \frac{9 \ln 2}{\pi^{2}} \sum_{n=3}^{\infty}\left(\frac{\pi}{n}\right)^{2}=9 \ln 2 \sum_{n=3}^{\infty} \frac{1}{n^{2}} \\
=9 \ln 2\left(\sum_{n=1}^{\infty} \frac{1}{n^{2}}-\sum_{n=1}^{2} \frac{1}{n^{2}}\right)=9 \ln 2\left[\zeta(2)-\frac{5}{4}\right] \\
=9 \ln 2\left(\frac{\pi^{2}}{6}-\frac{5}{4}\right)=2.4637  \tag{14}\\
K<e^{2.4637}=11.75 . \tag{15}
\end{gather*}
$$

If the next term is included,

$$
\begin{equation*}
y_{2}(x)=a\left(\frac{1}{2} x^{2}+\frac{1}{12} x^{4}\right) \tag{16}
\end{equation*}
$$

As before,

$$
\begin{gather*}
y_{2}\left(\frac{\pi}{3}\right)=y_{0}\left(\frac{\pi}{3}\right)  \tag{17}\\
a=\frac{972 \ln 2}{\pi^{2}\left(54+\pi^{2}\right)} \tag{18}
\end{gather*}
$$

so

$$
\begin{equation*}
y_{2}(x)=\frac{972 \ln 2}{\pi^{2}\left(54+\pi^{2}\right)}\left(\frac{1}{2} x^{2}+\frac{1}{12} x^{4}\right) \tag{19}
\end{equation*}
$$

$$
\begin{align*}
\ln K & <\frac{972 \ln 2}{\pi^{2}\left(54+\pi^{2}\right)} \sum_{n=3}^{\infty}\left[\frac{1}{2}\left(\frac{\pi}{n}\right)^{2}+\frac{1}{12}\left(\frac{\pi}{n}\right)^{4}\right] \\
& =\frac{972 \ln 2}{\pi^{2}\left(54+\pi^{2}\right)}\left\{\frac{1}{2}\left[\zeta(2)-\frac{5}{4}\right]+\frac{\pi^{2}}{12}\left[\zeta(4)-1-\frac{1}{2^{4}}\right]\right\} \\
& =\frac{972 \ln 2}{\pi^{2}\left(54+\pi^{2}\right)}\left[\frac{1}{2}\left(\frac{\pi^{2}}{6}-\frac{5}{4}\right)+\frac{\pi^{2}}{12}\left(\frac{\pi^{4}}{90}-1-\frac{1}{2^{4}}\right)\right] \\
& =\frac{9\left(8 \pi^{6}-45 \pi^{2}-5400\right) \ln 2}{80\left(\pi^{2}+54\right)}=2.255 \tag{20}
\end{align*}
$$

and

$$
\begin{equation*}
K<e^{2.255}=9.535 \tag{21}
\end{equation*}
$$

The process can be automated using computer algebra, and the first few bounds are $11.7485,9.53528,8.98034$, $8.8016,8.73832,8.71483,8.70585,8.70235,8.70097$, and 8.70042. In order to obtain this accuracy by direct multiplication of the terms, more than 10,000 terms are needed. The limit is

$$
\begin{equation*}
K=8.700036625 \ldots \tag{22}
\end{equation*}
$$

Bouwkamp (1965) produced the following INFINITE Product formulas

$$
\begin{align*}
K & =\frac{2}{\pi} \prod_{m=1}^{\infty} \prod_{n=1}^{\infty}\left[1-\frac{1}{m^{2}\left(n+\frac{1}{2}\right)^{2}}\right]  \tag{23}\\
& =6 \exp \left\{\sum_{k=1}^{\infty} \frac{[\lambda(2 k)-1] 2^{2 k}\left[\zeta(2 k)-1-2^{-2 k}\right]}{k}\right\} \tag{24}
\end{align*}
$$

where $\zeta(x)$ is the Riemann Zeta Function and $\lambda(x)$ is the Dirichlet Lambda Function. Bouwkamp (1965) also produced the formula with accelerated convergence

$$
\begin{align*}
K= & \frac{1}{12} \sqrt{6} \pi^{4}\left(1-\frac{1}{2} \pi^{2}+\frac{1}{24} \pi^{4}\right)\left(1-\frac{1}{8} \pi^{2}+\frac{1}{384} \pi^{4}\right) \\
& \times \csc \left(\frac{\pi^{2}}{\sqrt{6+2 \sqrt{3}}}\right) \csc \left(\frac{\pi^{2}}{\sqrt{6-2 \sqrt{3}}}\right) B \tag{25}
\end{align*}
$$

where

$$
\begin{equation*}
B \equiv \prod_{n=3}^{\infty}\left(1-\frac{\pi^{2}}{2 n^{2}}+\frac{\pi^{4}}{24 n^{4}}\right) \sec \left(\frac{\pi}{n}\right) \tag{26}
\end{equation*}
$$

(cited in Pickover 1995).
see also Polygon Inscribing Constant
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## Polygon Construction

see Geometric Construction, Geometrography, Polygon, Simplicity

## Polygon Division Problem

see Euler's Polygon Division Problem

## Polygon Fractal

see Chaos Game

## Polygon Inscribing Constant

If a Triangle is inscribed in a Circle, another Circle inside the Triangle, a Square inside the Circle, another Circle inside the Square, and so on,

$$
K^{\prime} \equiv \frac{r_{\text {final circle }}}{r_{\text {initial circle }}}=\cos \left(\frac{\pi}{3}\right) \cos \left(\frac{\pi}{4}\right) \cos \left(\frac{\pi}{5}\right) \cdots
$$

Numerically,

$$
K^{\prime}=\frac{1}{K}=\frac{1}{8.7000366252 \ldots}=0.1149420448 \ldots
$$

where $K$ is the Polygon Circumscribing Constant. Kasner and Newman's (1989) assertion that $K=1 / 12$ is incorrect.

Let a convex Polygon be inscribed in a Circle and divided into Triangles from diagonals from one Vertex. The sum of the Radil of the Circles inscribed in these Triangles is the same independent of the VerTEX chosen (Johnson 1929, p. 193).

## see also Polygon Circumscribing Constant
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## Polygon Triangulation

see Euler's Polygon Division Problem

## Polygonal Knot

A Knot equivalent to a Polygon in $\mathbb{R}^{3}$, also called a Tame Knot. For a polygonal knot $K$, there exists a Plane such that the orthogonal projection $\pi$ on it satisfies the following conditions:

1. The image $\pi(K)$ has no multiple points other than a Finite number of double points.
2. The projections of the vertices of $K$ are not double points of $\pi(K)$.
Such a projection $\pi(K)$ is called a regular knot projection.
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## Polygonal Number



A type of Figurate Number which is a generalization of Triangular, Square, etc., numbers to an arbitrary $n$-gonal number. The above diagrams graphically illustrate the process by which the polygonal numbers are built up. Starting with the $n$th Triangular Number $T_{n}$, then

$$
\begin{equation*}
n+T_{n-1}=T_{n} \tag{1}
\end{equation*}
$$

Now note that

$$
\begin{equation*}
n+2 T_{n-1}=n^{2}=S_{n} \tag{2}
\end{equation*}
$$

gives the $n$th SQUARE NUMBER,

$$
\begin{equation*}
n+3 T_{n-1}=\frac{1}{2} n(3 n-1)=P_{n} \tag{3}
\end{equation*}
$$

gives the $n$th Pentagonal Number, and so on. The general polygonal number can be written in the form

$$
\begin{equation*}
p_{r}^{n}=\frac{1}{2} r[(r-1) n-2(r-2)]=\frac{1}{2} r[(n-2) r-(n-4)], \tag{4}
\end{equation*}
$$

where $p_{r}^{n}$ is the $r$ th $n$-gonal number. For example, taking $n=3$ in (4) gives a Triangular Number, $n=4$ gives a SQuARE Number, etc.

Fermat proposed that every number is expressible as at most $k k$-gonal numbers (Fermat's Polygonal Number Theorem). Fermat claimed to have a proof of this result, although this proof has never been found. Jacobi, Lagrange (1772), and Euler all proved the square case, and Gauss proved the triangular case in 1796. In 1813, Cauchy proved the proposition in its entirety.

An arbitrary number $N$ can be checked to see if it is a $n$-gonal number as follows. Note the identity

$$
\begin{gather*}
8(n-2) p_{n}^{r}+(n-4)^{2}=4 r(n-2)[(r-1) n-2(r-2)] \\
+(n-4)^{2}=4 r(r-1) n^{2}+r[-8(r-1)-8(r-2)] n \\
+ \\
+16 r(r-2)+\left(n^{2}-8 n+16\right) \\
=\left(4 r^{2}-4 r+1\right) n^{2}+\left(-16 r^{2}+24 r-8\right) n \\
+\left(16 r^{2}-32 r+16\right) \\
=(2 r-1)^{2} n^{2}-8\left(2 r^{2}-3 r+1\right) n+16\left(r^{2}-2 r+1\right)  \tag{5}\\
=(2 r n-4 r-n+4)^{2},
\end{gather*}
$$

so $8(n-2) N+(n-4)^{2}=S^{2}$ must be a Perfect SQuare. Therefore, if it is not, the number cannot be $n$-gonal. If it is a Perfect Square, then solving

$$
\begin{equation*}
S=2 r n-4 r-n+4 \tag{6}
\end{equation*}
$$

for the rank $r$ gives

$$
\begin{equation*}
r=\frac{S+n-4}{2(n-2)} \tag{7}
\end{equation*}
$$

An $n$-gonal number is equal to the sum of the $(n-1)$ gonal number of the same Rank and the Triangular Number of the previous Rank.
see also Centered Polygonal Number, Decagonal Number, Fermat's Polygonal Number Theorem, Figurate Number, Heptagonal Number, Hexagonal Number, Nonagonal Number, Octagonal Number, Pentagonal Number, Pyramidal Number, Square Number, Triangular Number
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## Polygonal Spiral



The length of the polygonal spiral is found by noting that the ratio of Inradius to Circumradius of a regular Polygon of $n$ sides is

$$
\begin{equation*}
\frac{r}{R}=\frac{\cot \left(\frac{\pi}{n}\right)}{\csc \left(\frac{\pi}{n}\right)}=\cos \left(\frac{\pi}{n}\right) \tag{1}
\end{equation*}
$$

The total length of the spiral for an $n$-gon with side length $s$ is therefore

$$
\begin{equation*}
L=\frac{1}{2} s \sum_{k=0}^{\infty} \cos ^{k}\left(\frac{\pi}{n}\right)=\frac{s}{2\left[1-\cos \left(\frac{\pi}{n}\right)\right]} . \tag{2}
\end{equation*}
$$



Consider the solid region obtained by filling in subsequent triangles which the spiral encloses. The Area of this region, illustrated above for $n$-gons of side length $s$, is

$$
\begin{equation*}
A=\frac{1}{4} s^{2} \cot \left(\frac{\pi}{n}\right) \tag{3}
\end{equation*}
$$
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## Polygram

A self-intersecting Star Figure such as the Pentagram or Hexagram.

| $n$ | symbol | polygram |
| :---: | :--- | :--- |
| 5 | $\{5 / 2\}$ | pentagram |
| 6 | $\{6 / 2\}$ | hexagram |
| 7 | $\{7 / 2\}$ | heptagram |
| 8 | $\{8 / 3\}$ | octagram |
|  | $\{8 / 4\}$ | star of Lakshmi |
| 10 | $\{10 / 3\}$ | decagram |

## Polyhedral Formula

A formula relating the number of VERTICEs, FACES, and Edges of a Polyhedron (or Polygon). It was discovered independently by Euler and Descartes, so it is also known as the Descartes-Euler Polyhedral Formula. The polyhedron need not be Convex, but the Formula does not hold for Stellated Polyhedra.

$$
\begin{equation*}
V+F-E=2, \tag{1}
\end{equation*}
$$

where $V=N_{0}$ is the number of Vertices, $E=N_{1}$ is the number of EDges, and $F=N_{2}$ is the number of Faces. For a proof, see Courant and Robbins (1978, pp. 239-240). The Formula can be generalized to $n$-D Polytopes.

$$
\begin{align*}
& \Pi_{1}: N_{0}=2  \tag{2}\\
& \Pi_{2}: N_{0}-N_{1}=0  \tag{3}\\
& \Pi_{3}: N_{0}-N_{1}+N_{2}=2  \tag{4}\\
& \Pi_{4}: N_{0}-N_{1}+N_{2}-N_{3}=0  \tag{5}\\
& \Pi_{n}: N_{0}-N_{1}+N_{2}-\ldots+(-1)^{n-1} N_{n-1}=1-(-1)^{n} . \tag{6}
\end{align*}
$$

For a proof of this, see Coxeter (1973, pp. 166-171). see also Dehn Invariant, Descartes Total Angular Defect
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## Polyhedral Graph



The graphs corresponding to the skeletons of Platonic Solids. They are special cases of Schlegel Graphs.
see also Cubical Graph, Dodecahedral Graph, Icosahedral Graph, Octahedral Graph, Schlegel Graph, Tetrahedral Graph

## Polyhedron

A 3-D solid which consists of a collection of POLYGONS, usually joined at their Edges. The word derives from the Greek poly (many) plus the Indo-European hedron (seat). A polyhedron is the 3-D version of the more general POLYTOPE, which can be defined on arbitrary dimensions.


A Convex Polyhedron can be defined as the set of solutions to a system of linear inequalities

$$
\mathbf{m x} \leq \mathbf{b}
$$

where m is a real $s \times 3$ MATRIX and $\mathbf{b}$ is a real $s$-VECTOR. An example is illustrated above. The more simple DoDECAHEDRON is given by a system with $s=12$. In general, given the Matrices, the Vertices (and Faces) can be found using Vertex Enumeration.

A polyhedron is said to be regular if its FACES and Vertex Figures are Regular (not necessarily ConVEX) polygons (Coxeter 1973, p. 16). Using this definition, there are a total of nine Regular Polyhedra, five being the Convex Platonic Solids and four being the Concave (stellated) Kepler-Poinsot Solids. However, the term "regular polyhedra" is sometimes also used to refer exclusively to the Platonic Solids (Cromwell 1997, p. 53). The Dual Polyhedra of the Platonic Solids are not new polyhedra, but are themselves Platonic Solids.

A Convex polyhedron is called Semiregular if its FACES have a similar arrangement of nonintersecting regular plane CONVEX polygons of two or more different types about each Vertex (Holden 1991, p. 41). These solids are more commonly called the ArchimedEan Solids, and there are 13 of them. The Dual Polyhedra of the Archimedean Solids are 13 new (and beautiful) solids, sometimes called the Catalan Solids.

A Quasiregular Polyhedron is the solid region interior to two Dual Regular Polyhedra (Coxeter 1973, pp. 17-20). There are only two Convex Quasiregular Polyhedra: the Cuboctahedron and Icosidodecahedron. There are also infinite families of Prisms and Antiprisms.

There exist exactly 92 Convex Polyhedra with Regular Polygonal faces (and not necessary equivalent vertices). They are known as the Johnson Solids. Polyhedra with identical Vertices related by a symmetry operation are known as Uniform Polyhedra. There are 75 such polyhedra in which only two faces may meet at an Edge, and 76 in which any Even number of faces may meet. Of these, 37 were discovered by Badoureau in 1881 and 12 by Coxeter and Miller ca. 1930.

Polyhedra can be superposed on each other (with the sides allowed to pass through each other) to yield additional Polyhedron Compounds. Those made from Regular Polyhedra have symmetries which are especially aesthetically pleasing. The graphs corresponding to polyhedra skeletons are called Schlegel Graphs.

Behnke et al. (1974) have determined the symmetry groups of all polyhedra symmetric with respect to their Vertices.
see also Acoptic Polyhedron, Apeirogon, Archimedean Solid, Canonical Polyhedron, Catalan Solid, Cube, Dice, Digon, Dodecahedron, Dual Polyhedron, Echidnahedron, Flexible Polyhedron, Hexahedron, Hyperbolic Polyhedron, Icosahedron, Isohedron, Johnson Solid, KeplerPoinsot Solid, Nolid, Octahedron, Petrie Polygon, Platonic Solid, Polyhedron Coloring, Polyhedron Compound, Prismatoid, Quadricorn, Quasiregular Polyhedron, Rigidity Theorem, Semiregular Polyhedron, Skeleton, Tetrahedron, Uniform Polyhedron, Zonohedron
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## Polyhedron Coloring

Define a valid "coloring" to occur when no two faces with a common Edge share the same color. Given two colors, there is a single way to color an OCTAHEDRON. Given three colors, there is one way to color a CUBE and 144 ways to color an ICOSAHEDRON. Given four-colors, there are two distinct ways to color a TETRAHEDRON and 4 ways to color a Dodecahedron. Given five colors, there are four ways to color an ICOSAHEDRON.
see also Coloring, Polyhedron
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## Polyhedron Compound

| Solid | Vertices | Symbol |
| :--- | :--- | :--- |
| cube-octahedron | both |  |
| dodec.+icos. | both |  |
| two cubes |  |  |
| three cubes |  |  |
| four cubes |  |  |
| five cubes | dodecahedron | $2\{5,3\}[5\{4,3\}]$ |
| five octahedra | icosidodeca. | $[5\{3,4\}] 2\{3,5\}$ |
| five tetrahedra | dodecahedron | $\{5,3\}[5\{3,3\}] 2\{3,5\}$ |
| two dodecahedra | both |  |
| great dodecahedron- |  |  |
| $\quad$ small stellated dodec. |  |  |
| great icosahedron- | both |  |
| great stcllated dodec. | cube | $\{4,3\}[2\{3,3\}]\{3,4\}$ |
| stella octangula | dodecahedron | $2\{5,3\}[10\{3,3\}] 2\{3,5\}$ |

The above table gives some common polyhedron compounds. In Coxeter's Notation, $d$ distinct Vertices of $\{m, n\}$ taken $c$ times are denoted

$$
c\{m, n\}[d\{p, q\}]
$$

or faces of $\{s, t\} e$ times

$$
[d\{p, q\}] e\{s, t\}
$$

or both

$$
c\{m, n\}[d\{p, q\}] e\{s, t\}
$$

The five Tetrahedra can be arranged in a laevo or dextro configuration.
see also CUBE-Octahedron Compound, Dodeca-hedron-Icosahedron Compound, Octahedron 5Compound, Stella Octangula, Tetrahedron 5Compound

## Polyhedron Dissection

A Dissection of one or more polyhedra into other shapes.
see also Cube Dissection, Diabolical Cube, Polycube, Soma Cube, Wallace-Bolyai-Gerwein TheOREM
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## Polyhedron Dual

see DUAL Polyhedron

## Polyhedron Hinging

see Rigidity Theorem

## Polyhedron Packing

see Kelvin's Conjecture, Space-Filling PolyheDRON

## Polyhex




An analog of the Polyominoes and Polyiamonds in which collections of regular hexagons are arranged with adjacent sides. They are also called Hexes and Hexas. The number of polyhexes of $n$ hexagons are $1,1,2$, $7,22,82,333,1448,6572,30490,143552,683101, \ldots$ (Sloane's A014558). For the 4 -hexes (tetrahexes), the possible arrangements are known as the Bee, Bar, Pistol, Propeller, Worm, Arch, and Wave.
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A generalization of the Polyominoes using a collection of equal-sized Equilateral Triangles (instead of Squares) arranged with coincident sides. Polyiamonds are sometimes simply known as Iamonds.

The number of two-sided (i.e., can be picked up and flipped, so Mirror Image pieces are considered identical) polyiamonds made up of $n$ triangles are $1,1,1$, $3,4,12,24,66,160,448, \ldots$ (Sloane's A000577). The number of one-sided polyiamonds composed of $n$ triangles are $1,1,1,4,6,19,43,121, \ldots$ (Sloane's A006534). No Holes are possible with fewer than seven triangles.

The top row of 6-polyiamonds in the above figure are known as the Bar, Crook, Crown, Sphinx, Snake, and Yacht. The bottom row of 6-polyiamonds are known as the Chevron, Signpost, Lobster, Hook, Hexagon, and Butterfly.
see also Polyabolo, Polyhex, Polyomino
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## Polyking

see Polyplet

## Polylogarithm

The function

$$
\begin{equation*}
\operatorname{Li}_{n}(z) \equiv \sum_{k=1}^{\infty} \frac{z^{k}}{k^{n}} \tag{1}
\end{equation*}
$$

Also known as Jonquière's Function. (Note that the Notation $\operatorname{Li}(z)$ is also used for the Logarithmic Integral.) The polylogarithm arises in Feynman Diagram integrals, and the special case $n=2$ is called the Dilogarithm. The polylogarithm of Negative InteGER order arises in sums of the form

$$
\sum_{k=1}^{\infty} k^{n} r^{k}=\mathrm{Li}_{-n}(r)=\frac{r}{(1-r)^{n+1}} \sum_{i=1}^{n}\left\langle\begin{array}{c}
n  \tag{2}\\
i
\end{array}\right\rangle r^{n-i}
$$

where $\left\langle\begin{array}{c}n \\ i\end{array}\right\rangle$ is an Eulerian Number.
The polylogarithm satisfies the fundamental identities

$$
\begin{gather*}
-\ln \left(1-2^{-n}\right)=\operatorname{Li}_{1}\left(2^{-n}\right)  \tag{3}\\
\operatorname{Li}_{s}(-1)=-\left(1-2^{1-s}\right) \zeta(s) \tag{4}
\end{gather*}
$$

where $\zeta(s)$ is the Riemann Zeta Function. The derivative is therefore given by

$$
\begin{equation*}
\frac{d}{d s} \operatorname{Li}_{s}(-1)=-2^{1-s} \zeta(s) \ln 2-\left(1-2^{1-s}\right) \zeta^{\prime}(s) \tag{5}
\end{equation*}
$$

or in the special case $s=0$, by

$$
\begin{array}{r}
{\left[\frac{d}{d s} \mathrm{Li}_{s}(-1)\right]_{s=0}=\ln 2+\zeta^{\prime}(0)=\ln 2-\frac{1}{2} \ln (2 \pi)} \\
 \tag{6}\\
=\ln \left(\sqrt{\frac{2}{\pi}}\right)
\end{array}
$$

This latter fact provides a remarkable proof of the WALlis Formula.

The polylogarithm identities lead to remarkable expressions. Ramanujan gave the polylogarithm identities

$$
\begin{equation*}
\operatorname{Li}_{2}\left(\frac{1}{3}\right)-\frac{1}{6} \operatorname{Li}_{2}\left(\frac{1}{9}\right)=\frac{1}{18} \pi^{2}-\frac{1}{6}(\ln 3)^{2} \tag{7}
\end{equation*}
$$

$\operatorname{Li}_{2}\left(-\frac{1}{2}\right)+\frac{1}{6} \operatorname{Li}_{2}\left(\frac{1}{9}\right)$

$$
\begin{equation*}
=-\frac{1}{18} \pi^{2}+\ln 2 \ln 3-\frac{1}{2}(\ln 2)^{2}-\frac{1}{3}(\ln 3)^{2} \tag{8}
\end{equation*}
$$

$$
\begin{gather*}
\operatorname{Li}_{2}\left(\frac{1}{4}\right)+\frac{1}{3} \operatorname{Li}_{2}\left(\frac{1}{9}\right)=\frac{1}{18} \pi^{2}+2 \ln 2 \ln 3-2(\ln 2)^{2}-\frac{2}{3}(\ln 3)^{2}  \tag{10}\\
\operatorname{Li}_{2}\left(-\frac{1}{3}\right)-\frac{1}{3} \operatorname{Li}_{2}\left(\frac{1}{9}\right)=-\frac{1}{18} \pi^{2}+\frac{1}{6}(\ln 3)^{2}  \tag{9}\\
\operatorname{Li}_{2}\left(-\frac{1}{8}\right)+\operatorname{Li}_{2}\left(\frac{1}{9}\right)=-\frac{1}{2}\left(\ln \frac{9}{8}\right)^{2} \tag{11}
\end{gather*}
$$

(Berndt 1994), and Bailey et al. show that

$$
\begin{gather*}
\pi^{2}=36 \mathrm{Li}_{2}\left(\frac{1}{2}\right)-36 \mathrm{Li}_{2}\left(\frac{1}{4}\right)-12 \mathrm{Li}_{2}\left(\frac{1}{8}\right)+6 \mathrm{Li}_{2}\left(\frac{1}{64}\right)  \tag{12}\\
12 \operatorname{Li}_{2}\left(\frac{1}{2}\right)=\pi^{2}-6(\ln 2)^{2} \tag{13}
\end{gather*}
$$

$$
\begin{align*}
& \frac{35}{2} \zeta(3)-\pi^{2} \ln 2 \\
& \quad=36 \mathrm{Li}_{3}\left(\frac{1}{2}\right)-18 \operatorname{Li}_{3}\left(\frac{1}{4}\right)-4 \mathrm{Li}_{3}\left(\frac{1}{8}\right)+\mathrm{Li}_{3}\left(\frac{1}{64}\right) \tag{14}
\end{align*}
$$

$$
\begin{align*}
& 2(\ln 2)^{3}-7 \zeta(3) \\
& \quad=-24 \operatorname{Li}_{3}\left(\frac{1}{2}\right)+18 \operatorname{Li}_{3}\left(\frac{1}{4}\right)+4 \operatorname{Li}_{3}\left(\frac{1}{8}\right)-\operatorname{Li}_{3}\left(\frac{1}{64}\right) \tag{15}
\end{align*}
$$

$$
\begin{align*}
10(\ln 2)^{3}-2 \pi^{2} \ln 2=-48 & \mathrm{Li}_{3}\left(\frac{1}{2}\right)+54 \mathrm{Li}_{3}\left(\frac{1}{4}\right) \\
+ & 12 \mathrm{Li}_{3}\left(\frac{1}{8}\right)-3 \mathrm{Li}_{3}\left(\frac{1}{64}\right) \tag{16}
\end{align*}
$$

and

$$
\begin{array}{r}
\frac{\operatorname{Li}_{m}\left(\frac{1}{64}\right)}{6^{m-1}}-\frac{\operatorname{Li}_{m}\left(\frac{1}{8}\right)}{3^{m-1}}-\frac{2 \operatorname{Li}_{m}\left(\frac{1}{4}\right)}{2^{m-1}}+\frac{4 \operatorname{Li}_{m}\left(\frac{1}{2}\right)}{9}-\frac{5(-\ln 2)^{m}}{9 m!} \\
+\frac{\pi^{2}(-\ln 2)^{m-2}}{54(m-2)!}-\frac{\pi^{4}(-\ln 2)^{m-4}}{486(m-4)!}-\frac{403 \zeta(5)(-\ln 2)^{m-5}}{1296(m-5)!} \\
=0 \tag{17}
\end{array}
$$

No general Algorithm is know for the integration of polylogarithms of functions.
see also Dilogarithm, Eulerian Number, Legendre's Chi-Function, Logarithmic Integral, Nielsen-Ramanujan Constants
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## Polymorph

An Integer which is expressible in more than one way in the form $x^{2}+D y^{2}$ or $x^{2}-D y^{2}$ where $x^{2}$ is Relatively Prime to $D y^{2}$. If the Integer is expressible in only one way, it is called a Monomorph.
see also Antimorph, Idoneal Number, Monomorph

## Polynomial

A Polynomial is a mathematical expression involving a series of Powers in one or more variables multiplied by Coefficients. A Polynomial in one variable with constant Coefficients is given by

$$
\begin{equation*}
a_{n} x^{n}+\ldots+a_{2} x^{2}+a_{1} x+a_{0} . \tag{1}
\end{equation*}
$$

The highest Power in a one-variable Polynomial is called its Order. A Polynomial in two variables with constant Coefficients is given by

$$
\begin{align*}
a_{n m} x^{n} y^{m}+a_{22} x^{2} y^{2} & +a_{21} x^{2} y+a_{12} x y^{2} \\
& +a_{11} x y+a_{10} x+a_{01} y+a_{00} . \tag{2}
\end{align*}
$$

Exchanging the Coefficients of a one-variable Polynomial end-to-end produces a Polynomial

$$
\begin{equation*}
a_{0} x^{n}+a_{1} x^{n-1}+\ldots+a_{n-1} x+a_{n}=0 \tag{3}
\end{equation*}
$$

whose Roots are Reciprocals $1 / x_{i}$ of the original Roots $x_{i}$.

The following table gives special names given to polynomials of low orders.

| Order | Polynomial Name |
| :--- | :--- |
| 1 | linear equation |
| 2 | quadratic equation |
| 3 | cubic equation |
| 4 | quartic equation |
| 5 | quintic equation |
| 6 | sextic equation |

Polynomials of fourth degree may be computed using three multiplications and five additions if a few quantities are calculated first (Press et al. 1989):

$$
\begin{align*}
& a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4} \\
& \quad=\left[(A x+B)^{2}+A x+C\right]\left[(A x+B)^{2}+D\right]+E \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
A & \equiv\left(a_{4}\right)^{1 / 4}  \tag{5}\\
B & \equiv \frac{a_{3}-A^{3}}{4 A^{3}}  \tag{6}\\
D & \equiv 3 B^{2}+8 B^{3}+\frac{a_{1} A-2 a_{2} B}{A^{2}}  \tag{7}\\
C & \equiv \frac{a_{2}}{A^{2}}-2 B-6 B^{2}-D  \tag{8}\\
E & \equiv a_{0}-B^{4}-B^{2}(C+D)-C D \tag{9}
\end{align*}
$$

Similarly, a Polynomial of fifth degree may be computed with four multiplications and five additions, and a Polynomial of sixth degree may be computed with four multiplications and seven additions.

Polynomials of orders 1 to 4 are solvable using only algebraic functions and finite square root extraction. A first-order equation is trivially solvable. A secondorder equation is soluble using the Quadratic EquaTION. A third-order equation is solvable using the Cubic Equation. A fourth-order equation is solvable using the Quartic Equation. It was proved by Abel using Group Theory that higher order equations cannot be solved by finite root extraction.

However, the general Quintic Equation may be given in terms of the Theta Functions, or Hypergeometric Functions in one variable. Hermite and Kronecker proved that higher order Polynomials are not soluble in the same manner. Klein showed that the work of Hermite was implicit in the Group properties of the Icosahedron. Klein's method of solving the quintic
in terms of Hypergeometric Functions in one variable can be extended to the sextic, but for higher order Polynomials, either Hypergeometric Functions in several variables or "Siegel functions" must be used. In the 1880 s, Poincaré created functions which give the solution to the $n$th order Polynomial equation in finite form. These functions turned out to be "natural" generalizations of the Elliptic Functions.

Given an $n$th degree Polynomial, the Roots can be found by finding the Eigenvalues of the Matrix

$$
\left[\begin{array}{ccccc}
-a_{0} / a_{n} & -a_{1} / a_{n} & -a_{2} / a_{n} & \cdots & -1  \tag{10}\\
1 & 0 & 0 & \cdots & 0 \\
0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & 1 & \ddots & 0 \\
0 & 0 & 0 & \cdots & 0
\end{array}\right]
$$

This method can be computationally expensive, but is fairly robust at finding close and multiple roots.
Polynomial identities involving sums and differences of like Powers include

$$
\begin{align*}
x^{2}-y^{2} & =(x-y)(x+y)  \tag{11}\\
x^{3}-y^{3} & =(x-y)\left(x^{2}+x y+y^{2}\right)  \tag{12}\\
x^{3}+y^{3} & =(x+y)\left(x^{2}-x y+y^{2}\right)  \tag{13}\\
x^{4}-y^{4} & =(x-y)(x+y)\left(x^{2}+y^{2}\right)  \tag{14}\\
x^{4}+4 y^{4} & =\left(x^{2}+2 x y+2 y^{2}\right)\left(x^{2}-2 x y+2 y^{2}\right)  \tag{15}\\
x^{5}-y^{5} & =(x-y)\left(x^{4}+x^{3} y+x^{2} y^{2}+x y^{3}+y^{4}\right)  \tag{16}\\
x^{5}+y^{5} & =(x+y)\left(x^{4}-x^{3} y+x^{2} y^{2}-x y^{3}+y^{4}\right)  \tag{17}\\
x^{6}-y^{6} & =(x-y)(x+y)\left(x^{2}+x y+y^{2}\right)\left(x^{2}-x y+y^{2}\right) \\
x^{6}+y^{6} & =\left(x^{2}+y^{2}\right)\left(x^{4}-x^{2} y^{2}+y^{4}\right) . \tag{18}
\end{align*}
$$

Further identities include

$$
\begin{align*}
& x^{4}+x^{2} y^{2}+y^{4}=\left(x^{2}+x y+y^{2}\right)\left(x^{2}-x y+y^{2}\right)  \tag{20}\\
& \left(x_{1}^{2}-D y_{1}^{2}\right)\left(x_{2}^{2}-D y_{2}^{2}\right) \\
& \quad=\left(x_{1} x_{2}+D y_{1} y_{2}\right)^{2}-D\left(x_{1} y_{2}+x_{2} y_{1}\right)^{2}  \tag{21}\\
& \left(x_{1}^{2}+D y_{1}^{2}\right)\left(x_{2}^{2}+D{y_{2}}^{2}\right) \\
& \quad=\left(x_{1} x_{2} \pm D y_{1} y_{2}\right)^{2}+D\left(x_{1} y_{2} \mp x_{2} y_{1}\right)^{2} \tag{22}
\end{align*}
$$

The identity
$(X+Y+Z)^{7}-\left(X^{7}+Y^{7}+Z^{7}\right)=7(X+Y)(X+Z)(Y+Z)$ $\times\left[\left(X^{2}+Y^{2}+Z^{2}+X Y+X Z+Y Z\right)^{2}+X Y Z(X+Y+Z)\right]$
was used by Lamé in his proof that Fermat's Last Theorem was true for $n=7$.
see also Appell Polynomial, Bernstein Polynomial, Bessel Polynomial, Bezout's Theorem, Binomial, Bombieri Inner Product, Bombieri Norm, Chebyshev Polynomial of the First Kind, Chebyshev Polynomial of the Second Kind, Christoffel-Darboux Formula, Christoffel Number, Complex Number, Cyclotomic Polynomial, Descartes' Sign Rule, Discriminant (Polynomial), Durfee Polynomial, Ehrhart Polynomial, Euler Four-Square Identity, Fibonacci Identity, Fundamental Theorem of Algebra, Fundamental Theorem of Symmetric Functions, Gauss-Jacobi Mechanical Quadrature, Gegenbauer Polynomial, Gram-Schmidt Orthonormalization, Greatest Lower Bound, Hermite Polynomial, Hilbert Polynomial, Irreducible Polynomial, Isobaric Polynomial, Isograph, Jensen Polynomial, Kernel Polynomial, Krawtchouk Polynomial, Laguerre Polynomial, Least Upper Bound, Legendre Polynomial, Liouville Polynomial Identity, Lommel Polynomial, Lukács Theorem, Monomial, Orthogonal Polynomials, Perimeter Polynomial, PoissonCharlier Polynomial, Pollaczek Polynomial, Polynomial Bar Norm, Quarter Squares Rule, Ramanujan 6-10-8 Identity, Root, Runge-Walsh Theorem, Schläfli Polynomial, Separation Theorem, Stieltjes-Wigert Polynomial, Trinomial, Trinomial Identity, Weierstraß's Polynomial Theorem, Zernike Polynomial
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## Polynomial Bar Norm

For $p=\sum a_{j} z^{j}$, define

$$
\begin{array}{rlrl}
\|P\|_{1} & =\int_{0}^{2 \pi}\left|P\left(e^{i \theta}\right)\right| \frac{d \theta}{2 \pi} & |P|_{1} & =\sum_{j}\left|a_{j}\right| \\
\|P\|_{2} & =\sqrt{\int_{0}^{2 \pi}\left|P\left(e^{\pi \theta}\right)\right|^{2} \frac{d \theta}{2 \pi}} & |P|_{2}=\sqrt{\sum_{j}\left|a_{j}\right|^{2}} \\
\|P\|_{\infty} & =\max _{|z|=1}|P(z)| & |P|_{\infty}=\max _{j}\left|a_{j}\right|
\end{array}
$$

where the $\|P\|_{i}$ norms are functions on the Unit Circle and the $|P|_{i}$ norms refer to the Coefficients $a_{0}, \ldots$, $a_{n}$.
see also Bombieri Norm, Norm, Unit Circle
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## Polynomial Bracket Norm

see Bombieri Norm

## Polynomial Curve



A curve obtained by fitting Polynomials to each ordinate of an ordered sequence of points. The above plots show Polynomial curves where the order of the fitting Polynomial varies from $p-3$ to $p-1$, where $p$ is the number of points.
Polynomial curves have several undesirable features, including a nonintuitive variation of fitting curve with varying Coefficients, and numerical instability for high orders. Splines such as the Bézier Curve are therefore used more commonly.
see also Bézier Curve, Polynomial, Spline

## Polynomial Factor

A Factor of a Polynomial $P(x)$ of degree $n$ is a Polynomial $Q(x)$ of degree less than $n$ which can be multiplied by another Polynomial $R(x)$ of degree less than $n$ to yield $P(x)$, i.e., a Polynomial $Q(x)$ such that

$$
P(x)=Q(x) R(x)
$$

For example, since

$$
x^{2}-1=(x+1)(x-1)
$$

both $x-1$ and $x+1$ are Factors of $x^{2}-1$. The Coefficients of factor Polynomials are often required to be Real Numbers or Integers but could, in general, be Complex Numbers.
see also Factor, Factorization, Prime FactorizaTION

## Polynomial Norm

see Bombieri Norm, Matrix Norm, Polynomial Bar Norm, Vector Norm

## Polynomial Remainder Theorem

If the Coefficients of the Polynomial

$$
\begin{equation*}
d_{n} x^{n}+d_{n-1} x^{n-1}+\ldots+d_{0}=0 \tag{1}
\end{equation*}
$$

are specified to be Integers, then integral Roots must have a Numerator which is a factor of $d_{0}$ and a Denominator which is a factor of $d_{n}$ (with either sign possible). This follows since a Polynomial of Order $n$ with $k$ integral Roots can be expressed as

$$
\begin{array}{r}
\left(a_{1} x+b_{1}\right)\left(a_{2} x+b_{2}\right) \cdots\left(a_{k} x+b_{k}\right)\left(c_{n-k} x^{n-k}+\ldots+c_{0}\right) \\
=0,
\end{array}(2)
$$

where the Roots are $x_{1}=-b_{1} / a_{1}, x_{2}=-b_{2} / a_{2}, \ldots$, and $x_{k}=-b_{k} / a_{k}$. Factoring out the $a_{i} \mathrm{~S}$,

$$
\begin{align*}
a_{1} a_{2} \cdots a_{k}\left(x-\frac{b_{1}}{a_{1}}\right) & \left(x-\frac{b_{2}}{a_{2}}\right) \cdots\left(x-\frac{b_{k}}{a_{k}}\right) \\
& \times\left(c_{n-k} x^{n-k}+\ldots+c_{0}\right)=0 . \tag{3}
\end{align*}
$$

Now, multiplying through,

$$
\begin{equation*}
a_{1} a_{2} \cdots a_{k} c_{n-k} x^{n}+\ldots+b_{1} b_{2} \cdots b_{k} c_{0}=0 \tag{4}
\end{equation*}
$$

where we have not bothered with the other terms. Since the first and last Coefficients are $d_{n}$ and $d_{0}$, all the integral roots of (1) are of the form [factors of $d_{0}$ ]/[factors of $d_{n}$.

## Polynomial Ring

The Ring $R[x]$ of Polynomials in a variable $x$. see also Polynomial, Ring

## Polynomial Root

If the Coefficients of the Polynomial

$$
\begin{equation*}
d_{n} x^{n}+d_{n-1} x^{n-1}+\ldots+d_{0}=0 \tag{1}
\end{equation*}
$$

are specified to be Integers, then integral roots must have a Numerator which is a factor of $d_{0}$ and a Denominator which is a factor of $d_{n}$ (with either sign possible). This is known as the Polynomial Remainder Theorem.

Let the Roots of the polynomial

$$
\begin{equation*}
P(x) \equiv a_{n} x^{n}+a_{n-1} x^{n-1}+\ldots+a_{1} x+a_{0} \tag{2}
\end{equation*}
$$

be denoted $r_{1}, r_{2}, \ldots, r_{n}$. Then Newton's Relations are

$$
\begin{align*}
\sum r_{i} & =-\frac{a_{n-1}}{a_{n}}  \tag{3}\\
\sum r_{i} r_{j} & =\frac{a_{n-2}}{a_{n}}  \tag{4}\\
\sum r_{1} r_{2} \cdots r_{k} & =(-1)^{k} \frac{a_{n-k}}{a_{n}} . \tag{5}
\end{align*}
$$

These can be derived by writing

$$
\begin{gather*}
(x-a)(x-b)=0  \tag{6}\\
\left(\frac{x}{a}-1\right)\left(\frac{x}{b}-1\right)=0  \tag{7}\\
\frac{1}{a b} x^{2}-\left(\frac{1}{a}-\frac{1}{b}\right) x+1=0 . \tag{8}
\end{gather*}
$$

Similarly,

$$
\begin{gather*}
\left(\frac{x^{2}}{a^{2}}-1\right)\left(\frac{x^{2}}{b^{2}}=1\right)=0  \tag{9}\\
\frac{x^{4}}{a^{2} b^{2}}-x^{2}\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}\right)+1=0 . \tag{10}
\end{gather*}
$$

Any Polynomial can be numerically factored, although different Algorithms have different strengths and weaknesses.
If there are no Negative Roots of a Polynomial (as can be determined by Descartes' Sign Rule), then the Greatest Lower Bound is 0 . Otherwise, write out the Coefficients, let $n=-1$, and compute the next line. Now, if any Coefficients are 0 , set them to minus the sign of the next higher Coefficient, starting with the second highest order Coefficient. If all the signs alternate, $n$ is the greatest lower bound. If not, then subtract 1 from $n$, and compute another line. For example, consider the Polynomial

$$
\begin{equation*}
y=2 x^{4}+2 x^{3}-7 x^{2}+x-7 . \tag{11}
\end{equation*}
$$

Performing the above Algorithm then gives

| 0 | 2 | 2 | -7 | 1 | -7 |
| ---: | ---: | ---: | ---: | ---: | ---: |
| -1 | 2 | 0 | -7 | 8 | -15 |
| - | 2 | -1 | -7 | 8 | -15 |
| -2 | 2 | -2 | -3 | 7 | -21 |
| -3 | 2 | -4 | 5 | -14 | 35 |

so the greatest lower bound is -3 .
If there are no Positive Roots of a Polynomial (as can be determined by Descartes' Sign Rule), the Least Upper Bound is 0 . Otherwise, write out the Coefficients of the Polynomials, including zeros as necessary. Let $n=1$. On the line below, write the highest order Coefficient. Starting with the secondhighest Coefficient, add $n$ times the number just written to the original second Coefficient, and write it below the second Coefficient. Continue through order zero. If all the Coefficients are Nonnegative, the least upper bound is $n$. If not, add one to $x$ and repeat the process again. For example, take the Polynomial

$$
\begin{equation*}
y=2 x^{4}-x^{3}-7 x^{2}+x-7 . \tag{12}
\end{equation*}
$$

Performing the above Algorithm gives

| 0 | 2 | -1 | -7 | 1 | -7 |
| :--- | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 1 | -6 | -5 | -12 |
| 2 | 2 | 3 | -1 | -1 | -9 |
| 3 | 2 | 5 | 8 | 25 | 68 |

so the Least Upper Bound is 3 .
see also Bairstow's Method, Descartes' Sign Rule, Jenkins-Traub Method, Laguerre's Method, Lehmer-Schur Method, Maehly's Procedure, Muller's Method, Root, ZassenhausBerlekamp Algorithm

## Polynomial Series

see Multinomial Series

## Polyomino

A generalization of the Domino. An $n$-omino is defined as a collection of $n$ squares of equal size arranged with coincident sides. Free polyominoes can be picked up and flipped, so mirror image pieces are considered identical, whereas Fixed polyominoes are distinct if they have different chirality or orientation. Fixed polyominoes are also called Lattice Animals.
Redelmeier (1981) computed the number of Free and Fixed polyominoes for $n \leq 24$, and Mertens (1990) gives a simple computer program. The sequence giving the number of Free polyominoes of each order (Sloane's A000105, Ball and Coxeter 1987) is shown in the second column below, and that for Fixed polyominoes in the third column (Sloane's A014559).

| $n$ | Free | Fixed | Pos. Holes |
| :--- | ---: | ---: | ---: |
| 1 | 1 | 1 | 0 |
| 2 | 1 | 2 | 0 |
| 3 | 2 | 6 | 0 |
| 4 | 5 | 19 | 0 |
| 5 | 12 | 63 | 0 |
| 6 | 35 | 216 | 0 |
| 7 | 108 | 760 | 1 |
| 8 | 369 | 2725 | 6 |
| 9 | 1285 | 9910 | 37 |
| 10 | 4655 | 39446 | 384 |
| 11 | 17073 | 135268 |  |
| 12 | 63600 | 505861 |  |
| 13 | 238591 | 1903890 |  |
| 14 | 901971 | 7204874 |  |
| 15 | 3426576 | 27394666 |  |
| 16 | 13079255 | 104592937 |  |
| 17 | 50107909 | 400795844 |  |
| 18 | 192622052 | 1540820542 |  |
| 19 | 742624232 | 5940738676 |  |
| 20 | 2870671950 | 22964779660 |  |
| 21 | 11123060678 | 88983512783 |  |
| 22 | 43191857688 | 345532572678 |  |
| 23 | 168047007728 | 1344372335524 |  |
| 24 | 654999700403 | 5239988770268 |  |

The best currently known bounds on the number of $n$ polyominoes are

$$
3.72^{n}<P(n)<4.65^{n}
$$

(Eden 1961, Klarner 1967, Klarner and Rivest 1973, Ball and Coxeter 1987). For $n=4$, the quartominoes are called Straight, $L, T$, Square, and Skew. For $n=5$, the pentominoes are called $f, I, L, N, P, T, U, V, W$, $X, y$, and $Z$ (Golomb 1995).

see also Domino, Hexomino, Monomino, Pentomino, Polyabolo, Polycube, Polyhex, Polyiamond, Polyking, Polyplet, Tetromino, Triomino

## References

Atkin, A. O. L. and Birch, B. J. (Eds.). Computers in Number Theory: Proc. Sci. Research Council Atlas Symposium No. 2 Held at Oxford from 18-23 Aug., 1969. New York: Academic Press, 1971.
Ball, W. W. R. and Coxeter, H. S. M. Mathematical Recreations and Essays, 13th ed. New York: Dover, pp. 109113, 1987.
Beeler, M.; Gosper, R. W.; and Schroeppel, R. Item 77 in HAKMEM. Cambridge, MA: MIT Artificial Intelligence Laboratory, Memo AIM-239, pp. 48-50, Feb. 1972.
Eden, M. "A Two-Dimensional Growth Process." Proc. Fourth Berkeley Symposium Math. Statistics and Probability, Held at the Statistical Laboratory, University of California, June 30-July 30, 1960. Berkeley, CA: University of California Press, pp. 223-239, 1961.
Finch, S. "Favorite Mathematical Constants." http://ww. mathsoft.com/asolve/constant/rndprc/rndprc.html.
Gardner, M. "Polyominoes and Fault-Free Rectangles." Ch. 13 in Martin Gardner's New Mathematical Diversions from Scientific American. New York: Simon and Schuster, 1966.

Gardner, M. "Polyominoes and Rectification." Ch. 13 in Mathematical Magic Show: More Puzzles, Games, Diversions, Illusions and Other Mathematical Sleight-of-Mind from Scientific American. New York: Vintage, pp. 172187, 1978.
Golomb, S. W. "Checker Boards and Polyominoes." Amer. Math. Monthly 61, 675-682, 1954.
Golomb, S. W. Polyominoes: Puzzles, Patterns, Problems, and Packings, rev. enl. 2nd ed. Princeton, NJ: Princeton University Press, 1995.
Klarner, D. A. "Cell Growth Problems." Can. J. Math. 19, 851-863, 1967.
Klarner, D. A. and Riverst, R. "A Procedure for Improving the Upper Bound for the Number of $n$-ominoes." Can. J. Math. 25, 585-602, 1973.
Lei, A. "Bigger Polyominoes." http://www . cs . ust . hk / -philipl/omino/bigpolyo.html.
Lei, A. "Polyominoes." http://www.cs.ust.hk/~philipl/ omino/omino.html.

Lunnon, W. F. "Counting Polyominoes." In Computers in Number Theory (Ed. A. O. L. Atkin and B. J. Brich). London: Academic Press, pp. 347-372, 1971.
Martin, G. Polyominoes: A Guide to Puzzles and Problems in Tiling. Washington, DC: Math. Assoc. Amer., 1991.
Mertens, S. "Lattice Animals-A Fast Enumeration Algorithm and New Perimeter Polynomials." J. Stat. Phys. 58, 1095-1108, 1990.
Read, R. C. "Contributions to the Cell Growth Problem." Canad. J. Math. 14, 1-20, 1962.
Redelmeier, D. H. "Counting Polyominoes: Yet Another Attack." Discrete Math. 36, 191-203, 1981.
Ruskey, F. "Information on Polyominoes." http://sue.csc .uvic.ca/~cos/inf/misc/PolyominoInfo.html.
Sloane, N. J. A. Sequences A014559 and A000105/M1425 in "An On-Line Version of the Encyclopedia of Integer Sequences."
von Seggern, D. CRC Standard Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 342-343, 1993.

## Polyomino Tiling

A Tiling of the Plane by specified types of PolyomiNOES. Interestingly, the FibONACCI NUMBER $F_{n+1}$ gives the number of ways for $2 \times 1$ dominoes to cover a $2 \times n$ checkerboard.

## see also Fibonacci Number
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## Polyplet



A Polyomino-like object made by attaching squares joined either at sides or corners. Because neighboring squares can be in relation to one another as Kings may move on a Chessboard, polyplets are sometimes also called Polykings. The number of $n$-polyplets (with holes allowed) are $1,2,5,22,94,524,3031, \ldots$ (Sloane's A030222). The number of $n$-polyplets having bilateral symmetry are $1,2,4,10,22,57,131, \ldots$ (Sloane's A030234). The number of $n$-polyplets not having bilateral symmetry are $0,0,1,12,72,467,2900, \ldots$ (Sloane's A030235). The number of fixed $n$-polyplets are $1,4,20$, $110,638,3832, \ldots$ (Sloane's A030232). The number of one-sided $n$-polyplets are $1,2,6,34,166,991, \ldots$ (Sloane's A030233).

## see also Polyiamond, Polyomino
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## Polytope

A convex polytope may be defined as the Convex Hull of a finite set of points (which are always bounded), or as the intersection of a finite set of half-spaces. Explicitly, a $d$-dimensional polytope may be specified as the set of solutions to a system of linear inequalities

$$
\mathrm{m} \mathbf{x} \leq \mathbf{b}
$$

where $m$ is a real $s \times d$ MATRIX and $\mathbf{b}$ is a real $s$-VECTOR. The positions of the vertices given by the above equations may be found using a process called Vertex EnuMERATION.

A regular polytope is a generalization of the Platonic Solids to an arbitrary Dimension. The Necessary condition for the figure with Schläfli Symbol $\{p, q, r\}$ to be a finite polytope is

$$
\cos \left(\frac{\pi}{q}\right)<\sin \left(\frac{\pi}{p}\right) \sin \left(\frac{\pi}{r}\right)
$$

SUFFICIENCY can be established by consideration of the six figures satisfying this condition. The table below enumerates the six regular polytopes in 4-D (Coxeter 1969, p. 414).

| Name | Schläfli <br> Symbol | $N_{0}$ | $N_{1}$ | $N_{2}$ | $N_{3}$ |
| :---: | :---: | ---: | ---: | ---: | ---: |
| regular simplex | $\{3,3,3\}$ | 5 | 10 | 10 | 5 |
| hypercube | $\{4,3,3\}$ | 16 | 32 | 24 | 8 |
| 16-cell | $\{3,3,4\}$ | 8 | 24 | 32 | 16 |
| 24-cell | $\{3,4,3\}$ | 24 | 96 | 96 | 24 |
| 120-cell | $\{5,3,3\}$ | 600 | 1200 | 720 | 120 |
| 600 -cell | $\{3,3,5\}$ | 120 | 720 | 1200 | 600 |

Here, $N_{0}$ is the number of Vertices, $N_{1}$ the number of Edges, $N_{2}$ the number of Faces, and $N_{3}$ the number of cells. These quantities satisfy the identity

$$
N_{0}-N_{1}+N_{2}-N_{3}=0
$$

which is a version of the Polyhedral Formula.
For $n$-D with $n \geq 5$, there are only three regular polytopes, the Measure Polytope, Cross Polytope, and regular Simplex (which are analogs of the Cube, Octahedron, and Tetrahedron).
see also 16-Cell, 24-Cell, 120-Cell, 600-Cell, Cross Polytope, Edge (Polytope), Face, Facet, Hypercube, Incidence Matrix, Measure Polytope, Ridge, Simplex, Tesseract, Vertex (PolyHEDRON)
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## Poncelet's Closure Theorem

If an $n$-sided Poncelet Transverse constructed for two given Conic Sections is closed for one point of origin, it is closed for any position of the point of origin. Specifically, given one Eluipse inside another, if there exists one Circuminscribed (simultaneously inscribed in the outer and circumscribed on the inner) $n$-gon, then any point on the boundary of the outer Ellipse is the Vertex of some Circuminscribed $n$-gon.
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Dörrie, H. 100 Great Problems of Elementary Mathematics: Their History and Solutions. New York: Dover, p. 193, 1965.

## Poncelet's Continuity Principle

see Permanence of Mathematical Relations Principle

## Poncelet-Steiner Theorem

All Euclidean Geometric Constructions can be carried out with a Straightedge alone if, in addition, one is given the Radius of a single Circle and its center. The theorem was suggested by Poncelet in 1822 and proved by Steiner in 1833. A construction using Straightedge alone is called a Steiner ConstrucTION.

## see also Geometric Construction, Steiner Construction
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## Poncelet's Theorem

see Poncelet's Closure Theorem

## Poncelet Transform

see Poncelet Transverse

## Poncelet Transverse

Let a Circle $C_{1}$ lie inside another Circle $C_{2}$. From any point on $C_{2}$, draw a tangent to $C_{1}$ and extend it to $C_{2}$. From the point, draw another tangent, etc. For $n$ tangents, the result is called an $n$-sided PoNcelet Transform.
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Pong Hau K'i

A Chinese Tic-Tac-Toe-like game.
see also Tic-Tac-Toe
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## Pons Asinorum

An elementary theorem in geometry whose name means "ass's bridge." The theorem states that the Angles at the base of an Isosceles Triangle (defined as a Triangle with two legs of equal length) are equal.
see also Isosceles Triangle, Pythagorean TheoRem
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## Pontryagin Class

The $i$ th Pontryagin class of a Vector Bundle is $(-1)^{i}$ times the $i$ th Chern Class of the complexification of the Vector Bundle. It is also in the 4ith cohomology group of the base Space involved.

## see also Chern Class, Stiefel-Whitney Class

## Pontryagin Duality

Let $G$ be a locally compact Abelian Group. Let $G^{*}$ be the group of all homeomorphisms $G \rightarrow R / Z$, in the compact open topology. Then $G^{*}$ is also a locally compact Abelian Group, where the asterisk defines a contravariant equivalence of the category of locally compact Abelian groups with itself. The natural mapping $G \rightarrow\left(G^{*}\right)^{*}$, sending $g$ to $G$, where $G(f)=f(g)$, is an isomorphism and a Homeomorphism. Under this equivalence, compact groups are sent to discrete groups and vice versa.
see also Abelian Group, Homeomorphism

## Pontryagin Maximum Principle

A result is Control Theory. Define

$$
H(\psi, x, u) \equiv(\psi, f(x, u)) \equiv \sum_{a=0}^{n} \psi_{a} f^{a}(x, u) .
$$

Then in order for a control $u(t)$ and a trajectory $x(t)$ to be optimal, it is Necessary that there exist NoNzERO absolutely continuous vector function $\psi(t)=$ $\left(\psi_{0}(t), \psi_{1}(t), \ldots, \psi_{n}(t)\right)$ corresponding to the functions $u(t)$ and $x(t)$ such that

1. The function $H(\psi(t), x(t), u)$ attains its maximum at the point $u=u(t)$ almost everywhere in the interval $t_{0} \leq t \leq t_{1}$,

$$
H(\psi(t), x(t), u(t))=\max _{u \in U} H(\psi(t), x(t), u) .
$$

2. At the terminal time $t_{1}$, the relations $\psi_{0}\left(t_{1}\right) \leq 0$ and $H\left(\psi\left(t_{1}\right), x\left(t_{1}\right), u\left(t_{1}\right)\right)=0$ are satisfied.
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## Pontryagin Number

The Pontryagin number is defined in terms of the PONtryagin Class of a Manifold as follows. For any collection of Pontryagin Classes such that their cup product has the same Dimension as the Manifold, this cup product can be evaluated on the Manifold's Fundamental Class. The resulting number is called the Pontryagin number for that combination of Pontryagin classes. The most important aspect of Pontryagin numbers is that they are Cobordism invariant. Together, Pontryagin and Stiefel-Whitney Numbers determine an oriented manifold's oriented Cobordism class.
see also Chern Number, Stiefel-Whitney Number

## Ponzo's Illusion



The upper Horizontal line segment in the above figure appears to be longer than the lower line segment despite the fact that both are the same length.
see also Illusion, Müller-Lyer Illusion, Poggendorff Illusion, Vertical-Horizontal Illusion
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## Pop

An action which removes a single element from the top of a Queve or Stack, turning the List $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ into $\left(a_{2}, \ldots, a_{n}\right)$ and yielding the element $a_{1}$.
see also PUSH, STACK

## Population Comparison

Let $x_{1}$ and $x_{2}$ be the number of successes in variates taken from two populations. Define

$$
\begin{align*}
& \hat{p}_{1} \equiv \frac{x_{1}}{n_{1}}  \tag{1}\\
& \hat{p}_{2} \equiv \frac{x_{2}}{n_{2}} \tag{2}
\end{align*}
$$

The Estimator of the difference is then $\hat{p}_{1}-\hat{p}_{2}$. Doing a $z$-TRANSFORM,

$$
\begin{equation*}
z=\frac{\left(\hat{p}_{1}-\hat{p}_{2}\right)-\left(p_{1}-p_{2}\right)}{\sigma_{\hat{p}_{1}-\hat{p}_{2}}} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{\hat{p}_{1}-\hat{p}_{2}} \equiv \sqrt{\sigma_{\hat{p}_{1}}^{2}-\sigma_{\hat{p}_{2}}{ }^{2}} \tag{4}
\end{equation*}
$$

The Standard Error is

$$
\begin{align*}
\mathrm{SE}_{\hat{p}_{1}-\hat{p}_{2}} & =\sqrt{\frac{\hat{p}_{1}\left(1-\hat{p}_{1}\right)}{n_{1}}+\frac{\hat{p}_{2}\left(1-\hat{p}_{2}\right)}{n_{2}}}  \tag{5}\\
\mathrm{SE}_{\bar{x}_{1}-\bar{x}_{2}} & =\sqrt{\frac{s_{1}^{2}}{n_{1}}+\frac{s_{2}^{2}}{n_{2}}}  \tag{6}\\
s_{\mathrm{pool}}{ }^{2} & =\frac{\left(n_{1}-1\right) s_{1}^{2}+\left(n_{2}-1\right) s_{2}^{2}}{n_{1}+n_{2}-2} \tag{7}
\end{align*}
$$

see also $z$-TRANSFORM

## Population Growth

The differential equation describing exponential growth is

$$
\begin{equation*}
\frac{d N}{d t}=\frac{N}{\tau} \tag{1}
\end{equation*}
$$

This can be integrated directly

$$
\begin{gather*}
\int_{N_{0}}^{N} \frac{d N}{N}=\int_{0}^{t} \frac{d t}{\tau}  \tag{2}\\
\ln \left(\frac{N}{N_{0}}\right)=\frac{t}{\tau} \tag{3}
\end{gather*}
$$

Exponentiating,

$$
\begin{equation*}
N(t)=N_{0} e^{t / \tau} \tag{4}
\end{equation*}
$$

Defining $N(t=1)=N_{0} e^{\alpha}$ gives $\tau=1 / \alpha$ in (4), so

$$
\begin{equation*}
N(t)=N_{0} e^{\alpha t} \tag{5}
\end{equation*}
$$

The quantity $\alpha$ in this equation is sometimes known as the Malthusian Parameter.

Consider a more complicated growth law

$$
\begin{equation*}
\frac{d N}{d t}=\left(\frac{\alpha t-1}{t}\right) N \tag{6}
\end{equation*}
$$

where $\alpha>1$ is a constant. This can also be integrated directly

$$
\begin{gather*}
\frac{d N}{N}=\left(\alpha-\frac{1}{t}\right) d t  \tag{7}\\
\ln N=\alpha t-\ln t+C  \tag{8}\\
N(t)=\frac{C e^{\alpha t}}{t} \tag{9}
\end{gather*}
$$

Note that this expression blows up at $t=0$. We are given the Initial Condition that $N(t=1)=N_{0} e^{\alpha}$, so $C=N_{0}$.

$$
\begin{equation*}
N(t)=N_{0} \frac{e^{\alpha t}}{t} \tag{10}
\end{equation*}
$$

The $t$ in the Denominator of (10) greatly suppresses the growth in the long run compared to the simple growth law.

The Logistic Growth Curve, defined by

$$
\begin{equation*}
\frac{d N}{d t}=\frac{r(K-N)}{N} \tag{11}
\end{equation*}
$$

is another growth law which frequently arises in biology. It has a rather complicated solution for $N(t)$.
see also Gompertz Curve, Life Expectancy, Logistic Growth Curve, Lotka-Volterra Equations, Makeham Curve, Malthusian Parameter, Survivorship Curve

## Porism

An archaic type of mathematical proposition whose purpose is not entirely known.
see also Axiom, Lemma, Postulate, Principle, Steiner's Porism, Theorem

## Porter's Constant

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.

The constant appearing in FORmULAS for the efficiency of the Euclidean Algorithm,

$$
\begin{aligned}
C & =\frac{6 \ln 2}{\pi^{2}}\left[3 \ln 2+4 \gamma-\frac{24}{\pi^{2}} \zeta^{\prime}(2)-2\right]-\frac{1}{2} \\
& =1.4670780794 \ldots,
\end{aligned}
$$

where $\gamma$ is the Euler-Mascheroni Constant and $\zeta(z)$ is the Riemann Zeta Function.
see also Euclidean Algorithm
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## Pósa's Theorem

Let $G$ be a Simple Graph with $n$ Vertices.

1. If, for every $k$ in $1 \leq k<(n-1) / 2$, the number of Vertices of Valency not exceeding $k$ is less than $k$, and
2. If, for $n$ ODd, the number of Vertices with VALENCY not exceeding $(n-1) / 2$ is less than or equal to $(n-1) / 2$,
then $G$ contains a Hamiltonian Circuit.
see also Hamiltonian Circuit

## Poset

see Partially Ordered Set

## Poset Dimension

The Dimension of a Poset $P=(X, \leq)$ is the size of the smallest Realizer of $P$. Equivalently, it is the smallest Integer $d$ such that $P$ is Isomorphic to a Dominance order in $\mathbb{R}^{d}$.
see also DIMENSION, DOMINANCE, ISOMORPHIC Posets, Realizer
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## Position Four-Vector

The Contravariant Four-Vector arising in special and general relativity,

$$
x^{\mu}=\left[\begin{array}{c}
x^{0} \\
x^{1} \\
x^{2} \\
x^{3}
\end{array}\right] \equiv\left[\begin{array}{c}
c t \\
x \\
y \\
z
\end{array}\right]
$$

where $c$ is the speed of light and $t$ is time. Multiplication of two four-vectors gives the spacetime interval

$$
\begin{aligned}
I & =g_{\mu \nu} x^{\mu} x^{\nu}=\left(x^{0}\right)^{2}-\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}-\left(x^{3}\right)^{2} \\
& =(c t)^{2}-\left(x^{1}\right)^{2}-\left(x^{2}\right)^{2}-\left(x^{3}\right)^{2}
\end{aligned}
$$

see also Four-Vector, Lorentz Transformation, Quaternion

## Position Vector

see Radius Vector

## Positive

A quantity $x>0$, which may be written with an explicit Plus Sign for emphasis, $+x$.
see also Negative, Nonnegative, Plus Sign, Zero

## Positive Definite Function

A Positive definite Function $f$ on a Group $G$ is a Function for which the Matrix $\left\{f\left(x_{i} x_{j}{ }^{-1}\right)\right\}$ is always Positive Semidefinite Hermitian.
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## Positive Definite Matrix

A Matrix $A$ is positive definite if

$$
\begin{equation*}
(A \mathbf{v}) \cdot \mathbf{v}>0 \tag{1}
\end{equation*}
$$

for all Vectors $\mathbf{v} \neq 0$. All Eigenvalues of a positive definite matrix are Positive (or, equivalently, the Determinants associated with all upper-left Submatrices are Positive).

The Determinant of a positive definite matrix is Positive, but the converse is not necessarily true (i.e., a matrix with a Positive Determinant is not necessarily positive definite).
A Real Symmetric Matrix $A$ is positive definite Iff there exists a Real nonsingular Matrix $M$ such that

$$
\begin{equation*}
\mathrm{A}=\mathrm{MM}^{\mathrm{T}} . \tag{2}
\end{equation*}
$$

A $2 \times 2$ Symmetric Matrix

$$
\left[\begin{array}{ll}
a & b  \tag{3}\\
b & c
\end{array}\right]
$$

is positive definite if

$$
\begin{equation*}
a v_{1}^{2}+2 b v_{1} v_{2}+c v_{2}^{2}>0 \tag{4}
\end{equation*}
$$

for all $\mathbf{v}=\left(v_{1}, v_{2}\right) \neq 0$.
A Hermitian Matrix A is positive definite if

1. $a_{i i}>0$ for all $i$,
2. $a_{i i} a_{i j}>\left|a_{i j}\right|^{2}$ for $i \neq j$,
3. The element of largest modulus must lie on the leading diagonal,
4. $|A|>0$.
see also Determinant, Eigenvalue, Hermitian Matrix, Matrix, Positive Semidefinite Matrix

## References

Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, p. 1106, 1979.

## Positive Definite Quadratic Form

A Quadratic Form $Q(\mathbf{x})$ is said to be positive definite if $Q(\mathbf{x})>0$ for $\mathbf{x} \neq \mathbf{0}$. A Real Quadratic Form in $n$ variables is positive definite IFF its canonical form is

$$
\begin{equation*}
Q(\mathbf{z})=z_{1}^{2}+z_{2}^{2}+\ldots+z_{n}^{2} . \tag{1}
\end{equation*}
$$

## A Binary Quadratic Form

$$
\begin{equation*}
F(x, y)=a_{11} x^{2}+2 a_{12} x y+a_{22} y^{2} \tag{2}
\end{equation*}
$$

of two Real variables is positive definite if it is $>0$ for any $(x, y) \neq(0,0)$, therefore if $a_{11}>0$ and the DISCRIMINANT $a \equiv a_{11} a_{22}-a_{12}{ }^{2}>0$. A Binary Quadratic Form is positive definite if there exist Nonzero $x$ and $y$ such that

$$
\begin{equation*}
\left(a x^{2}+2 b x y+c y^{2}\right)^{2} \leq \frac{4}{3}\left|a c-b^{2}\right| \tag{3}
\end{equation*}
$$

(Le Lionnais 1983).
A Quadratic Form ( $\mathbf{x}, \mathrm{A} \mathbf{x}$ ) is positive definite Iff every Eigenvalue of A is Positive. A Quadratic Form $Q=(\mathbf{x}, \mathrm{A} \mathbf{x})$ with A a Hermitian matrix is
positive definite if all the principal minors in the topleft corner of A are Positive, in other words

$$
\begin{align*}
& a_{11} \tag{4}
\end{align*}>0
$$

see also Indefinite Quadratic Form, Positive Semidefinite Quadratic Form
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## Positive Definite Tensor

A Tensor $g$ whose discriminant satisfies

$$
g \equiv g_{11} g_{22}-g_{12}^{2}>0
$$

## Positive Integer

see $\mathbb{Z}^{+}$

## Positive Semidefinite Matrix

A Matrix A is positive semidefinite if

$$
(\mathrm{A} \mathbf{v}) \cdot \mathbf{v} \geq 0
$$

for all $\mathbf{v} \neq 0$.
see also Positive Definite Matrix

## Positive Semidefinite Quadratic Form

A Quadratic Form $Q(\mathbf{x})$ is positive semidefinite if it is never $<0$, but is 0 for some $\mathbf{x} \neq 0$. The Quadratic Form, written in the form ( $\mathbf{x}, \mathrm{A} \mathbf{x}$ ), is positive semidefinite Iff every Eigenvalue of A is Nonnegative.
see also Indefinite Quadratic Form, Positive Definite Quadratic Form
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## Postage Stamp Problem

Consider a SEt $A_{k}=\left\{a_{1}, a_{2}, \ldots, a_{k}\right\}$ of Integer denomination postage stamps with $1=a_{1}<a_{2}<\ldots<$ $a_{k}$. Suppose they are to be used on an envelope with room for no more than $h$ stamps. The postage stamp problem then consists of determining the smallest InteGER $N\left(h, A_{k}\right)$ which cannot be represented by a linear combination $\sum_{i=1}^{k} x_{i} a_{i}$ with $x_{i} \geq 0$ and $\sum_{i=1}^{k} x_{i}<h$.

Exact solutions exist for arbitrary $A_{k}$ for $k=2$ and 3. The $k=2$ solution is

$$
n\left(h, A_{2}\right)=\left(h+3-a_{2}\right) a_{2}-2
$$

for $h \geq a_{2}-2$. The general problem consists of finding

$$
n(h, k)=\max _{A_{k}} n\left(h, A_{k}\right) .
$$

It is known that

$$
n(h, 2)=\left\lfloor\frac{1}{4}\left(h^{2}+6 h+1\right)\right\rfloor,
$$

(Stöhr 1955, Guy 1994), where $\lfloor x\rfloor$ is the Floor FuncTION, the first few values of which are $2,4,7,10,14,18$, $23,28,34,40, \ldots$ (Sloane's A014616).
see also Harmonious Graph, Stamp Folding
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## Posterior Distribution

see Bayesian Analysis

## Postnikov System

An iterated Fibration of Eilenberg-Mac Lane Spaces. Every Topological Space has this HomoTOPY type.
see also Eilenberg-Mac Lane Space, Fibration, Hомотору

## Postulate

A statement, also known as an Axiom, which is taken to be true without Proof. Postulates are the basic structure from which Lemmas and Theorems are derived. The whole of Euclidean Geometry, for example, is based on five postulates known as Euclid's Postulates.
see also Archimedes' Postulate, Axiom, Bertrand's Postulate, Conjecture, Equidistance Postulate, Euclid's Fifth Postulate, Euclid's Postulates, Lemma, Parallel Postulate, Porism, Proof, Theorem, Triangle Postulate

## Potato Paradox

You buy 100 pounds of potatoes and are told that they are $99 \%$ water. After leaving them outside, you discover that they are now $98 \%$ water. The weight of the dehydrated potatoes is then a surprising 50 pounds!

## References
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## Potential Function

The term used in physics and engineering for a HaRmonic Function. Potential functions are extremely useful, for example, in electromagnetism, where they reduce the study of a 3 -component Vector Field to a 1-component Scalar Function.
see also Harmonic Function, Laplace's Equation, Scalar Potential, Vector Potential

## Potential Theory

The study of Harmonic Functions (also called Potential Functions).
see also Harmonic Function, Scalar Potential, Vector Potential

## References

Kellogg, O. D. Foundations of Potential Theory. New York: Dover, 1953.
MacMillan, W. D. The Theory of the Potential. New York: Dover, 1958.

## Pothenot Problem

see Snellius-Pothenot Problem

## Poulet Number

A Fermat Pseudoprime to base 2, denoted psp(2), i.e., a Composite Odd Integer such that

$$
2^{n-1} \equiv 1(\bmod n)
$$

The first few Poulet numbers are 341, 561, 645, 1105, 1387, ... (Sloane's A001567). Pomerance et al. (1980) computed all 21,853 Poulet numbers less than $25 \times 10^{9}$.
Pomerance has shown that the number of Poulet numbers less than $x$ for sufficiently large $x$ satisfy

$$
\exp \left[(\ln x)^{5 / 14}\right]<P_{2}(x)<x \exp \left(-\frac{\ln x \ln \ln \ln x}{2 \ln \ln x}\right)
$$

(Guy 1994).
A Poulet number all of whose Divisors $d$ satisfy $d \mid 2^{d}-2$ is called a Super-Poulet Number. There are an infinite number of Poulet numbers which are not SuperPoulet Numbers. Shanks (1993) calls any integer satisfying $2^{n-1} \equiv 1(\bmod n)$ (i.e., not limited to ODD composite numbers) a Fermatian.
see also Fermat Pseudoprime, Pseudoprime, Su-per-Poulet Number
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## Power



The exponent to which a given quantity is raised is known as its Power. The expression $x^{a}$ is therefore known as " $x$ to the $a$ th Power." The rules for combining quantities containing powers are called the Exponent Laws.

Special names given to various powers are listed in the following table.

| Power | Name |
| :--- | :--- |
| $1 / 2$ | square root |
| $1 / 3$ | cube root |
| 2 | squared |
| 3 | cubed |

The Sum of $p$ th Powers of the first $n$ Positive Integers is given by Faulhaber's Formula,

$$
\sum_{k=1}^{n} k^{p}=\frac{1}{p+1} \sum_{k=1}^{p+1}(-1)^{\delta_{k p}}\binom{p+1}{k} B_{p+1-k} n^{k},
$$

where $\delta_{k p}$ is the Kronecker Delta, $\binom{n}{k}$ is a Binomial Coefficient, and $B_{k}$ is a Bernoulli Number.

Let $s_{n}$ be the largest Integer that is not the Sum of distinct $n$th powers of Positive Integers (Guy 1994). The first few values for $n=2,3, \ldots$ are 128,12758 , $5134240,67898771, \ldots$ (Sloane's A001661).

Catalan's Conjecture states that 8 and $9\left(2^{3}\right.$ and $3^{2}$ ) are the only consecutive Powers (excluding 0 and 1), i.e., the only solution to Catalan's Diophantine Problem. This Conjecture has not yet been proved or refuted, although R. Tijdeman has proved that there can be only a finite number of exceptions should the Conjecture not hold. It is also known that 8 and 9 are the only consecutive Cubic and Square Numbers (in either order). Hyyrö and Mąkowski proved that there do not exist three consecutive Powers (Ribenboim 1996).
Very few numbers of the form $n^{p} \pm 1$ are Prime (where composite powers $p=k b$ need not be considered, since $\left.\left.n^{( } k b\right) \pm 1=\left(n^{k}\right)^{b} \pm 1\right)$. The only Prime Numbers of the form $n^{p}-1$ for $n \leq 100$ and Prime $2 \leq p \leq 10$ correspond to $n=2$, i.e., $2^{2}-1=3,2^{3}-1=7$, $2^{5}-1=31, \ldots$ The only Prime Numbers of the form
$n^{p}+1$ for $n \leq 100$ and Prime $2 \leq p \leq 10$ correspond to $p=2$ with $n=1,2,4,6,10,14,16,20,24,26, \ldots$ (Sloane's A005574).

There are no nontrivial solutions to the equation

$$
1^{n}+2^{n}+\ldots+m^{n}=(m+1)^{n}
$$

for $m \leq 10^{2,000,000}$ (Guy 1994, p. 153).
see also Apocalyptic Number, Biquadratic Number, Catalan's Conjecture, Catalan's Diophantine Problem, Cube Root, Cubed, Cubic Number, Exponent, Exponent Laws, Faulhaber's Formula, Figurate Number, Moessner’s Theorem, Narcissistic Number, Power Rule, Square Number, Square Root, Squared, Sum, Waring's ProbLEM
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## Power Center

see Radical Center

## Power (Circle)



The Power of the two points $P$ and $Q$ with respect to a Circle is defined by

$$
p \equiv O P \times P Q
$$

Let $R$ be the Radius of a Circle and $d$ be the distance between a point $P$ and the circle's center. Then the Power of the point $P$ relative to the circle is

$$
p=d^{2}-R^{2} .
$$

If $P$ is outside the Circle, its Power is Positive and equal to the square of the length of the segment from $P$ to the tangent to the Circle through $P$. If $P$ is inside the Circle, then the Power is Negative and equal to the product of the Diameters through $P$.

The Locus of points having Power $k$ with regard to a fixed Circle of Radius $r$ is a Concentric Circle of Radius $\sqrt{r^{2}+k}$. The Chordal Theorem states that the LOcuS of points having equal Power with respect to two given nonconcentric Circles is a line called the Radical Line (or Chordal; Dörrie 1965).
see also Chordal Theorem, Coaxal Circles, Inverse Points, Inversion Circle, Inversion Radius, Inversive Distance, Radical Line
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## Power Curve

The curve with Trilinear Coordinates $a^{t}: b^{t}: c^{t}$ for a given Power $t$.
see also Power
References
Kimberling, C. "Major Centers of Triangles." Amer. Math. Monthly 104, 431-438, 1997.

## Power Line

see Radical Axis

## Power Point

Triangle centers with Triangle Center Functions of the form $\alpha=a^{n}$ are called $n$th PoWER points. The 0th power point is the Incenter, with Triangle Center Function $\alpha=1$.
see also Incenter, Triangle Center Function
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## Power Rule

The Derivative of the Power $x^{n}$ is given by

$$
\frac{d}{d x}\left(x^{n}\right)=n x^{n-1}
$$

see also Chain Rule, Derivative, Exponent Laws, Product Rule

References
Anton, H. Calculus with Analytic Geometry, 2nd ed. New York: Wiley, p. 131, 1984.

## Power Series

A power series in a variable $z$ is an infinite Sum of the form

$$
\begin{equation*}
\sum_{n}^{\infty} a_{i} z^{i} \tag{1}
\end{equation*}
$$

where $n \geq 0$ and $a_{i}$ are Integers, Real Numbers, COMPLEX NUMBERS, or any other quantities of a given type.

A Conjecture of Pólya is that if a Function has a Power series with Integer Coefficients and Radius of Convergence 1 , then either the Function is Rational or the Unit Circle is a natural boundary.
A generalized Power sum $a(h)$ for $h=0,1, \ldots$ is given by

$$
\begin{equation*}
a(h)=\sum_{i=1}^{m} A_{i}(h) \alpha_{i}^{h} \tag{2}
\end{equation*}
$$

with distinct Nonzero Roots $\alpha_{i}$, Coefficients $A_{i}(h)$ which are Polynomials of degree $n_{i}-1$ for Positive Integers $n_{i}$, and $i \in[1, m]$. The generalized Power sum has order

$$
\begin{equation*}
n \equiv \sum_{i=m}^{m} n_{i} \tag{3}
\end{equation*}
$$

For any power series, one of the following is true:

1. The series converges only for $x=0$.
2. The series converges absolutely for all $x$.
3. The series converges absolutely for all $x$ in some finite open interval $(-R, R)$ and diverges if $x<-R$ or $x>R$. At the points $x=R$ and $x=-R$, the series may converge absolutely, converge conditionally, or diverge.

To determine the interval of convergence, apply the RAtio Test for Absolute Convergence and solve for $x$. A POWER series may be differentiated or integrated within the interval of convergence. Convergent power series may be multiplied and divided (if there is no division by zero).

$$
\begin{equation*}
\sum_{k=1}^{\infty} k^{-p} \tag{4}
\end{equation*}
$$

Converges if $p>1$ and Diverges if $0<p \leq 1$.
see also Binomial Series, Convergence Tests, Laurent Series, Maclaurin Series, Multinomial Series, $p$-Series, Polynomial, Power Set, Quotient-Difference Algorithm, Recurrence Sequence, Series, Series Reversion, Taylor SeRIES
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## Power Set

Given a Set $S$, the Power Set of $S$ is the Set of all Subsets of $S$. The order of a Power set of a Set of order $n$ is $2^{n}$. Power sets are larger than the SETS associated with them.
see also Set, Subset

## Power Spectrum

For a given signal, the power spectrum gives a plot of the portion of a signal's power (energy per unit time) falling within given frequency bins. The most common way of generating a power spectrum is by using a Fourier Transform, but other techniques such as the Maximum Entropy Method can also be used.
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## Power (Statistics)

The probability of getting a positive result for a given test which should produce a positive result.
see also Predictive Value, Sensitivity, Specificity, Statistical Test

## Power Tower

$$
a \uparrow \uparrow k \equiv \underbrace{a^{a^{\cdot}}}_{k}
$$

where $\uparrow$ is Knuth's (1976) Arrow Notation.

$$
a \uparrow^{k} n=a \uparrow^{k-1}\left[a \uparrow^{k}(n-1)\right] .
$$

The infinite power tower $x \uparrow \uparrow \infty=x^{x^{*}}$ converges IFF $e^{-e} \leq x \leq e^{1 / e}(0.0659 \leq x \leq 1.4446)$.
see also Ackermann Function, Fermat Number, Mills' Constant
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## Power (Triangle)

The total Power of a Triangle is defined by

$$
\begin{equation*}
P \equiv \frac{1}{2}\left(a_{1}^{2}+a_{2}^{2}+a_{3}^{2}\right), \tag{1}
\end{equation*}
$$

where $a_{i}$ are the side lengths, and the "partial power" is defined by

$$
\begin{equation*}
p_{1} \equiv \frac{1}{2}\left(a_{2}^{2}+a_{3}^{2}-a_{1}^{2}\right) . \tag{2}
\end{equation*}
$$

Then

$$
\begin{gather*}
P_{1}=a_{2} a_{3} \cos \alpha_{1}  \tag{3}\\
P=p_{1}+p_{2}+p_{3}  \tag{4}\\
P^{2}+{p_{1}}^{2}+{p_{2}}^{2}+{p_{3}}^{2}={a_{1}}^{4}+{a_{2}}^{4}+a_{3}{ }^{4}  \tag{5}\\
\Delta=\frac{1}{2} \sqrt{p_{2} p_{3}+p_{3} p_{1}+p_{3} p_{1}}  \tag{6}\\
p_{1}=\overline{A_{1} H_{2}} \cdot \overline{A_{1} A_{3}}  \tag{7}\\
\frac{a_{1} p_{1}}{\cos \alpha_{1}}=a_{1} a_{2} a_{3}=4 \Delta R  \tag{8}\\
p_{1} \tan \alpha_{1}=p_{2} \tan \alpha_{2}=p_{3} \tan \alpha_{3} \tag{9}
\end{gather*}
$$

where $\Delta$ is the Area of the Triangle and $H_{i}$ are the Feet of the Altitudes. Finally, if a side of the TrianGLE and the value of any partial power are given, then the Locus of the third Vertex is a Circle or straight line.
see also Altitude, Foot, Triangle
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## Powerfree

see Biquadratefree, Cubefree, Prime Number, SQuarefree

## Powerful Number

An Integer $m$ such that if $p \mid m$, then $p^{2} \mid m$, is called a powerful number. The first few are $1,4,8,9,16,25,27$, $32,36,49, \ldots$ (Sloane's A001694). Powerful numbers are always of the form $a^{2} b^{3}$ for $a, b \geq 1$.
Not every Natural Number is the sum of two powerful numbers, but Heath-Brown (1988) has shown that every sufficiently large Natural Number is the sum of at most three powerful numbers. There are infinitely many pairs of consecutive powerful numbers, but Erdős has
conjectured that there do not exist three consecutive powerful numbers. The Conjecture that there are no powerful number triples implies that there are infinitely many Wieferich primes (Granville 1986, Vardi 1991).

A separate usage of the term powerful number is for numbers which are the sums of the positive powers of their digits. The first few are $1,2,3,4,5,6,7,8,9,24$, $43,63,89, \ldots$ (Sloane's A007532).
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## Practical Number

A number $n$ is practical if for all $k \leq n, k$ is the sum of distinct proper divisors of $n$. Defined in 1948 by A. K. Srinivasen. All even Perfect Numbers are practical. The number

$$
m=2^{n-1}\left(2^{n}-1\right)
$$

is practical for all $n=2,3, \ldots$ The first few practical numbers are $1,2,4,6,8,12,16,18,20,24,28,30,32$, $36,40,42,48,54,56, \ldots$ (Sloane's A005153). G. Melfi has computed twins, triplets, and 5 -tuples of practical numbers. The first few 5 -tuples are $12,18,30,198,306$, $462,1482,2550,4422, \ldots$
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## Pratt Certificate

A primality certificate based on Fermat's Little Theorem Converse. Although the general idea had been well-established for some time, Pratt became the first to prove that the certificate tree was of polynomial size and could also be verified in polynomial time. He was also the first to observe that the tree implies that Primes are in the complexity class NP.

To generate a Pratt certificate, assume that $n$ is a Positive Integer and $\left\{p_{i}\right\}$ is the set of Prime Factors of $n-1$. Suppose there exists an Integer $x$ (called a
"Witness") such that $x^{n-1} \equiv 1(\bmod n)$ but $x^{e} \not \equiv 1$ $(\bmod n)$ whenever $e$ is one of $(n-1) / p_{i}$. Then FERmat's Little Theorem Converse states that $n$ is Prime (Wagon 1991, pp. 278-279).

By applying Fermat's Little Theorem Converse to $n$ and recursively to each purported factor of $n-1$, a certificate for a given Prime NUMBER can be generated. Stated another way, the Pratt certificate gives a proof that a number $a$ is a Primitive Root of the multiplicative Group $(\bmod p)$ which, along with the fact that $a$ has order $p-1$, proves that $p$ is a Prime.


The figure above gives a certificate for the primality of $n=7919$. The numbers to the right of the dashes are Witnesses to the numbers to left. The set $\left\{p_{i}\right\}$ for $n-1=7918$ is given by $\{2,37,107\}$. Since $7^{7918} \equiv$ $1(\bmod 7919)$ but $7^{7918 / 2}, 7^{7918 / 37}, 7^{7918 / 107} \not \equiv 1(\bmod$ 7919), 7 is a Witness for 7919. The Prime divisors of $7918=7919-1$ are 2,37 , and 107. 2 is a so-called "self-Witness" (i.e., it is recognized as a Prime without further ado), and the remainder of the witnesses are shown as a nested tree. Together, they certify that 7919 is indeed Prime. Because it requires the FactorizaTION of $n-1$, the Method of Pratt certificates is best applied to small numbers (or those numbers $n$ known to have easily factorable $n-1$ ).

A Pratt certificate is quicker to generate for small numbers than are other types of primality certificates. The Mathematica ${ }^{\circledR}$ (Wolfram Research, Champaign, IL) task ProvablePrime[n] therefore generates an Atkin-Goldwasser-Kilian-Morain Certificate only for numbers above a certain limit ( $10^{10}$ by default), and a Pratt certificate for smaller numbers.
see also Atkin-Goldwasser-Kilian-Morain Certificate, Fermat's Little 'Tieorem Converse, Primality Certificate, Witness
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## Pratt-Kasapi Theorem

see Hoehn's Theorem

## Precedes

The relationship $x$ precedes $y$ is written $x \prec y$. The relation $x$ precedes or is equal to $y$ is written $x \preceq y$.
see also Succeeds

## Precession

see Curve of Constant Precession

## Precisely Unless

If $A$ is true precisely unless $B$, then $B$ implies not- $A$ and not- $B$ implies $A$. J. H. Conway has suggested the term "Unlesss" for this state of affairs, by analogy with Iff. see also Iff, Unless

## Predicate

A function whose value is either True or False.
see also And, False, Or, Predicate Calculus, True, XOR

## Predicate Calculus

The branch of formal Logic dealing with representing the logical connections between statements as well as the statements themselves.
see also Gödel's Incompleteness Theorem, Logic, Predicate

## Predictability

Predictability at a time $\tau$ in the future is defined by

$$
\frac{R(x(t), x(t+\tau))}{H(x(t))}
$$

and linear predictability by

$$
\frac{L(x(t), x(t+\tau))}{H(x(t))}
$$

where $R$ and $L$ are the Redundancy and Linear Redundancy, and $H$ is the Entropy.

## Prediction Paradox

see Unexpected Hanging Paradox

## Predictive Value

The Positive predictive value is the probability that a test gives a true result for a true statistic. The negative predictive value is the probability that a test gives a false result for a false statistic.
see also Power (Statistics), Sensitivity, Specificity, Statistical Test

## Predictor-Corrector Methods

A general method of integrating Ordinary Differential Equations. It proceeds by extrapolating a polynomial fit to the derivative from the previous points to the new point (the predictor step), then using this to interpolate the derivative (the corrector step). Press et al. (1992) opine that predictor-corrector methods have been largely supplanted by the Bulirsch-Stoer and Runge-Kutta Methods, but predictor-corrector schemes are still in common use.
see also Adams' Method, Gill's Method, Milne's Method, Runge-Kutta Method
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## Pretzel Curve

see Knot Curve

## Pretzel Knot



A Knot obtained from a Tangle which can be represented by a Finite sequence of Integers.
see also Tangle
References
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## Primality Certificate

A short set of data that proves the primality of a number. A certificate can, in general, be checked much more quickly than the time required to generate the certificate. Varieties of primality certificates include the Pratt Certificate and Atkin-Goldwasser-Kilian-Morain Certificate.
see also Atkin-Goldwasser-Kilian-Morain Certificate, Compositeness Certificate, Pratt Certificate
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## Primality Test

A test to determine whether or not a given number is Prime. The Rabin-Miller Strong Pseudoprime Test is a particularly efficient Algorithm used by Mathematica ${ }^{\circledR}$ version 2.2 (Wolfram Research, Champaign, IL). Like many such algorithms, it is a probabilistic test using Pseudoprimes, and can potentially (although with very small probability) falsely identify a Composite Number as Prime (although not vice versa). Unlike Prime Factorization, primality testing is believed to be a P-Problem (Wagon 1991). In order to guarantee primality, an almost certainly slower algorithm capable of generating a Primality CertifiCATE must be used.
see also Adleman-Pomerance-Rumely Primality Test, Fermat's Little Theorem Converse, Fermat's Primality Test, Fermat's Theorem, LucasLehmer Test, Miller's Primality Test, Pépin's Test, Pocklington's Theorem, Proth's Theorem, Pseudoprime, Rabin-Miller Strong Pseudoprime Test, Ward's Primality Test, Wilson's Theorem
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## Primary

Each factor $p_{i}{ }^{\alpha_{i}}$ in an Integer's Prime DecomposiTION is called a primary.

## Primary Representation

Let $\pi$ be a unitary Representation of a Group $G$ on a separable Hilbert Space, and let $R(\pi)$ be the smallest weakly closed algebra of bounded linear operators containing all $\pi(g)$ for $g \in G$. Then $\pi$ is primary if the center of $R(\pi)$ consists of only scalar operations.
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## Prime

A symbol used to distinguish one quantity $x^{\prime}$ (" $x$ prime") from another related $x$. Primes are most commonly used to denote transformed coordinates, conjugate points, and Derivatives.
see also Prime Algebraic Number, Prime Number

## Prime Algebraic Number

An irreducible Algebraic Integer which has the property that, if it divides the product of two algebraic InTEGERS, then it DIVIDES at least one of the factors. 1 and -1 are the only Integers which Divide every Integer. They are therefore called the Prime Units. see also Algebraic Integer, Prime Unit

## Prime Arithmetic Progression

Let the number of Primes of the form $m k+n$ less than $x$ be denoted $\pi_{m, n}(x)$. Then

$$
\lim _{x \rightarrow \infty} \frac{\pi_{a, b}(x)}{\operatorname{Li}(x)}=\frac{1}{\phi(a)}
$$

where $\operatorname{Li}(x)$ is the Logarithmic Integral and $\phi(x)$ is the Totient Function.

Let $P$ be an increasing arithmetic progression of $n$ Primes with minimal difference $d>0$. If a Prime $p \leq n$ does not divide $d$, then the elements of $P$ must assume all residues modulo $p$, specifically, some element of $P$ must be divisible by $p$. Whereas $P$ contains only primes, this element must be equal to $p$.
If $d<n \#$ (where $n \#$ is the Primorial of $n$ ), then some prime $p \leq n$ does not divide $d$, and that prime $p$ is in $P$. Thus, in order to determine if $P$ has $d<n \#$, we need only check a finite number of possible $P$ (those with $d<$ $n \#$ and containing prime $p \leq n$ ) to see if they contain only primes. If not, then $d \geq n \#$. If $d=n \#$, then the elements of $P$ cannot be made to cover all residues of any prime $p$. The Prime Patterns Conjecture then asserts that there are infinitely many arithmetic progressions of primes with difference $d$.

A computation shows that the smallest possible common difference for a set of $n$ or more Primes in arithmetic progression for $n=1,2,3, \ldots$ is $0,1,2,6,6,30,150$, $210,210,210,2310,2310,30030,510510, \ldots$ (Sloane's A033188, Ribenboim 1989, Dubner and Nelson 1997, Wilson). The values up to $n=13$ are rigorous, while the remainder are lower bounds which assume the validity of the Prime Patterns Conjecture and are simply given by $p_{n-7} \#$, where $p_{i}$ is the $i$ th Prime. The smallest first terms of arithmetic progressions of $n$ primes with minimal differences are $2,2,3,5,5,7,7,199,199$, 199, 60858179, 147692845283, 14933623, ... (Sloane's A033189; Wilson).
Smaller first terms are possible for nonminimal $n$-term progressions. Examples include the 8-term progression $11+1210230 k$ for $k=0,1, \ldots, 7$, the 12 -term progression $23143+30030 k$ for $k=0,1, \ldots, 11$ (Golubev 1969, Guy 1994), and the 13 -term arithmetic progression $766439+510510 k$ for $k=0,1, \ldots, 12$ (Guy 1994).
The largest known set of primes in Arithmetic SeQUENCE is 22 ,

$$
11,410,337,850,553+4,609,098,694,200 k
$$

for $k=0,1, \ldots, 21$ (Pritchard et al. 1995, UTS School of Mathematical Sciences).

The largest known sequence of consecutive Primes in Arithmetic Progression (i.e., all the numbers between the first and last term in the progression, except for the members themselves, are composite) is ten, given by

$$
\begin{gathered}
100,996,972,469,714,247,637,786,655,587,969 \\
840,329,509,324,689,190,041,803,603,417,758 \\
904,341,703,348,882,159,067,229,719+210 k
\end{gathered}
$$

for $k=0,1, \ldots, 9$, discovered by Harvey Dubner, Tony Forbes, Manfred Toplic, et al. on March 2, 1998. This beats the record of nine set on January 15, 1998 by the same investigators,

$$
\begin{gathered}
99,679,432,066,701,086,484,490,653,695,853 \\
561,638,982,364,080,991,618,395,774,048,585 \\
529,071,475,461,114,799,677,694,651+210 k
\end{gathered}
$$

for $k=0,1, \ldots, 8$ (two sequences of nine are now known), the progression of eight consecutive primes given by

$$
\begin{gathered}
43,804,034,644,029,893,325,717,710,709,965 \\
599,930,101,479,007,432,825,862,362,446,333 \\
961,919,524,977,985,103,251,510,661+210 k
\end{gathered}
$$

for $k=0,1, \ldots, 7$, discovered by Harvey Dubner, Tony Forbes, et al. on November 7, 1997 (several are now known), and the progression of seven given by

$$
\begin{gathered}
1,089,533,431,247,059,310,875,780,378,922,957,732 \\
908,036,492,993,138,195,385,213,105,561,742,150 \\
447,308,967,213,141,717,486,151+210 k
\end{gathered}
$$

for $k=0,1, \ldots, 6$, discovered by H. Dubner and H. K. Nelson on Aug. 29, 1995 (Peterson 1995, Dubner and Nelson 1997). The smallest sequence of six consecutive Primes in arithmetic progression is

$$
121,174,811+30 k
$$

for $k=0,1, \ldots, 5$ (Lander and Parkin 1967, Dubner and Nelson 1997). According to Dubner et al., a trillion-fold increase in computer speed is needed before the search for a sequence of 11 consecutive primes is practical, so they expect the ten-primes record to stand for a long time to come.

It is conjectured that there are arbitrarily long sequences of Primes in Arithmetic Progression (Guy 1994).
see also Arithmetic Progression, Cunningham Chain, Dirichlet's Theorem, Linnik's Theorem,

Prime Constellation, Prime-Generating Polynomial, Prime Number Theorem, Prime Patterns Conjecture, Prime Quadruplet
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## Prime Array

Find the $m \times n$ Array of single digits which contains the maximum possible number of Primes, where allowable Primes may lie along any horizontal, vertical, or diagonal line. For $m=n=2$, 11 Primes are maximal and are contained in the two distinct arrays

$$
A(2,2)=\left[\begin{array}{ll}
1 & 3 \\
4 & 7
\end{array}\right],\left[\begin{array}{ll}
1 & 3 \\
7 & 9
\end{array}\right]
$$

giving the Primes $(3,7,13,17,31,37,41,43,47,71,73)$ and $(3,7,13,17,19,31,37,71,73,79,97)$, respectively. For the $3 \times 2$ array, 18 PRIMES are maximal and are contained in the arrays

$$
\begin{aligned}
A(3,2)= & {\left[\begin{array}{lll}
1 & 1 & 3 \\
9 & 7 & 4
\end{array}\right],\left[\begin{array}{lll}
1 & 7 & 2 \\
3 & 5 & 9
\end{array}\right],\left[\begin{array}{lll}
1 & 7 & 2 \\
4 & 3 & 9
\end{array}\right], } \\
& {\left[\begin{array}{lll}
1 & 7 & 5 \\
4 & 3 & 9
\end{array}\right],\left[\begin{array}{lll}
1 & 7 & 9 \\
3 & 2 & 5
\end{array}\right],\left[\begin{array}{lll}
1 & 7 & 9 \\
4 & 3 & 2
\end{array}\right], } \\
& {\left[\begin{array}{lll}
1 & 7 & 9 \\
4 & 3 & 4
\end{array}\right],\left[\begin{array}{lll}
3 & 1 & 6 \\
4 & 7 & 9
\end{array}\right],\left[\begin{array}{lll}
3 & 7 & 6 \\
4 & 1 & 9
\end{array}\right] . }
\end{aligned}
$$

The best $3 \times 3,4 \times 4$, and $5 \times 5$ prime arrays known were found by C. Rivera and J. Ayala in 1998. They are

$$
A(3,3)=\left[\begin{array}{lll}
1 & 1 & 3 \\
7 & 5 & 4 \\
9 & 3 & 7
\end{array}\right]
$$

which contains 30 Primes,

$$
A(4,4)=\left[\begin{array}{llll}
1 & 1 & 3 & 9 \\
6 & 4 & 5 & 1 \\
7 & 3 & 9 & 7 \\
3 & 9 & 2 & 9
\end{array}\right]
$$

which contains 63 Primes, and

$$
A(5,5)=\left[\begin{array}{lllll}
1 & 1 & 9 & 3 & 3 \\
9 & 9 & 5 & 6 & 3 \\
8 & 9 & 4 & 1 & 7 \\
3 & 3 & 7 & 3 & 1 \\
3 & 2 & 9 & 3 & 9
\end{array}\right]
$$

which contains 116 Primes. S. C. Root found the a $6 \times 6$ array containing 187 primes:

$$
A(6,6)=\left[\begin{array}{llllll}
3 & 1 & 7 & 3 & 3 & 3 \\
9 & 9 & 5 & 6 & 3 & 9 \\
1 & 1 & 8 & 1 & 4 & 2 \\
1 & 3 & 6 & 3 & 7 & 3 \\
3 & 4 & 9 & 1 & 9 & 9 \\
3 & 7 & 9 & 3 & 7 & 9
\end{array}\right]
$$

In 1998, M. Oswald found five new $6 \times 6$ arrays with 187 primes:

$$
\left.\begin{array}{llllll}
{\left[\begin{array}{lllll}
1 & 3 & 9 & 1 & 9 \\
9 \\
3 & 1 & 7 & 2 & 3 \\
4 \\
9 & 9 & 4 & 7 & 9
\end{array}\right]} \\
9 & 1 & 5 & 7 & 1 & 3 \\
9 & 8 & 3 & 6 & 1 & 7 \\
9 & 1 & 7 & 3 & 3 & 3
\end{array}\right],\left[\begin{array}{llllll}
1 & 3 & 9 & 1 & 9 & 9 \\
9 & 1 & 7 & 2 & 3 & 4 \\
6 & 9 & 4 & 7 & 9 & 3 \\
7 & 1 & 5 & 7 & 1 & 3 \\
9 & 8 & 3 & 6 & 1 & 7 \\
9 & 1 & 7 & 3 & 3 & 3
\end{array}\right],
$$

Rivera and Ayala conjecture that the 30 -prime solution for $A(3,3)$ is maximal and unique. The following intervals have been completely searched without finding another 30 -prime or better $3 \times 3$ array: $\left[1,67 \times 10^{6}\right]$, $\left[100 \times 10^{6}, 133 \times 10^{6}\right],\left[200 \times 10^{6}, 228 \times 10^{6}\right],\left[300 \times 10^{6}\right.$, $\left.325 \times 10^{6}\right]$, and $\left[400 \times 10^{6}, 418 \times 10^{6}\right]$.

Heuristic arguments by Rivera and Ayala suggest that the maximum possible number of primes in $4 \times 4,5 \times$ 5 , and $6 \times 6$ arrays are $58-63,112-121$, and $205-218$, respectively.

## see also Array, Prime Arithmetic Progression,

 Prime Constellation, Prime String
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## Prime Circle

A prime circle of order $2 m$ is a Circular PermutaTION of the numbers from 1 to $2 m$ with adjacent PaIRS summing to a Prime. The number of prime circles for $m=1,2, \ldots$, are $1,1,1,2,48, \ldots$.
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## Prime Cluster

see Prime Constellation

## Prime Constellation

A prime constellation, also called a Prime $k$-TUPLE or Prime $k$-TUPlet, is a sequence of $k$ consecutive numbers such that the difference between the first and last is, in some sense, the least possible. More precisely, a prime $k$-tuplet is a sequence of consecutive Primes $\left(p_{1}, p_{2}, \ldots, p_{k}\right)$ with $p_{k}-p_{1}=s(k)$, where $s(k)$ is the smallest number $s$ for which there exist $k$ integers $b_{1}<b_{2}<\ldots<b_{k}, b_{k}-b_{1}=s$ and, for every Prime $q$, not all the residues modulo $q$ are represented by $b_{1}, b_{2}$, $\ldots, b_{k}$ (Forbes). For each $k$, this definition excludes a finite number of clusters at the beginning of the prime number sequence. For example, (97, 101, 103, 107, 109) satisfies the conditions of the definition of a prime 5tuplet, but (3, 5, 7, 11, 13) does not because all three residues modulo 3 are represented (Forbes).
A prime double with $s(2)=2$ is of the form $(p, p+2)$ and is called a pair of Twin Primes. Prime doubles of
the form $(p, p+6)$ are called Sexy Primes. A prime triplet has $s(3)=6$. However, the constellation $(p, p+2$, $p+4$ ) cannot exist, since both $p+2$ and $p+4$ cannot be Prime. However, there are several types of prime triplets which can exist: $(p, p+2, p+6),(p, p+4$, $p+6),(p, p+6, p+12)$. A Prime Quadruplet is a constellation of four successive Primes with minimal distance $s(4)=8$, and is of the form ( $p, p+2, p+6$, $p+8)$. The sequence $s(n)$ therefore begins $2,6,8$, and continues $12,16,20,26,30, \ldots$ (Sloane's A008407). Another quadruplet constellation is $(p, p+6, p+12$, $p+18$ ).

The first First Hardy-Littlewood Conjecture states that the number of constellations $\leq x$ are asymptotically given by

$$
\begin{align*}
& P_{x}(p, p+2) \sim 2 \prod_{p \geq 3} \frac{p(p-2)}{(p-1)^{2}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}} \\
& \quad=1.320323632 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}}  \tag{1}\\
& P_{x}(p, p+4) \sim 2 \prod_{p \geq 3} \frac{p(p-2)}{(p-1)^{2}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}} \\
& \quad=1.320323632 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}}  \tag{2}\\
& P_{x}(p, p+6) \sim 4 \prod_{p \geq 3}^{p} \frac{p(p-2)}{(p-1)^{2}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}} \\
& \quad=2.640647264 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}}  \tag{3}\\
& P_{x}(p, p+2, p+6) \sim \frac{9}{2} \prod_{p \geq 5} \frac{p^{2}(p-3)}{(p-1)^{3}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{3}} \\
& \quad=2.858248596 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{3}}  \tag{4}\\
& P_{x}(p, p+4, p+6) \sim \frac{9}{2} \prod_{p \geq 5} \frac{p^{2}(p-3)}{(p-1)^{3}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{3}} \\
& \quad=2.858248596 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{3}} \tag{5}
\end{align*}
$$

$$
P_{x}(p, p+2, p+6, p+8) \sim \frac{27}{2} \prod_{p \geq 5} \frac{p^{3}(p-4)}{(p-1)^{4}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{4}}
$$

$$
\begin{equation*}
=4.151180864 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{4}} \tag{6}
\end{equation*}
$$

$$
P_{x}(p, p+4, p+6, p+10) \sim 27 \prod_{p \geq 5} \frac{p^{3}(p-4)}{(p-1)^{4}} \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{4}}
$$

$$
\begin{equation*}
=8.302361728 \int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{4}} \tag{7}
\end{equation*}
$$

These numbers are sometimes called the HardyLittlewood Constants. (1) is sometimes called the extended Twin Prime Conjecture, and

$$
\begin{equation*}
C_{p, p+2}=2 \Pi_{2} \tag{8}
\end{equation*}
$$

where $\Pi_{2}$ is the Twin Primes Constant. Riesel (1994) remarks that the Hardy-Littlewood Constants can be computed to arbitrary accuracy without needing the infinite sequence of primes.

The integrals above have the analytic forms

$$
\begin{align*}
\int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{2}}= & \operatorname{Li}(x)+\frac{2}{\ln 2}-\frac{n}{\ln n}  \tag{9}\\
\int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{3}}= & \frac{1}{2} \operatorname{Li}(x)-\frac{x(1+\ln x)}{(\ln x)^{2}}+\frac{1}{\ln 2}+\frac{1}{(\ln 2)^{2}} \\
\int_{2}^{x} \frac{d x^{\prime}}{\left(\ln x^{\prime}\right)^{4}}= & \frac{1}{6}\left\{\operatorname{Li}(x)+\frac{2\left[2+\ln 2+(\ln 2)^{2}\right]}{(\ln 2)^{3}}\right.  \tag{10}\\
& \left.-\frac{n\left[2+\ln n+(\ln n)^{2}\right]}{(\ln n)^{3}}\right\} \tag{11}
\end{align*}
$$

where $\operatorname{Li}(x)$ is the Logarithmic Integral.
The following table gives the number of prime constellations $\leq 10^{8}$, and the second table gives the values predicted by the Hardy-Littlewood formulas.

| Count | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ |
| :--- | ---: | ---: | ---: | ---: |
| $(p, p+2)$ | 1224 | 8169 | 58980 | 440312 |
| $(p, p+4)$ | 1216 | 8144 | 58622 | 440258 |
| $(p, p+6)$ | 2447 | 16386 | 117207 | 879908 |
| $(p, p+2, p+6)$ | 259 | 1393 | 8543 | 55600 |
| $(p, p+4, p+6)$ | 248 | 1444 | 8677 | 55556 |
| $(p, p+2, p+6, p+8)$ | 38 | 166 | 899 | 4768 |
| $(p, p+6, p+12, p+18)$ | 75 | 325 | 1695 | 9330 |
| Hardy-Littlewood | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ |
| $(p, p+2)$ | 1249 | 8248 | 58754 | 440368 |
| $(p, p+4)$ | 1249 | 8248 | 58754 | 440368 |
| $(p, p+6)$ | 2497 | 16496 | 117508 | 880736 |
| $(p, p+2, p+6)$ | 279 | 1446 | 8591 | 55491 |
| $(p, p+4, p+6)$ | 279 | 1446 | 8591 | 55491 |
| $(p, p+2, p+6, p+8)$ | 53 | 184 | 863 | 4735 |
| $(p, p+6, p+12, p+18)$ |  |  |  |  |

Consider prime constellations in which each term is of the form $n^{2}+1$. Hardy and Littlewood showed that the number of prime constellations of this form $<x$ is given by

$$
\begin{equation*}
P(x) \sim C \sqrt{x}(\ln x)^{-1} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
C=\prod_{\substack{p>2 \\ p \text { prime }}}\left[1-\frac{(-1)^{(p-1) / 2}}{p-1}\right]=1.3727 \ldots \tag{13}
\end{equation*}
$$

(Le Lionnais 1983).
Forbes gives a list of the "top ten" prime $k$-tuples for $2 \leq k \leq 17$. The largest known 14-constellations are ( $11319107721272355839+0,2,8,14,18,20,24,30$, $32,38,42,44,48,50),(10756418345074847279+0$, $2,8,14,18,20,24,30,32,38,42,44,48,50)$,
$(6808488664768715759+0,2,8,14,18,20,24,30$, $32,38,42,44,48,50),(6120794469172998449+0$, $2,8,14,18,20,24,30,32,38,42,44,48,50)$, $(5009128141636113611+0,2,6,8,12,18,20,26,30$, $32,36,42,48,50)$.

The largest known prime 15 -constellations are ( $84244343639633356306067+0,2,6,12,14,20,24,26$, $30,36,42,44,50,54,56),(8985208997951457604337+0$, $2,6,12,14,20,26,30,32,36,42,44,50,54,56)$, (3594585413466972694697 + 0, 2, 6, 12, 14, 20, 26, 30, $32,36,42,44,50,54,56)$, (3514383375461541232577+0, $2,6,12,14,20,26,30,32,36,42,44,50,54,56)$, (3493864509985912609487 $+0,2,6,12,14,20,24,26$, $30,36,42,44,50,54,56)$.

The largest known prime 16 -constellations are (3259125690557440336637+0, 2, 6, 12, 14, 20, 26, 30, 32, $36,42,44,50,54,56,60)$, ( $1522014304823128379267+0$, $2,6,12,14,20,26,30,32,36,42,44,50,54,56,60$ ), $(47710850533373130107+0,2,6,12,14,20,26,30,32$, $36,42,44,50,54,56,60),(13,17,19,23,29,31,37,41$, $43,47,53,59,61,67,71,73)$.

The largest known prime 17 -constellations are (3259125690557440336631 $+0,6,8,12,18,20,26,32$, $36,38,42,48,50,56,60,62,66),(17,19,23,29,31,37$, $41,43,47,53,59,61,67,71,73,79,83)(13,17,19,23$, $29,31,37,41,43,47,53,59,61,67,71,73,79$ ).
see also Composite Runs, Prime Arithmetic Progression, $k$-Tuple Conjecture, Prime $k$-Tuples Conjecture, Prime Quadruplet, Sexy Primes, Twin Primes
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## Prime Counting Function



The function $\pi(n)$ giving the number of Primes less than $n$ (Shanks 1993, p. 15). The first few values are 0,1 ,
$2,2,3,3,4,4,4,4,5,5,6,6,6, \ldots$ (Sloane's A000720). The following table gives the values of $\pi(n)$ for powers of 10 (Sloane's A006880; Hardy and Wright 1979, p. 4; Shanks 1993, pp. 242-243; Ribenboim 1996, p. 237). Deleglise and Rivat (1996) have computed $\pi\left(10^{20}\right)$.

$$
\begin{aligned}
\pi\left(10^{3}\right) & =168 \\
\pi\left(10^{4}\right) & =1,229 \\
\pi\left(10^{5}\right) & =9,592 \\
\pi\left(10^{6}\right) & =78,498 \\
\pi\left(10^{7}\right) & =664,579 \\
\pi\left(10^{8}\right) & =5,761,455 \\
\pi\left(10^{9}\right) & =50,847,534 \\
\pi\left(10^{10}\right) & =455,052,511 \\
\pi\left(10^{11}\right) & =4,118,054,813 \\
\pi\left(10^{12}\right) & =37,607,912,018 \\
\pi\left(10^{13}\right) & =346,065,536,839 \\
\pi\left(10^{14}\right) & =3,204,941,750,802 \\
\pi\left(10^{15}\right) & =29,844,570,422,669 \\
\pi\left(10^{16}\right) & =279,238,341,033,925 \\
\pi\left(10^{17}\right) & =2,623,557,157,654,233 \\
\pi\left(10^{18}\right) & =24,739,954,287,740,860 \\
\pi\left(10^{19}\right) & =234,057,667,276,344,607
\end{aligned}
$$

$\pi\left(10^{9}\right)$ is incorrectly given as $50,847,478$ in Hardy and Wright (1979). The prime counting function can be expressed by Legendre's Formula, Lehmer's Formula, Mapes' Method, or Meissel's Formula. A brief history of attempts to calculate $\pi(n)$ is given by Berndt (1994). The following table is taken from Riesel (1994).

| Method | Time | Storage |
| :--- | :--- | :--- |
| Legendre | $\mathcal{O}(x)$ | $\mathcal{O}\left(x^{1 / 2}\right)$ |
| Meissel | $\mathcal{O}\left(x /(\ln x)^{3}\right)$ | $\mathcal{O}\left(x^{1 / 2} / \ln x\right)$ |
| Lehmer | $\mathcal{O}\left(x /(\ln x)^{4}\right)$ | $\mathcal{O}\left(x^{1 / 3} / \ln x\right)$ |
| Mapes' | $\mathcal{O}\left(x^{0.7}\right)$ | $\mathcal{O}\left(x^{0.7}\right)$ |
| Lagarias-Miller-Odlyzko | $\mathcal{O}\left(x^{2 / 3+\epsilon}\right)$ | $\mathcal{O}\left(x^{1 / 3+\epsilon}\right)$ |
| Lagarias-Odlyzko 1 | $\mathcal{O}\left(x^{3 / 5+\epsilon}\right)$ | $\mathcal{O}\left(x^{\epsilon}\right)$ |
| Lagarias-Odlyzko 2 | $\mathcal{O}\left(x^{1 / 2+\epsilon}\right)$ | $\mathcal{O}\left(x^{1 / 4+\epsilon}\right)$ |

A modified version of the prime counting function is given by

$$
\begin{gathered}
\pi_{0}(p) \equiv \begin{cases}\pi(p) & \text { for } p \text { composite } \\
\pi(p)-\frac{1}{2} & \text { for } p \text { prime }\end{cases} \\
\pi_{0}(p)=\sum_{n=1}^{\infty} \frac{\mu(x) f\left(x^{1 / n}\right)}{n}
\end{gathered}
$$

where $\mu(n)$ is the Möbius Function and $f(x)$ is the Riemann-Mangoldt Function.

The notation $\pi_{a, b}$ is also used to denote the number of Primes of the form $a k+b$ (Shanks 1993, pp. 21-22).

Groups of Equinumerous values of $\pi_{a, b}$ include ( $\pi_{3,1}$, $\left.\pi_{3,2}\right),\left(\pi_{4,1}, \pi_{4,3}\right),\left(\pi_{5,1}, \pi_{5,2}, \pi_{5,3}, \pi_{5,4}\right),\left(\pi_{6,1}, \pi_{6,5}\right)$, $\left(\pi_{7,1}, \pi_{7,2}, \pi_{7,3}, \pi_{7,4}, \pi_{7,5}, \pi_{7,6}\right),\left(\pi_{8,1}, \pi_{8,3}, \pi_{8,5}, \pi_{8,7}\right)$, ( $\pi_{9,1}, \pi_{9,2}, \pi_{9,4}, \pi_{9,5}, \pi_{9,7}, \pi_{9,8}$ ), and so on. The values of $\pi_{n, k}$ for small $n$ are given in the following table for the first few powers of ten (Shanks 1993).

|  | $n$ | $\pi_{3,1}(n)$ | $\pi_{3,2}(n)$ | $\pi_{4,1}(n)$ | $\pi_{4,3}(n)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $10^{1}$ | 1 | 2 | 1 | 2 | 2 |
|  | $10^{2}$ | 11 | 13 | 11 | 13 |  |
|  | $10^{3}$ | 80 | 87 | 80 | 87 |  |
|  | $10^{4}$ | 611 | 617 | 609 | 619 |  |
|  | $10^{5}$ | 4784 | 4807 | 4783 | 4808 |  |
|  | $10^{6}$ | 39231 | 39266 | 39175 | 39322 |  |
|  | $10^{7}$ | 332194 | 332384 | 332180 | 332398 |  |
|  | $n$ | $\pi_{5,1}(n)$ | $\pi_{5,2}(n)$ | $\pi_{5,3}(n)$ | $\pi_{5,4}(n)$ |  |
|  | 101 | 0 | 2 | 1 | 0 |  |
|  | $10^{2}$ | 5 | 7 | 7 | 5 | 5 |
|  | $10^{3}$ | 40 | 47 | 42 | 38 |  |
|  | $10^{4}$ | 306 | 309 | 310 | 303 |  |
|  | $10^{5}$ | 2387 | 2412 | 2402 | 2390 |  |
|  | $10^{6}$ | 19617 | 19622 | 19665 | 19593 |  |
|  | $10^{7}$ | 166104 | 166212 | 166230 | 166032 |  |
|  |  | $n$ | $\pi_{6,1}(n)$ | $\pi_{6,5}(n)$ |  |  |
|  |  | $10^{1}$ | 1 | 1 |  |  |
|  |  | $10^{2}$ | 11 | 12 |  |  |
|  |  | $10^{3}$ | 80 | 86 |  |  |
|  |  | $10^{4}$ | 611 | 616 |  |  |
|  |  | $10^{5}$ | 4784 | 4806 |  |  |
|  |  | $10^{6}$ | 39231 | 39265 |  |  |
| $n$ | $\pi_{7,1}$ | $1 \pi_{7,2}$ | $\pi_{7,3}$ | $\pi_{7,4}$ | $\pi_{7,5}$ | $\pi_{7,6}$ |
| $10^{1}$ | 0 | 01 | 1 | 0 | 1 | 0 |
| $10^{2}$ | 3 | 34 | 5 | 3 | 5 | 4 |
| $10^{3}$ | 28 | - 27 | 30 | 26 | 29 | 27 |
| $10^{4}$ | 203 | - 203 | 209 | 202 | 211 | 200 |
| $10^{5}$ | 1593 | 1584 | 1613 | 1601 | 1604 | 1596 |
| $10^{6}$ | 13063 | 13065 | 13105 | 13069 | 13105 | 13090 |
|  | $n$ | $\pi_{8,1}(n)$ | $\pi_{8,3}(n)$ | $\pi_{8,5}(n)$ | $\pi_{8,7}(n)$ |  |
|  | $10^{1}$ | 0 | 1 | 1 | 1 |  |
|  | $10^{2}$ | 5 | 7 | 6 | 6 |  |
|  | $10^{3}$ | 37 | 44 | 43 | 43 |  |
|  | $10^{4}$ | 295 | 311 | 314 | 308 |  |
|  | $10^{5}$ | 2384 | 2409 | 2399 | 2399 |  |
|  | $10^{6}$ | 19552 | 19653 | 19623 | 19669 |  |
|  | $10^{7}$ | 165976 | 166161 | 166204 | 166237 |  |

Note that since $\pi_{8,1}(n), \pi_{8,3}(n), \pi_{8,5}(n)$, and $\pi_{8,7}(n)$ are Equinumerous,

$$
\begin{aligned}
& \pi_{4,1}(n)=\pi_{8,1}(n)+\pi_{8,5} \\
& \pi_{4,3}(n)=\pi_{8,3}(n)+\pi_{8,7}
\end{aligned}
$$

are also equinumerous.
Erdős proved that there exist at least one Prime of the form $4 k+1$ and at least one Prime of the form $4 k+3$ between $n$ and $2 n$ for all $n>6$.

The smallest $x$ such that $x \geq n \pi(x)$ for $n=2,3, \ldots$ are $2,27,96,330,1008, \ldots$ (Sloane's A038625), and the corresponding $\pi(x)$ are $1,9,24,24,66,168, \ldots$ (Sloane's A038626). The number of solutions of $x \geq n \pi(x)$ for $n=2,3, \ldots$ are $4,3,3,6,7,6, \ldots$ (Sloane's A038627). see also Bertelsen's Number, Equinumerous, Prime Arithmetic Progression, Prime Number Theorem, Riemann Weighted Prime-Power Counting Function
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## Prime Cut

Find two numbers such that $x^{2} \equiv y^{2}(\bmod n)$. If you know the Greatest Common Divisor of $n$ and $x-y$, there exists a high probability of determining a Prime factor. Taking small numbers $x$ which additionally give small Primes $x^{2} \equiv p(\bmod n)$ further increases the chances of finding a Prime factor.

## Prime Decomposition

Given an Integer $n$, the prime decomposition is written

$$
n=p_{1}{ }^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{n}^{\alpha_{n}}
$$

where $p_{i}$ are the $n$ PRIME factors, each of order $\alpha_{i}$. Each factor $p_{i}{ }^{\alpha_{i}}$ is called a Primary.
see also Primary, Prime Factorization Algorithms, Prime Number

## Prime Difference Function



The first few values are $1,2,2,4,2,4,2,4,6,2,6,4,2$, $4,6,6, \ldots$ (Sloane's A001223). Rankin has shown that

$$
d_{n}>\frac{c \ln n \ln \ln n \ln \ln \ln \ln n}{(\ln \ln \ln n)^{2}}
$$

for infinitely many $n$ and for some constant $c$ (Guy 1994).

An integer $n$ is called a Jumping Champion if $n$ is the most frequently occurring difference between consecutive primes $n \leq N$ for some $N$ (Odlyzko et al. ).
see also Andrica's Conjecture, Good Prime, Jumping Champion, Pólya Conjecture, Prime Gaps, Shanks' Conjecture, Twin Peaks
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## Prime Diophantine Equations

$k+2$ is Prime Iff the 14 Diophantine Equations in 26 variables

$$
\begin{array}{lr}
w z+h+j-q=0 & (1) \\
(g k+2 g+k+1)(h+j)+h-z=0 \\
16(k+1)^{3}(k+2)(n+1)^{2}+1-f^{2}=0 & (3) \\
2 n+p+q+z-q=0 & (5) \\
e^{3}(e+2)(a+1)^{2}+1-o^{2}=0 & (6) \\
\left(a^{2}-1\right) y^{2}+1-x^{2}=0 & (7) \\
16 r^{2} y^{4}\left(a^{2}-1\right)+1-u^{2}=0 \\
n+l+v-y=0 & \left(a^{2}\right) \\
\left(a^{2}-1\right) l^{2}+1-m^{2}=0 \\
a i+k+1-l-i=0 & (10) \\
\left\{\left[a+u^{2}\left(u^{2}-a\right)\right]^{2}-1\right\}(n+4 d y)^{2}+1-(x+c u)^{2}=0 \\
& (11) \\
p+l(a-n-1)+b\left(2 a n+2 a-n^{2}-2 n-2\right)-m=0 \\
& (12)  \tag{13}\\
& \\
q+y(a-p-1)+s\left(2 a p+2 a-p^{2}-2 p-2\right)-x=0 \\
& (13) \\
z+p l(a-p)+t\left(2 a p-p^{2}-1\right)-p m=0
\end{array}
$$

have a Positive integral solution.
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## Prime Factorization

see Factorization, Prime Decomposition, Prime Factorization Algorithms, Prime Factors

## Prime Factorization Algorithms

Many Algorithms have been devised for determining the Prime factors of a given number. They vary quite a bit in sophistication and complexity. It is very difficult to build a general-purpose algorithm for this computationally "hard" problem, so any additional information which is known about the number in question or its factors can often be used to save a large amount of time.
The simplest method of finding factors is so-called "DIrect Search Factorization" (a.k.a. Trial Division). In this method, all possible factors are systematically tested using trial division to see if they actually Divide the given number. It is practical only for very small numbers.
see also Brent's Factorization Method, Continued Fraction Factorization Algorithm, Direct Search factorization, Dixon's Factorization Method, Elliptic Curve Factorization Method, Euler's factorization Method, Excludent Factorization Method, Fermat's Factorization Method, Legendre's Factorization

Method, Lenstra Elliptic Curve Method, Number Field Sieve factorization Method, Pollard $p-1$ Factorization Method, Pollard $\rho$ Factorization Algorithm, Quadratic Sieve Factorization Method, Trial Division, Williams $p+1$ Factorization Method
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## Prime Factors






The number of Distinct Prime factors of a number $n$ is denoted $\omega(n)$. The first few values for $n=1,2$, $\ldots$ are $0,1,1,1,1,2,1,1,1,2,1,2,1,2,2,1,1,2$, $1,2, \ldots$ (Sloane's A001221; top figure). The number of not necessarily distinct prime factors of a number $n$ is denoted $r(n)$. The first few values for $n=1,2, \ldots$ are $0,1,1,2,1,2,1,3,2,2,1,3,1,2,2,4,1,3,1,3, \ldots$ (Sloane's A001222; bottom figure).
see also Distinct Prime factors, Divisor Function, Greatest Prime factor, Least Prime Factor, Liouville Function, Pólya Conjecture, Prime Factorization Algorithms
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## Prime Field

A Galois Field $G F(p)$ where $p$ is Prime.

## Prime Gaps

Letting

$$
d_{n} \equiv p_{n+1}-p_{n}
$$

be the Prime Difference Function, Rankin has showed that

$$
d_{n}>\frac{c \ln n \ln \ln n \ln \ln \ln \ln n}{(\ln \ln \ln n)^{2}}
$$

for infinitely many $n$ are for some constant $c$ (Guy 1994).
Let $p(d)$ be the smallest Prime following $d$ or more consecutive Composite Numbers. The largest known is

$$
p(804)=90,874,329,412,297
$$

The largest known prime gap is of length 4247, occurring following $10^{314}-1929$ (Baugh and O'Hara 1992), although this gap is almost certainly not maximal (i.e., there probably exists a smaller number having a gap of the same length following it).
Let $c(n)$ be the smallest starting Integer $c(n)$ for a run of $n$ consecutive Composite Numbers, also called a Composite Run. No general method other than exhaustive searching is known for determining the first occurrence for a maximal gap, although arbitrarily large gaps exist (Nicely 1998). Cramér (1937) and Shanks (1964) conjectured that a maximal gap of length $n$ appears at approximately $\exp (\sqrt{n})$. Wolf conjectures that the maximal gap of length $n$ appears approximately at

$$
\frac{n}{\pi(n)\left[2 \ln \pi(n)-\ln n+\ln \left(2 C_{2}\right)\right]}
$$

where $\pi(n)$ is the Prime Counting Function and $C_{2}$ is the Twin Primes Constant.

The first few $c(n)$ for $n=1,2, \ldots$ are $4,8,8,24$, $24,90,90,114, \ldots$ (Sloane's A030296). The following table gives the same sequence omitting degenerate runs which are part of a run with greater $n$, and is a complete list of smallest maximal runs up to $10^{15} . c(n)$ in this table is given by Sloane's A008950, and $n$ by Sloane's A008996. The ending integers for the run corresponding to $c(n)$ are given by Sloane's A008995. Young and Potler (1989) determined the first occurrences of prime gaps up to $72,635,119,999,997$, with all first occurrences found
between 1 and 673. Nicely (1998) extended the list of maximal prime gaps to a length of 915 , denoting gap lengths by the difference of bounding Primes, $c(n)-1$.

| $n$ | $c(n)$ | $n$ | $c(n)$ |
| ---: | ---: | ---: | ---: |
| 1 | 4 | 319 | $2,300,942,550$ |
| 3 | 8 | 335 | $3,842,610,774$ |
| 5 | 24 | 353 | $4,302,407,360$ |
| 7 | 90 | 381 | $10,726,904,660$ |
| 13 | 114 | 383 | $20,678,048,298$ |
| 17 | 524 | 393 | $22,367,084,960$ |
| 19 | 888 | 455 | $25,056,082,088$ |
| 21 | 1,130 | 463 | $42,652,618,344$ |
| 33 | 1,328 | 467 | $127,976,334,672$ |
| 35 | 9,552 | 473 | $182,226,896,240$ |
| 43 | 15,684 | 485 | $241,160,024,144$ |
| 51 | 19,610 | 489 | $297,501,075,800$ |
| 71 | 31,398 | 499 | $303,371,455,242$ |
| 85 | 155,922 | 513 | $304,599,508,538$ |
| 95 | 360,654 | 515 | $416,608,695,822$ |
| 111 | 370,262 | 531 | $461,690,510,012$ |
| 113 | 492,114 | 533 | $614,487,453,424$ |
| 117 | $1,349,534$ | 539 | $738,832,927,928$ |
| 131 | $1,357,202$ | 581 | $1,346,294,310,750$ |
| 147 | $2,010,734$ | 587 | $1,408,695,493,610$ |
| 153 | $4,652,354$ | 601 | $1,968,188,556,461$ |
| 179 | $17,051,708$ | 651 | $2,614,941,710,599$ |
| 209 | $20,831,324$ | 673 | $7,177,162,611,713$ |
| 219 | $47,326,694$ | 715 | $13,828,048,559,701$ |
| 221 | $122,164,748$ | 765 | $19,581,334,192,423$ |
| 233 | $189,695,660$ | 777 | $42,842,283,925,352$ |
| 247 | $191,912,784$ | 803 | $90,874,329,411,493$ |
| 249 | $387,096,134$ | 805 | $171,231,342,420,521$ |
| 281 | $436,273,010$ | 905 | $218,209,405,436,543$ |
| 287 | $1,294,268,492$ | 915 | $1,189,459,969,825,483$ |
| 291 | $1,453,168,142$ |  |  |
|  |  |  |  |
|  |  |  |  |
| 1 |  |  |  |

see also Jumping Champion, Prime Constellation, Prime Difference Function, Shanks' Conjecture

## References

Baugh, D. and O'Hara, F. "Large Prime Gaps." J. Recr. Math. 24, 186-187, 1992.
Berndt, B. C. Ramanujan's Notebooks, Part IV. New York: Springer-Verlag, pp. 133-134, 1994.
Bombieri, E. and Davenport, H. "Small Differences Between Prime Numbers." Proc. Roy. Soc. A 293, 1-18, 1966.
Brent, R. P. "The First Occurrence of Large Gaps Between Successive Primes." Math. Comput. 27, 959-963, 1973.
Brent, R. P. "The Distribution of Small Gaps Between Successive Primes." Math. Comput. 28, 315-324, 1974.
Brent, R. P. "The First Occurrence of Certain Large Prime Gaps." Math. Comput. 35, 1435-1436, 1980.
Cramér, H. "On the Order of Magnitude of the Difference Between Consecutive Prime Numbers." Acta Arith. 2, 23-46, 1937.
Guy, R. K. "Gaps between Primes. Twin Primes" and "Increasing and Decreasing Gaps." §A8 and A11 in Unsolved Problems in Number Theory, 2nd ed. New York: SpringerVerlag, pp. 19-23 and 26-27, 1994.
Lander, L. J. and Parkin, T. R. "On First Appearance of Prime Differences." Math. Comput. 21, 483-488, 1967.
Nicely, T. R. "New Maximal Prime Gaps and First Occurrences." http://www.lynchburg.edu/public/academic/
math/nicely/gaps/gaps.htm. To Appear in Math. Comput.
Shanks, D. "On Maximal Gaps Between Successive Primes." Math. Comput. 18, 646-651, 1964.
Sloane, N. J. A. Sequences A008950, A008995, A008996, and A030296 in "An On-Line Version of the Encyclopedia of Integer Sequences."
Wolf, M. "First Occurrence of a Given Gap Between Consecutive Primes." http://www.ift.uni.wroc.pl/~mwolf.
Young, J. and Potler, A. "First Occurrence Prime Gaps." Math. Comput. 52, 221-224, 1989.

## Prime-Generating Polynomial

Legendre showed that there is no Rational algebraic function which always gives Primes. In 1752, Goldbach showed that no Polynomial with Integer Coefficients can give a Prime for all integral values. However, there exists a Polynomial in 10 variables with Integer Coefficients such that the set of Primes equals the set of Positive values of this Polynomial obtained as the variables run through all Nonnegative Integers, although it is really a set of Diophantine EQUATIONS in disguise (Ribenboim 1991).

| $P(n)$ | Range | $\#$ | Reference |
| :--- | :--- | :--- | :--- |
| $36 n^{2}-810 n+2753$ | $[0,44]$ | 45 | Fung and Ruby |
| $47 n^{2}-1701 n+10181$ | $[0,42]$ | 43 | Fung and Ruby |
| $n^{2}-n+41$ | $[0,39]$ | 40 | Euler |
| $2 n^{2}+29$ | $[0,28]$ | 29 | Legendre |
| $n^{2}+n+17$ | $[0,15]$ | 16 | Legendre |
| $2 n^{2}+11$ | $[0,10]$ | 11 |  |
| $n^{3}+n^{2}+17$ | $[0,10]$ | 11 |  |

The above table gives some low-order polynomials which generate only Primes for the first few Nonnegative values (Mollin and Williams 1990). The best-known of these formulas is that due to Euler (Euler 1772, Ball and Coxeter 1987). Le Lionnais (1983) has christened numbers $p$ such that the Euler-like polynomial

$$
\begin{equation*}
n^{2}-n+p \tag{1}
\end{equation*}
$$

is Prime for $p=0,1, \ldots, p-2$ as Lucky Numbers of Euler (where the case $p=41$ corresponds to Euler's formula). Rabinovitch (1913) showed that for a Prime $p>0$, Euler's polynomial represents a Prime for $n \in[0, p-2]$ (excluding the trivial case $p=3$ ) IFF the Field $\mathbb{Q}(\sqrt{1-4 p})$ has Class Number $h=1$ (Rabinowitz 1913, Le Lionnais 1983, Conway and Guy 1996). As established by Stark (1967), there are only nine numbers $-d$ such that $h(-d)=1$ (the Heegner Numbers $-2,-3,-7,-11,-19,-43,-67$, and -163 ), and of these, only $7,11,19,43,67$, and 163 are of the required form. Therefore, the only Lucky Numbers of Euler are 2, 3, 5, 11, 17, and 41 (Le Lionnais 1983, Sloane's A014556), and there does not exist a better prime-generating polynomial of Euler's form.

Euler also considered quadratics of the form

$$
\begin{equation*}
2 x^{2}+p \tag{2}
\end{equation*}
$$

and showed this gives Primes for $x \in[0, p-1]$ for Prime $p>0 \operatorname{IfF} \mathbb{Q}(\sqrt{-2 p})$ has Class Number 2 , which permits only $p=3,5,11$, and 29. Baker (1971) and Stark (1971) showed that there are so such Fields for $p>29$. Similar results have been found for Polynomials of the form

$$
\begin{equation*}
p x^{2}+p x+n \tag{3}
\end{equation*}
$$

(Hendy 1974).
see also Class Number, Heegner Number, Lucky Number of Euler, Prime Arithmetic Progression, Prime Diophantine Equations, Schinzel's Hypothesis
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## Prime Group

When the Order $h$ of a finite Group is a Prime number, there is only one possible Group of Order $h$. Furthermore, the Group is Cyclic.
see also $p$-Group

## Prime Ideal

An Ideal $I$ such that if $a b \in I$, then either $a \in I$ or $b \in I$.
see also Dedekind Ring, Ideal, Krull Dimension, Maximal Ideal, Stickelberger Relation, Stone Space

## Prime Knot

A Knot other than the Unknot which cannot be expressed as a sum of two other Knots, neither of which is unknotted. A Knot which is not prime is called a Composite Knot. It is often possible to combine two prime knots to create two different Composite Knots, depending on the orientation of the two.
There is no known Formula for giving the number of distinct prime knots as a functions of number of crossings. For the first few $n$ crossings, the numbers of prime knots are $0,0,1,2,3,7,21,49,165,552,2176,9988$, ... (Sloane's A002863).
see also Composite Knot, Knot
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## Prime $k$-Tuple

see Prime Constellation

## Prime $k$-Tuples Conjecture

see also $k$-Tuple Conjecture

Prime $k$-Tuplet<br>see Prime Constellation

## Prime Manifold

An n-MANIFOLD which cannot be "nontrivially" decomposed into other $n$-MANIFOLDS.

## Prime Number

A prime number is a Positive Integer $p$ which has no Divisors other than 1 and $p$ itself. Although the number 1 used to be considered a prime, it requires special treatment in so many definitions and applications involving primes greater than or equal to 2 that it is usually placed into a class of its own. Since 2 is the only EVEN prime, it is also somewhat special, so the set of all primes excluding 2 is called the "Odd Primes." The first few primes are $2,3,5,7,11,13,17,19,23,29$,

## Prime Number

31, 37, ... (Sloane's A000040, Hardy and Wright 1979, p. 3). Positive Integers other than 1 which are not prime are called Composite.

The function which gives the number of primes less than a number $n$ is denoted $\pi(n)$ and is called the Prime Counting Function. The theorem giving an asymptotic form for $\pi(n)$ is called the Prime Number TheOREM.

Prime numbers can be generated by sieving processes (such as the Eratosthenes Sieve), and Lucky NumBERS, which are also generated by sieving, appear to share some interesting asymptotic properties with the primes.

Many Prime Factorization Algorithms have been devised for determining the prime factors of a given INTEGER. They vary quite a bit in sophistication and complexity. It is very difficult to build a general-purpose algorithm for this computationally "hard" problem, so any additional information which is known about the number in question or its factors can often be used to save a large amount of time. The simplest method of finding factors is so-called "DIRECT SEARCH FACTORization" (a.k.a. Trial Division). In this method, all possible factors are systematically tested using trial division to see if they actually DIVIDE the given number. It is practical only for very small numbers.

Because of their importance in encryption algorithms such as RSA EnCRYPTION, prime numbers can be important commercial commodities. In fact, Roger Schlafly has obtained U.S. Patent $5,373,560(12 / 13 / 94)$ on the following two primes (expressed in hexadecimal notation):

98A3DF52AEAE9799325CB258D767EBD1F4630E9B 9E21732A4AFB1624BA6DF911466AD8DA960586F4 AOD5E3C36AF099660BDDC1577E54A9F402334433 ACB14BCB
and

93E8965DAFD9DFECFD00B466B68F90EA68AF5DC9 FED915278D1B3A137471E65596C37FED0C7829FF 8F8331F81A2700438ECDCC09447DC397C685F397 294F722BCC484AEDF28BED25AAAB35D35A65DB1F D62C9D7BA55844FEB1F9401E671340933EE43C54 E4DC459400D7AD61248B83A2624835B31FFF2D95 95A5B90B276E44F9.

The Fundamental Theorem of Arithmetic states that any Positive Integer can be represented in exactly one way as a Product of primes. Euclid's Second Theorem demonstrated that there are an infinite
number of primes. However, it is not known if there are an infinite number of primes of the form $x^{2}+1$, whether there are an Infinite number of Twin Primes, or if a prime can always be found between $n^{2}$ and $(n+1)^{2}$.

Prime numbers satisfy many strange and wonderful properties. For example, there exists a Constant $\theta \approx 1.3064$ known as Mills' Constant such that

$$
\begin{equation*}
\left\lfloor\theta^{3^{n}}\right\rfloor, \tag{1}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the Floor Function, is prime for all $n \geq$ 1. However, it is not known if $\theta$ is Irrational. There also exists a Constant $\omega \approx 1.9287800$ such that

$$
\begin{equation*}
\lfloor\underbrace{2^{2} \cdot .^{.2^{\omega}}}_{n}\rfloor \tag{2}
\end{equation*}
$$

(Ribenboim 1996, p. 186) is prime for every $n \geq 1$.
Explicit Formulas exist for the $n$th prime both as a function of $n$ and in terms of the primes $2, \ldots, p_{n-1}$ (Hardy and Wright 1979, pp. 5-6; Guy 1994, pp. 3641). Let

$$
\begin{equation*}
F(j)=\left\lfloor\cos ^{2}\left[\pi \frac{(j-1)!+1}{j}\right]\right\rfloor \tag{3}
\end{equation*}
$$

for integral $j>1$, and define $F(1)=1$, where $\lfloor x\rfloor$ is again the Floor Function. Then

$$
\begin{align*}
p_{n} & =1+\sum_{m=1}^{2^{n}}\left\lfloor\left\lfloor\frac{n}{\sum_{j=1}^{m} F(j)}\right\rfloor^{1 / n}\right\rfloor  \tag{4}\\
& =1+\sum_{m=1}^{2^{n}}\left\lfloor\left\lfloor\frac{n}{1+\pi(m)}\right\rfloor^{1 / n}\right\rfloor \tag{5}
\end{align*}
$$

where $\pi(m)$ is the Prime Counting Function. It is also true that

$$
\begin{align*}
p_{n+1}=1+ & p_{n}+F\left(p_{n}+1\right) \\
& +F\left(p_{n}+1\right) F\left(p_{n}+2\right)+\prod_{j=1}^{p} F\left(p_{n}+j\right) \tag{6}
\end{align*}
$$

(Ribenboim 1996, pp. 180-182). Note that the number of terms in the summation to obtain the $n$th prime is $2^{n}$, so these formulas turn out not to be practical in the study of primes. An interesting Infinite Product formula duc to Euler which relates $\pi$ and the $n$th Prime $p_{n}$ is

$$
\begin{align*}
\pi & =\frac{2}{\prod_{i=n}^{\infty}\left[1+\frac{\sin \left(\frac{1}{2} \pi p_{n}\right)}{p_{n}}\right]}  \tag{7}\\
& =\frac{2}{\prod_{i=n}^{\infty}\left[1+\frac{(-1)^{\left(p_{n}-1\right) / 2}}{p_{n}}\right]} \tag{8}
\end{align*}
$$

(Blatner 1997). Conway (Guy 1983, Conway and Guy 1996, p. 147) gives an algorithm for generating primes based on 14 fractions, but it is actually just a concealed version of a SIEvE.

Some curious identities satisfied by primes $p$ are

$$
\begin{align*}
\sum_{k=1}^{p-1}\left\lfloor\frac{k^{3}}{p}\right\rfloor & =\frac{(p-2)(p-1)(p+1)}{4}  \tag{9}\\
\sum_{k=1}^{(p-1)(p-2)}\left\lfloor(k p)^{1 / 3}\right\rfloor & =\frac{1}{4}(3 p-5)(p-2)(p-1) \tag{10}
\end{align*}
$$

(Doster 1993),

$$
\begin{equation*}
\prod_{p \text { prime }} \frac{p^{2}+1}{p^{2}-1}=\frac{5}{2} \tag{11}
\end{equation*}
$$

(Le Lionnais 1983, p. 46),

$$
\begin{equation*}
\sum_{k=1}^{\infty} x^{k} \ln k=\sum_{p \text { prime }} \sum_{k=1}^{\infty} \frac{x^{p^{k}}}{1-x^{p^{k}}} \tag{12}
\end{equation*}
$$

and

$$
\begin{align*}
& \sum_{k=1}^{\infty}(-1)^{k-1} e^{-k x} \ln k \\
& =-\ln 2 \sum_{k=1}^{\infty} \frac{1}{e^{2^{k} x}-1}+\sum_{\substack{p \text { an } \\
\text { odd prime }}} \ln p \sum_{k=1}^{\infty} \frac{1}{e^{p^{k} x}+1} \tag{13}
\end{align*}
$$

(Berndt 1994, p. 114).
It has been proven that the set of prime numbers is a Diophantine Set (Ribenboim 1991, pp. 106-107). Ramanujan also showed that

$$
\begin{equation*}
\frac{d \pi(x)}{d x} \sim \frac{1}{x \ln x} \sum_{n=1}^{\infty} \frac{\mu(n)}{n} x^{1 / n} \tag{14}
\end{equation*}
$$

where $\pi(x)$ is the Prime Counting Function and $\mu(n)$ is the Möbius Function (Berndt 1994, p. 117). B. M. Bredihin proved that

$$
\begin{equation*}
f(x, y)=x^{2}+y^{2}+1 \tag{15}
\end{equation*}
$$

takes prime values for infinitely many integral pairs $(x, y)$ (Honsberger 1976, p. 30). In addition, the function
$f(x, y)=\frac{1}{2}(y-1)\left\lfloor\left|B^{2}(x, y)-1\right|-\left(B^{2}(x, y)-1\right)\right\rfloor+2$,
where

$$
\begin{equation*}
B(x, y)=x(y+1)-(y!+1) \tag{16}
\end{equation*}
$$

$y!$ is the Factorial, and $\lfloor x\rfloor$ is the Floor Function, generates only prime numbers for Positive integral arguments. It not only generates every prime number, but generates ODD primes exactly once each, with all other values being 2 (Honsberger 1976, p. 33). For example,

$$
\begin{align*}
f(1,2) & =3  \tag{18}\\
f(5,4) & =5  \tag{19}\\
f(103,6) & =7 \tag{20}
\end{align*}
$$

with no new primes generated for $x, y \leq 1000$.
For $n$ an Integer $\geq 2, n$ is prime Iff

$$
\begin{equation*}
\binom{n-1}{k} \equiv(-1)^{k}(\bmod n) \tag{21}
\end{equation*}
$$

for $k=0,1, \ldots, n-1$ (Deutsch 1996).
Cheng (1979) showed that for $x$ sufficiently large, there always exist at least two prime factors between $\left(x-x^{\alpha}\right)$ and $x$ for $\alpha \geq 0.477 \ldots$ (Le Lionnais 1983, p. 26). Let $f(n)$ be the number of decompositions of $n$ into two or more consecutive primes. Then

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{1}{x} \sum_{n=1}^{x} f(n)=\ln 2 \tag{22}
\end{equation*}
$$

(Moser 1963, Le Lionnais 1983, p. 30). Euler showed that the sum of the inverses of primes is infinite

$$
\begin{equation*}
\sum_{p \text { prime }} \frac{1}{p}=\infty \tag{23}
\end{equation*}
$$

(Hardy and Wright 1979, p. 17), although it diverges very slowly. The sum exceeds $1,2,3, \ldots$ after 3,59 , $361139, \ldots$ (Sloane's A046024) primes, and its asymptotic equation is

$$
\begin{equation*}
\sum_{\substack{p=2 \\ p \text { prime }}}^{x} \frac{1}{p}=\ln \ln x+B_{1}+o(1) \tag{24}
\end{equation*}
$$

where $B_{1}$ is Mertens Constant (Hardy and Wright 1979, p. 351). Dirichlet showed the even stronger result that

$$
\begin{equation*}
\sum_{\substack { \text { prime } \\
\begin{subarray}{c}{p=b(\bmod a) \\
(a, b)=1{ \text { prime } \\
\begin{subarray} { c } { p = b ( \operatorname { m o d } a ) \\
( a , b ) = 1 } }\end{subarray}} \frac{1}{p}=\infty \tag{25}
\end{equation*}
$$

(Davenport 1980, p. 34).
Despite the fact that $\sum 1 / p$ diverges, Brun showed that

$$
\begin{equation*}
\sum_{\substack{p \\ p+2 \\ \text { prime }}} \frac{1}{p}=B<\infty \tag{26}
\end{equation*}
$$

where $B$ is Brun's Constant. The function defined by

$$
\begin{equation*}
P(n) \equiv \sum_{p} \frac{1}{p^{n}} \tag{27}
\end{equation*}
$$

taken over the primes converges for $n>1$ and is a generalization of the Riemann Zeta Function known as the Prime Zeta Function.

The probability that the largest prime factor of a RaNdom Number $x$ is less than $\sqrt{x}$ is $\ln 2$ (Beeler et al. 1972, Item 29). The probability that two Integers picked at random are Relatively Prime is $[\zeta(2)]^{-1}=$ $6 / \pi^{2}$, where $\zeta(x)$ is the Riemann Zeta Function (Cesaro and Sylvester 1883). Given three Integers chosen at random, the probability that no common factor will divide them all is

$$
\begin{equation*}
[\zeta(3)]^{-1} \approx 1.202^{-1}=0.832 \ldots \tag{28}
\end{equation*}
$$

where $\zeta(3)$ is Apéry's Constant. In general, the probability that $n$ random numbers lack a $p$ th POWER common divisor is $[\zeta(n p)]^{-1}$ (Beeler et al. 1972, Item 53).
Large primes include the large Mersenne Primes, Ferrier's Prime, and $391581\left(2^{216193}-1\right)$ (Cipra 1989). The largest known prime as of 1998 , is the MERSEnNe PRIME $2^{3021377}-1$.

Primes consisting of consecutive Digits (counting 0 as coming after 9 ) include $2,3,5,7,23,67,89,4567,78901$, ... (Sloane's A006510).
see also AdLEmAN-Pomerance-Rumely Primality Test, Almost Prime, Andrica's Conjecture, Bertrand's Postulate, Brocard's Conjecture, Brun's Constant, Carmichael's Conjecture, Carmichael Function, Carmichael Number, Chebyshev Function, Chebyshev-Sylvester Constant, Chen's Theorem, Chinese Hypothesis, Composite number, Composite Runs, CopelandErdős Constant, Cramer Conjecture, Cunningham Chain, Cyclotomic Polynomial, de Polignac's Conjecture, Dirichlet's Theorem, Divisor, Erdős-Kac Theorem, Euclid's Theorems, Feit-Thompson Conjecture, Fermat Number, Fermat Quotient, Ferrier's Prime, Fortunate Prime, Fundamental Theorem of Arithmetic, Gigantic Prime, Giuga's Conjecture, Goldbach Conjecture, Good Prime, Grimm's Conjecture, Hardy-Ramanujan Theorem, Irregular Prime, Kummer's Conjecture, Lehmer's Problem, Linnik's Theorem, Long Prime, Mersenne Number, Mertens Function, Miller's Primality Test, Mirimanoff's Congruence, Möbius Function, Palindromic Number, Pépin's Test, Pillai's Conjecture, Poulet Number, Primary, Prime Array, Prime Circle, Prime Factorization Algorithms, Prime Number of Measurement, Prime Number Theorem, Prime Power Symbol, Prime String,

Prime Triangle, Prime Zeta Function, Primitive Prime Factor, Primorial, Probable Prime, Pseudoprime, Regular Prime, Riemann Function, Rotkiewicz Theorem, Schnirelmann's Theorem, Selfridge's Conjecture, Semiprime, Shah-Wilṣon Constant, Sierpiński's Composite Number Theorem, Sierpiński's Prime Sequence Theorem, Smooth Number, Soldner's Constant, Sophie Germain Prime, Titanic Prime, Totient Function, Totient Valence Function, Twin Primes, Twin Primes Constant, Vinogradov's Theorem, von Mangoldt Function, Waring's Conjecture, Wieferich Prime, Wilson Prime, Wilson Quotient, Wilson's Theorem, Witness, Wolstenholme's Theorem, Zsigmondy Theorem
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## Prime Number of Measurement

The set of numbers generated by excluding the Sums of two or more consecutive earlier members is called the prime numbers of measurement, or sometimes the SEGmented Numbers. The first few terms are $1,2,4,5$, $8,10,14,15,16,21, \ldots$ (Sloane's A002048). Excluding two and three terms gives the sequence $1,2,4,5,8,10$, $14,15,16,19,20,21, \ldots$ (Sloane's A005242).
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## Prime Number Theorem



The theorem giving an asymptotic form for the Prime Counting Function $\pi(n)$ for number of Primes less than some Integer $n$. Legendre (1808) suggested that, for large $n$,

$$
\begin{equation*}
\pi(n) \sim \frac{n}{A \ln n+B} \tag{1}
\end{equation*}
$$

with $A=1$ and $B=-1.08366$ (where $B$ is sometimes called Legendre's Constant), a formula which is correct in the leading term only (Wagon 1991, pp. 28-29). In 1791, Gauss became the first to suggest instead

$$
\begin{equation*}
\pi(n) \sim \frac{n}{\ln n} . \tag{2}
\end{equation*}
$$

Gauss later refined his estimate to

$$
\begin{equation*}
\pi(n) \sim \operatorname{Li}(n) \tag{3}
\end{equation*}
$$

where $\operatorname{Li}(n)$ is the Logarithmic Integral. This function has $n / \ln n$ as the leading term and has been shown to be a better estimate than $n / \ln n$ alone. The statement (3) is often known as "the" prime number theorem and was proved independently by Hadamard and Vallée Poussin in 1896. A plot of $\pi(n)$ (lower curve) and $\mathrm{Li}(n)$ is shown above for $n \leq 1000$.

For small $n$, it has been checked and always found that $\pi(n)<\operatorname{Li}(n)$. However, Skewes proved that the first crossing of $\pi(n)-\operatorname{Li}(n)=0$ occurs before $10^{10^{10^{34}}}$ (the Skewes Number). The upper bound for the crossing has subsequently been reduced to $10^{371}$. Littlewood (1914) proved that the InEQUALITY reverses infinitely often for sufficiently large $n$ (Ball and Coxeter 1987). Lehman (1966) proved that at least $10^{500}$ reversals occur for numbers with 1166 or 1167 Decimal Digits.

Chebyshev (Rubinstein and Sarnak 1994) put limits on the Ratio

$$
\begin{equation*}
\frac{7}{8}<\frac{\pi(n)}{\frac{n}{\ln n}}<\frac{9}{8} \tag{4}
\end{equation*}
$$

and showed that if the Limit

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\pi(n)}{\frac{n}{\ln n}} \tag{5}
\end{equation*}
$$

existed, then it would be 1 . This is, in fact, the prime number theorem.

Hadamard and Vallée Poussin proved the prime number theorem by showing that the Riemann Zeta Function $\zeta(z)$ has no zeros of the form $1+i t$ (Smith 1994, p. 128). In particular, Vallée Poussin showed that

$$
\begin{equation*}
\pi(x)=\operatorname{Li}(x)+\mathcal{O}\left(\frac{x}{\ln x} e^{-a \sqrt{\ln x}}\right) \tag{6}
\end{equation*}
$$

for some constant $a$. A simplified proof was found by Selberg and Erdős (1949) (Ball and Coxeter 1987, p. 63).

Riemann estimated the Prime Counting Function with

$$
\begin{equation*}
\pi(n) \sim \operatorname{Li}(n)-\frac{1}{2} \operatorname{Li}\left(n^{1 / 2}\right) \tag{7}
\end{equation*}
$$

which is a better approximation than $\operatorname{Li}(n)$ for $n<10^{7}$. Riemann (1859) also suggested the Riemann Function

$$
\begin{equation*}
R(x)=\sum_{n=1}^{\infty} \frac{\mu(n)}{n} \operatorname{Li}\left(x^{1 / n}\right) \tag{8}
\end{equation*}
$$

where $\mu$ is the Möbius Function (Wagon 1991, p. 29). An even better approximation for small $n$ (by a factor of 10 for $n<10^{9}$ ) is the Gram Series.

The prime number theorem is equivalent to

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \frac{\psi(x)}{x}=1 \tag{9}
\end{equation*}
$$

where $\psi(x)$ is the Summatory Mangoldt Function.
The Riemann Hypothesis is equivalent to the assertion that

$$
\begin{equation*}
|\operatorname{Li}(x)-\pi(x)| \leq c \sqrt{x} \ln x \tag{10}
\end{equation*}
$$

for some value of $c$ (Ingham 1932, Ball and Coxeter 1987). Some limits obtained without assuming the RIEmann Hypothesis are

$$
\begin{align*}
& \pi(x)=\operatorname{Li}(x)+\mathcal{O}\left[x e^{-(\ln x)^{1 / 2} / 15}\right]  \tag{11}\\
& \pi(x)=\operatorname{Li}(x)+\mathcal{O}\left[x e^{-0.009(\ln x)^{3 / 5} /(\ln \ln x)^{1 / 5}}\right] \tag{12}
\end{align*}
$$

Ramanujan showed that for sufficiently large $x$,

$$
\begin{equation*}
\pi^{2}(x)<\frac{e x}{\ln x} \pi\left(\frac{x}{e}\right) \tag{13}
\end{equation*}
$$

The largest known Prime for which the inequality fails is $38,358,837,677$ (Berndt 1994, pp. 112-113). The related inequality

$$
\begin{equation*}
\operatorname{Li}^{2}(x)<\frac{e x}{\ln x} \operatorname{Li}\left(\frac{x}{e}\right) \tag{14}
\end{equation*}
$$

is true for $x \geq 2418$ (Berndt 1994, p. 114).
see also Bertrand's Postulate, Dirichlet's Theorem, Gram Series, Prime Counting Function, Riemann's Formula, Riemann Function, Rie-mann-Mangoldt Function, Riemann Weighted Prime-Power Counting Function, Skewes NumBER
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## Prime Pairs

see Twin Primes

## Prime Patterns Conjecture

see $k$-Tuple Conjecture

## Prime Polynomial

see Prime-Generating Polynomial

## Prime Power Conjecture

An Abelian planar Difference Set of order $n$ exists only for $n$ a Prime Power. Gordon (1994) has verified it to be true for $n<2,000,000$.
see also Difference Set

## References

Gordon, D. M. "The Prime Power Conjecture is True for $n<2,000,000$." Electronic J. Combinatorics 1, R6, 1-7, 1994. http://www.combinatorics.org/Volume_1/ volume1.html\#R6.

## Prime Power Symbol

The symbol $p^{e} \| n$ means, for $p$ a Prime, that $p^{e} \mid n$, but $p^{e+1} \nmid n$.

## Prime Quadratic Effect

Let $\pi_{m, n}(x)$ denote the number of Primes $\leq x$ which are congruent to $n$ modulo $m$. Then one might expect that

$$
\Delta(x) \equiv \pi_{4,3}(x)-\pi_{4,1}(x) \sim \frac{1}{2} \pi\left(x^{1 / 2}\right)>0
$$

(Berndt 1994). Although this is true for small numbers, Hardy and Littlewood showed that $\Delta(x)$ changes sign infinitely often. (The first number for which it is false is 26861.) The effect was first noted by Chebyshev in 1853, and is sometimes called the Chebyshev Phenomenon. It was subsequently studied by Shanks (1959), Hudson (1980), and Bays and Hudson (1977, 1978, 1979). The
effect was also noted by Ramanujan, who incorrectly claimed that $\lim _{x \rightarrow \infty} \Delta(x)=\infty$ (Berndt 1994).
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## Prime Quadruplet

A Prime Constellation of four successive Primes with minimal distance ( $p, p+2, p+6, p+8$ ). The quadruplet $(2,3,5,7)$ has smaller minimal distance, but it is an exceptional special case. With the exception of ( $5,7,11,13$ ), a prime quadruple must be of the form $(30 n+11,30 n+13,30 n+17,30 n+19)$. The first few values of $n$ which give prime quadruples are $n=0,3,6$, $27,49,62,69,108,115, \ldots$ (Sloane's A014561), and the first few values of $p$ are 5 (the exceptional case), 11, 101, $191,821,1481,1871,2081,3251,3461, \ldots$ The asymptotic Formula for the frequency of prime quadruples is analogous to that for other Prime Constellations,

$$
\begin{aligned}
P_{\infty}(p, p+2, p+6, p+8) & \sim \frac{27}{2} \prod_{p \geq 5} \frac{p^{3}(p-4)}{(p-1)^{4}} \int_{2}^{x} \frac{d x}{(\ln x)^{4}} \\
& =4.151180864 \int_{2}^{x} \frac{d x}{(\ln x)^{4}}
\end{aligned}
$$

where $c=4.15118 \ldots$ is the Hardy-Littlewood constant for prime quadruplets. Roonguthai found the large prime quadruplets with

$$
\begin{aligned}
& p=10^{99}+349781731 \\
& p=10^{199}+21156403891 \\
& p=10^{299}+140159459341 \\
& p=10^{399}+34993836001 \\
& p=10^{499}+883750143961 \\
& p=10^{599}+1394283756151 \\
& p=10^{699}+547634621251
\end{aligned}
$$

(Roonguthai)
see also Prime Arithmetic Progression, Prime Constellation, Prime $k$-Tuples Conjecture, Sexy Primes, Twin Primes
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## Prime Representation

Let $a \neq b, A$, and $B$ denote Positive Integers satisfying

$$
(a, b)=1 \quad(A, B)=1
$$

(i.e., both pairs are Relatively Prime), and suppose every Prime $p \equiv B(\bmod A)$ with $(p, 2 a b)=1$ is expressible if the form $a x^{2}-b y^{2}$ for some Integers $x$ and $y$. Then every Prime $q$ such that $q \equiv-B(\bmod A)$ and $(q, 2 a b)=1$ is expressible in the form $b X^{2}-a Y^{2}$ for some Integers $X$ and $Y$ (Halter-Koch 1993, Williams 1991).

| Prime Form | Representation |
| :--- | :--- |
| $4 n+1$ | $x^{2}+y^{2}$ |
| $8 n+1,8 n+3$ | $x^{2}+2 y^{2}$ |
| $8 n \pm 1$ | $x^{2}-2 y^{2}$ |
| $6 n+1$ | $x^{2}+3 y^{2}$ |
| $12 n+1$ | $x^{2}-3 y^{2}$ |
| $20 n+1,20 n+9$ | $x^{2}+5 y^{2}$ |
| $10 n+1,10 n+9$ | $x^{2}-5 y^{2}$ |
| $14 n+1,14 n+9,14 n+25$ | $x^{2}+7 y^{2}$ |
| $28 n+1,28 n+9,28 n+25$ | $x^{2}-7 y^{2}$ |
| $30 n+1,30 n+49$ | $x^{2}+15 y^{2}$ |
| $60 n+1,60 n+49$ | $x^{2}-15 y^{2}$ |
| $30 n-7,30 n+17$ | $5 x^{2}+3 y^{2}$ |
| $60 n-7,60 n+17$ | $5 x^{2}-3 y^{2}$ |
| $24 n+1,24 n+7$ | $x^{2}+6 y^{2}$ |
| $24 n+1,24 n+19$ | $x^{2}-6 y^{2}$ |
| $24 n+5,24 n+11$ | $2 x^{2}+3 y^{2}$ |
| $24 n+5,24 n-1$ | $2 x^{2}-3 y^{2}$ |
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## Prime Ring

A Ring for which the product of any pair of Ideals is zero only if one of the two Ideals is zero. All Simple Rings are prime.
see also Ideal, Ring, Semiprime Ring, Simple Ring

## Prime Sequence

see Prime Arithmetic Progression, Prime Array, Prime-Generating Polynomial, Sierpiński's Prime Sequence Theorem

## Prime Spiral



The numbers arranged in a Spiral

| 5 | 4 | 3 |
| :--- | :--- | :--- |
| 6 | 1 | 2 |
| 7 | 8 | 9 |

with Primes indicated in black, as first drawn by S. Ulam. Unexpected patterns of diagonal lines are apparent in such a plot, as illustrated in the above $199 \times 199$ grid.
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## Prime String

Call a number $n$ a prime string from the left if $n$ and all numbers obtained by successively removing the rightmost Digit are Prime. There are 83 left prime strings in base 10. The first few are $2,3,5,7,23,29,31,37$, $53,59,71,73,79,233,239,293,311,313,317,373$, $379,593,599, \ldots$ (Sloane's A024770), the largest being $73,939,133$. Similarly, call a number $n$ a prime string from the right if $n$ and all numbers obtained by successively removing the left-most Digit are Prime. The first few are $2,3,5,7,13,17,23,37,43,47,53,67$, $73,83,97,103,107,113,137,167,173, \ldots$ (Sloane's A033664). A large right prime string is $933,739,397$.
see also Prime Array, Prime Number
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## Prime Sum

Let

$$
\Sigma(n) \equiv \sum_{i=1}^{n} p_{i}
$$

be the sum of the first $n$ Primes. The first few terms are $2,5,10,17,28,41,58,77, \ldots$ (Sloane's A007504). Bach and Shallit (1996) show that

$$
\Sigma(n) \sim \frac{n^{2}}{2 \log n}
$$

and provide a general technique for estimating such sums.
see also Primorial
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## Prime Theta Function

The prime theta function is defined as

$$
\theta(n) \equiv \sum_{i=1}^{n} \ln p_{i}
$$

where $p_{i}$ is the $i$ th Prime. As shown by Bach and Shallit (1996),

$$
\theta(n) \sim n
$$
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## Prime Triangle

$$
\begin{aligned}
& \text { * } \\
& 12 \\
& 123 \\
& \begin{array}{llll}
1 & 2 & 3 & 4
\end{array} \\
& \begin{array}{lllll}
1 & 4 & 3 & 2 & 5
\end{array} \\
& \begin{array}{llllll}
1 & 4 & 3 & 2 & 5 & 6
\end{array}
\end{aligned}
$$

This triangle has rows beginning with 1 and ending with $n$, with the SUM of each two consecutive entries being a Prime.

## see also Pascal's Triangle
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## Prime Unit

1 and -1 are the only Integers which divide every Integer. They are therefore called the prime units. see also Integer, Prime Number, Unit

## Prime Zeta Function

The prime zeta function

$$
\begin{equation*}
P(n) \equiv \sum_{p} \frac{1}{p^{n}}, \tag{1}
\end{equation*}
$$

where the sum is taken over Primes is a generalization of the Riemann Zeta Function

$$
\begin{equation*}
\zeta(n) \equiv \sum_{k=1}^{\infty} \frac{1}{k^{n}}, \tag{2}
\end{equation*}
$$

where the sum is over all integers. The prime zeta function can be expressed in terms of the Riemann Zeta Function by

$$
\begin{align*}
\ln \zeta(n) & =-\sum_{p \geq 2} \ln \left(1-p^{-n}\right)=\sum_{p \geq 2} \sum_{k=1}^{\infty} \frac{p^{-k n}}{k} \\
& =\sum_{k=1}^{\infty} \frac{1}{k} \sum_{p \geq 2} p^{-k n}=\sum_{k=1}^{\infty} \frac{P(k n)}{k} . \tag{3}
\end{align*}
$$

Inverting then gives

$$
\begin{equation*}
P(n)=\sum_{k=1}^{\infty} \frac{\mu(k)}{k} \ln \zeta(k n) \tag{4}
\end{equation*}
$$

where $\mu(k)$ is the Möbius Function. The values for the first few integers starting with two are

$$
\begin{align*}
& P(2) \approx 0.452247  \tag{5}\\
& P(3) \approx 0.174763  \tag{6}\\
& P(4) \approx 0.0769931  \tag{7}\\
& P(5) \approx 0.035755 . \tag{8}
\end{align*}
$$

see also Möbius Function, Riemann Zeta Function, Zeta Function
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## Primequad

see Prime Quadruplet

## Primitive Abundant Number

An Abundant Number for which all Proper Divisors are Deficient is called a primitive abundant number (Guy 1994, p. 46). The first few Odd primitive abundant numbers are $945,1575,2205,3465, \ldots$ (Sloane's A006038).
see also Abundant Number, Deficient Number, Highly Abundant Number, Superabundant Number, Weird Number
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## Primitive Function

see Integral

## Primitive Irreducible Polynomial

An Irreducible Polynomial which generates all elements of an extension field from a base field. For any Prime or Prime Power $q$ and any Positive Integer $n$, there exists a primitive irreducible Polynomial of degree $n$ over $\operatorname{GF}(q)$.
see also Galois Field, Irreducible polynomial

## Primitive Polynomial Modulo 2

A special type of Polynomial of which a subclass has Coefficients of only 0 or 1 . Such Polynomials define a Recurrence Relation which can be used to obtain a new Random bit from the $n$ preceding ones.

## Primitive Prime Factor

If $n \geq 1$ is the smallest Integer such that $p \mid a^{n}-b^{n}$ (or $\left.a^{n}+b^{n}\right)$, then $p$ is a primitive prime factor.

## Primitive Pseudoperfect Number <br> see Primitive Semiperfect Number

## Primitive Recursive Function

For-loops (which have a fixed iteration limit) are a special case of while-loops. A function which can be implemented using only for-loops is called primitive recursive. (In contrast, a Computable Function can be coded using a combination of for- and while-loops, or whileloops only.)
The Ackermann Function is the simplest example of a well-defined Total Function which is Computable but not primitive recursive, providing a counterexample to the belief in the early 1900s that every Computable Function was also primitive recursive (Dötzel 1991).
see also Ackermann Function, Computable Function, total Function
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Primitive Root

## Primitive Root

A number $g$ is a primitive root of $m$ if

$$
\begin{equation*}
g^{k} \not \equiv 1(\bmod m) \tag{1}
\end{equation*}
$$

for $1 \leq k<m$ and

$$
\begin{equation*}
g^{m} \equiv 1(\bmod m) \tag{2}
\end{equation*}
$$

Only $m=2,4, p^{a}$, and $2 p^{a}$ have primitive roots (where $p>2$ and $a$ is an Integer). For composite $m$, there may be more than one primitive root (both 3 and 7 are primitive roots mod 10), but for prime $p$, there is only one primitive root. It is the Integer $g$ satisfying $1 \leq g \leq p-1$ such that $g(\bmod p)$ has ORDER $p-1$.

The primitive root of $m$ can also be defined as a cyclic generator of the multiplicative group $(\bmod m)$ when $m$ is a prime Power or twice a Prime Power. Let $p$ be any Odd Prime $k \geq 1$, and let

$$
\begin{equation*}
s \equiv \sum_{j=1}^{p-1} j^{k} \tag{3}
\end{equation*}
$$

Then

$$
s= \begin{cases}-1(\bmod p) & \text { for } p-1 \mid k  \tag{4}\\ 0(\bmod p) & \text { for } p-1 \nmid k\end{cases}
$$

For numbers $m$ with primitive roots, all $y$ satisfying $(p, y)=1$ are representable as

$$
\begin{equation*}
y \equiv g^{t}(\bmod m) \tag{5}
\end{equation*}
$$

where $t=0,1, \ldots, \phi(m)-1, t$ is known as the index, and $y$ is an Integer. Kearnes showed that for any Positive Integer $m$, there exist infinitely many Primes $p$ such that

$$
\begin{equation*}
m<g_{p}<p-m \tag{6}
\end{equation*}
$$

Call the least primitive root $g_{p}$. Burgess (1962) proved that

$$
\begin{equation*}
g_{p} \leq C p^{1 / 4+\epsilon} \tag{7}
\end{equation*}
$$

for $C$ and $\epsilon$ Positive constants and $p$ sufficiently large.
The table below gives the primitive roots (for prime $m=p$; Sloane's A001918) and least primitive roots (for composite $m$ ) for the first few InTEGERS

| $m$ | $g$ | $m$ | $g$ | $m$ | $g$ |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 1 | 53 | 2 | 134 | 7 |
| 3 | 2 | 54 | 5 | 137 | 3 |
| 4 | 3 | 58 | 3 | 139 | 2 |
| 5 | 2 | 59 | 2 | 142 | 7 |
| 6 | 5 | 61 | 2 | 146 | 5 |
| 7 | 3 | 62 | 3 | 149 | 2 |
| 9 | 2 | 67 | 2 | 151 | 6 |
| 10 | 3 | 71 | 7 | 157 | 5 |
| 11 | 2 | 73 | 5 | 158 | 3 |
| 13 | 2 | 74 | 5 | 162 | 5 |
| 14 | 3 | 79 | 3 | 163 | 2 |
| 17 | 3 | 81 | 2 | 166 | 5 |
| 18 | 5 | 82 | 7 | 167 | 5 |
| 19 | 2 | 83 | 2 | 169 | 2 |
| 22 | 7 | 86 | 3 | 173 | 2 |
| 23 | 5 | 89 | 3 | 178 | 3 |
| 25 | 2 | 94 | 5 | 179 | 2 |
| 26 | 7 | 97 | 5 | 181 | 2 |
| 27 | 2 | 98 | 3 | 191 | 19 |
| 29 | 2 | 101 | 2 | 193 | 5 |
| 31 | 3 | 103 | 5 | 194 | 5 |
| 34 | 3 | 106 | 3 | 197 | 2 |
| 37 | 2 | 107 | 2 | 199 | 3 |
| 38 | 3 | 109 | 6 | 202 | 3 |
| 41 | 6 | 113 | 3 | 206 | 5 |
| 43 | 3 | 118 | 11 | 211 | 2 |
| 46 | 5 | 121 | 2 | 214 | 5 |
| 47 | 5 | 122 | 7 | 218 | 11 |
| 49 | 3 | 125 | 2 | 223 | 3 |
| 50 | 3 | 127 | 3 | 226 | 3 |
|  |  | 131 | 2 | 227 | 2 |
|  |  |  |  |  |  |

References
Abramowitz, M. and Stegun, C. A. (Eds.). "Primitive Roots." §24.3.4 in Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, p. 827, 1972.
Guy, R. K. "Primitive Roots." §F9 in Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, pp. 248-249, 1994.
Sloane, N. J. A. Sequence A001918/M0242 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Primitive Root of Unity

A number $r$ is an $n$th Root of Unity if $r^{n}=1$ and a primitive $n$th root of unity if, in addition, $n$ is the smallest Integer of $k=1, \ldots, n$ for which $r^{k}=1$.

## see also Root of Unity

## Primitive Semiperfect Number

A Semiperfect Number for which none of its Proper DIVISORS are pseudoperfect (Guy 1994, p. 46). The first few are 6, 20, 28, 88, 104, $272 \ldots$ (Sloane's A006036). Primitive pseudoperfect numbers are also called Irreducible Semiperfect Numbers. There are infinitely many primitive pseudoperfect numbers which are not Harmonic Divisor Numbers, and infinitely many OdD primitive semiperfect numbers.
see also Harmonic Divisor Number, Semiperfect Number

## References

Guy, R. K. Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, p. 46, 1994.
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## Primitive Sequence

A SEQUENCE in which no term Divides any other.

## References

Guy, R. K. Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, p. 202, 1994.

## Primorial

For a Prime $p$,

$$
\operatorname{primorial}\left(p_{i}\right)=p_{i} \# \equiv \prod_{j=1}^{i} p_{j}
$$

where $p_{i}$ is the $i$ th Prime. The first few values for $p_{i} \#$, are $2,6,30,210,2310,30030,510510, \ldots$ (Sloane's A002110).
$p \#-1$ is Prime for Primes $p=3,5,11,41,89,317$, 337, 991, 1873, 2053, 2377, 4093, 4297, ... (Sloane's A014563; Guy 1994), or $p_{n}$ for $n=2,3,5,13,24,66$, $68,167,287,310,352,564,590, \ldots p \#+1$ is known to be Prime for the Primes $p=2,3,5,7,11,31,379$, $1019,1021,2657,3229,4547,4787,11549, \ldots$ (Sloane's A005234; Guy 1994, Mudge 1997), or $p_{n}$ for $n=1,2,3$, $4,5,11,75,171,172,384,457,616,643,1391, \ldots$ Both forms have been tested to $p=25000$ (Caldwell 1995). It is not known if there are an infinite number of Primes for which $p \#+1$ is Prime or Composite (Ribenboim 1989).
see also Factorial, Fortunate Prime, Prime Sum Smarandache Near-to-Primorial Function, Twin Peaks
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## Prince Rupert's Cube

The largest Cube which can be made to pass through a given Cube. (In other words, the Cube having a side length equal to the side length of the largest Hole of a Square Cross-Section which can be cut through a unit CUBE without splitting it into two pieces.) The Prince Rupert's cube has side length $3 \sqrt{2} / 4=1.06065 \ldots$, and any CUBE this size or smaller can be made to pass through the original Cube.
see also Cube, SQuare

## References

Cundy, H. and Rollett, A. "Prince Rupert's Cubes." §3.15.2 in Mathematical Models, 3rd ed. Stradbroke, England: Tarquin Pub., pp. 157-158, 1989.
Schrek, D. J. E. "Prince Rupert's Problem and Its Extension by Pieter Nieuwland." Scripta Math. 16, 73-80 and 261267, 1950.

## Principal

The original amount borrowed or lent on which INTEREST is then paid or given.
see also Interest

## Principal Curvatures

The Maximum and Minimum of the Normal CurvaTURE $\kappa_{1}$ and $\kappa_{2}$ at a given point on a surface are called the principal curvatures. The principal curvatures measure the Maximum and Minimum bending of a Regular Surface at each point. The Gaussian Curvature $K$ and Mean Curvature $H$ are related to $\kappa_{1}$ and $\kappa_{2}$ by

$$
\begin{align*}
& K=\kappa_{1} \kappa_{2}  \tag{1}\\
& H=\frac{1}{2}\left(\kappa_{1}+\kappa_{2}\right) \tag{2}
\end{align*}
$$

This can be written as a Quadratic Equation

$$
\begin{equation*}
\kappa^{2}-2 H \kappa+K=0 \tag{3}
\end{equation*}
$$

which has solutions

$$
\begin{align*}
& \kappa_{1}=H+\sqrt{H^{2}-K}  \tag{4}\\
& \kappa_{2}=H-\sqrt{H^{2}-K} \tag{5}
\end{align*}
$$

see also Gaussian Curvature, Mean Curvature, Normal Curvature, Normal Section, Principal Direction, Principal Radius of Curvature, Rodrigues's Curvature Formula

## References

Geometry Center. "Principal Curvatures." http:// www . geom. umn.edu / zoo / diffgeom/surfspace / concepts / curvatures/prin-curv.html.
Gray, A. "Normal Curvature." §14.2 in Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 270-273, 277, and 283, 1993.

## Principal Curve

A curve $\boldsymbol{\alpha}$ on a Regular Surface $M$ is a principal curve Iff the velocity $\boldsymbol{\alpha}^{\prime}$ always points in a Principal DIRECTION, i.e.,

$$
S\left(\boldsymbol{\alpha}^{\prime}\right)=\kappa_{i} \boldsymbol{\alpha}^{\prime},
$$

where $S$ is the Shape Operator and $\kappa_{i}$ is a Principal Curvature. If a Surface of Revolution generated by a plane curve is a Regular Surface, then the Meridians and Parallels are principal curves.

## References

Gray, A. "Principal Curves" and "The Differential Equation for the Principal Curves." $\S 18.1$ and 21.1 in Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 410-413, 1993.

## Principal Direction

The directions in which the Principal Curvatures occur.
see also Principal Direction

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 270, 1993.

## Principal Ideal

An Ideal $I$ of a Ring $R$ is called principal if there is an element $a$ of $R$ such that

$$
I=a R=\{a r: r \in R\} .
$$

In other words, the Ideal is generated by the element $a$. For example, the Ideals $n \mathbb{Z}$ of the Ring of Integers $\mathbb{Z}$ are all principal, and in fact all Ideals of $\mathbb{Z}$ are principal.
see also Ideal, Ring

## Principal Normal Vector

see Normal Vector

## Principal Quintic Form

A general Quintic Equation

$$
\begin{equation*}
a_{5} x^{5}+a_{4} x^{4}+a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}=0 \tag{1}
\end{equation*}
$$

can be reduced to one of the form

$$
\begin{equation*}
y^{5}+b_{2} y^{2}+b_{1} y+b_{0}=0 \tag{2}
\end{equation*}
$$

called the principal quintic form.
Newton's Relations for the Roots $y_{j}$ in terms of the $b_{j} \mathrm{~s}$ is a linear system in the $b_{j}$, and solving for the $b_{j} \mathrm{~s}$ expresses them in terms of the POWER sums $s_{n}\left(y_{j}\right)$. These Power sums can be expressed in terms of the $a_{j} \mathrm{~s}$, so the $b_{j} \mathrm{~s}$ can be expressed in terms of the $a_{j} \mathrm{~s}$. For a quintic to have no quartic or cubic term, the sums of
the Roots and the sums of the Squares of the Roots vanish, so

$$
\begin{align*}
& s_{1}\left(y_{j}\right)=0  \tag{3}\\
& s_{2}\left(y_{j}\right)=0 . \tag{4}
\end{align*}
$$

Assume that the Roots $y_{j}$ of the new quintic are related to the Roots $x_{j}$ of the original quintic by

$$
\begin{equation*}
y_{j}=x_{j}^{2}+\alpha x_{j}+\beta . \tag{5}
\end{equation*}
$$

Substituting this into (1) then yields two equations for $\alpha$ and $\beta$ which can be multiplied out, simplified by using Newton's Relations for the Power sums in the $x_{j}$, and finally solved. Therefore, $\alpha$ and $\beta$ can be expressed using Radicals in terms of the Coefficients $a_{j}$. Again by substitution into (4), we can calculate $s_{3}\left(y_{j}\right), s_{4}\left(y_{j}\right)$ and $s_{5}\left(y_{j}\right)$ in terms of $\alpha$ and $\beta$ and the $x_{j}$. By the previous solution for $\alpha$ and $\beta$ and again by using Newton's Relations for the Power sums in the $x_{j}$, we can ultimately express these POWER sums in terms of the $a_{j}$.
see also Bring Quintic Form, Newton's Relations, Quintic Equation

## Principal Radius of Curvature

Given a 2-D Surface, there are two "principal" RadiI of Curvature. The larger is denoted $R_{1}$, and the smaller $R_{2}$. These are Perpendicular to each other, and both Perpendicular to the tangent Plane of the surface.
see also Gaussian Curvature, Mean Curvature, Radius of Curvature

## Principal Value

see Cauchy Principal Value

## Principal Vector

A tangent vector $\mathbf{v}_{\mathbf{p}}=v_{1} \mathbf{x}_{u}+v_{2} \mathbf{x}_{v}$ is a principal vector IfF

$$
\operatorname{det}\left[\begin{array}{ccc}
v_{2}^{2} & -v_{1} v_{2} & v_{1}^{2} \\
E & F & G \\
e & f & g
\end{array}\right]=0
$$

where $e, f$, and $g$ are coefficients of the first FUNDAMENtal Form and $E, F, G$ of the second Fundamental Form.
see also Fundamental Forms, Principal Curve
References
Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, p. 410, 1993.

## Principal Vertex

A Vertex $x_{i}$ of a Simple Polygon $P$ is a principal Vertex if the diagonal $\left[x_{i-1}, x_{i+1}\right]$ intersects the boundary of $P$ only at $x_{i-1}$ and $x_{i+1}$.
see also Ear, Mouth

## References

Meisters, G. H. "Polygons Have Ears." Amer. Math. Monthly 82, 648-751, 1975.
Meisters, G. H. "Principal Vertices, Exposed Points, and Ears." Amer. Math. Monthly 87, 284-285, 1980.
Toussaint, G. "Anthropomorphic Polygons." Amer. Math. Monthly 98, 31-35, 1991.

## Principle

A loose term for a true statement which may be a Postulate, Theorem, etc.
see also Area Principle, Argument Principle, Axiom, Cavalieri's Principle, Conjecture, Continuity Principle, Counting Generalized Principle, Dirichlet's Box Principle, Duality Principle, Duhamel's Convolution Principle, Euclid's Principle, Fubini Principle, Hasse Principle, Inclusion-Exclusion Principle, Indifference Principle, Induction Principle, Insufficient Reason Principle, Lemma, Local-Global Principle, Multiplication Principle, Permanence of Mathematical Relations Principle, Poncelet's Continuity Principle, Pontryagin Maximum Principle, Porism, Postulate, Schwarz Reflection Principle, Superposition Principle, Symmetry Principle, Theorem, Thomson's Principle, Triangle Transformation Principle, Well-Ordering Principle

## Pringsheim's Theorem

Let $C^{\omega}(I)$ be the set of real Analytic Functions on $I$. Then $C^{\omega}(I)$ is a Subalgebra of $C^{\infty}(I)$. A Necessary and Sufficient condition for a function $f \in C^{\infty}(I)$ to belong to $C^{\omega}(I)$ is that

$$
\left|f^{(n)}(x)\right| \leq k^{n} n!
$$

for $n=0,1, \ldots$ for a suitable constant $k$.
see also Analytic Function, Subalgebra

## References

Iyanaga, S. and Kawada, Y. (Eds.). Encyclopedic Dictionary of Mathematics. Cambridge, MA: MIT Press, p. 207, 1980.

## Printer's Errors

Typesetting "errors" in which exponents or multiplication signs are omitted but the resulting expression is equivalent to the original one. Examples include

$$
\begin{aligned}
2^{5} 9^{2} & =2592 \\
3^{4} 425 & =34425 \\
31^{2} 325 & =312325
\end{aligned}
$$

$$
2^{5} \cdot \frac{25}{31}=25 \frac{25}{31}
$$

where a whole number followed by a fraction is interpreted as addition (e.g., $1 \frac{1}{2}=1+\frac{1}{2}=\frac{3}{2}$ ).
see also Anomalous Cancellation

## References

Dudeney, H. E. Amusemenís in Mathematics. New York: Dover, 1970.
Madachy, J. S. Madachy's Mathematical Recreations. New York: Dover, pp. 174-175, 1979.

## Prior Distribution

see Bayesian Analysis

## Prism



A Polyhedron with two congruent Polygonal faces and all remaining faces Parallelograms. The 3prism is simply the Cube. The simple prisms and antiprisms include: decagonal antiprism, decagonal prism, hexagonal antiprism, hexagonal prism, octagonal antiprism, octagonal prism, pentagonal antiprism, pentagonal prism, square antiprism, and triangular prism. The Dual Polyhedron of a simple (Archimedean) prism is a Bipyramid.
The triangular prism, square prism (cube), and hexagonal prism are all Space-Filling Polyhedra.
see also Antiprism, Augmented Hexagonal Prism, Augmented Pentagonal Prism, Augmented Triangular Prism, Biaugmented Pentagonal Prism, Biaugmented Triangular Prism, Cube, Metabiaugmented Hexagonal Prism, Parabtaugmented Hexagonal Prism, Prismatoid, Prismoid, Trapezohedron, Triaugmented Hexagonal Prism, Triaugmented Triangular Prism

## References

Beyer, W. H. (Ed.) CRC Standard Mathematical Tables, 28th ed. Boca Raton, FL: CRC Press, p. 127, 1987.
Cromwell, P. R. Polyhedra. New York: Cambridge University Press, pp. 85-86, 1997.
Weisstein, E. W. "Prisms and Antiprisms." http://www. astro.virginia.edu/-eww6n/math/notebooks/Prism.m.

## Prismatic Ring

A Möbius Strip with finite width.
see also MÖbius Strip

## References

Gardner, M. "Twisted Prismatic Rings." Ch. 5 in Fractal Music, Hypercards, and More Mathematical Recreations from Scientific American Magazine. New York: W. H. Freeman, 1992.

## Prismatoid

A Polyhedron having two Polygons in Parallel planes as bases and Triangular or Trapezoidal lateral faces with one side lying in one base and the opposite Vertex or side lying in the other base. Examples include the Cube, Pyramidal Frustum, Rectangular Parallelepiped, Prism, and Pyramid. Let $A_{1}$ be the Area of the lower base, $A_{2}$ the Area of the upper base, $M$ the Area of the midsection, and $h$ the Altitude. Then

$$
V=\frac{1}{6} h\left(A_{1}+4 M+A_{2}\right)
$$

## see also General Prismatoid, Prismoid

## References

Beyer, W. H. CRC Standard Mathematical Tables, 28th ed. Boca Raton, FL: CRC Press, pp. 128 and 132, 1987.

## Prismoid

A Prismatoid having planar sides and the same number of vertices in both of its parallel planes. The faces of a prismoid are therefore either Trapezoids or Parallelograms. Ball and Coxeter (1987) use the term to describe an Antiprism.
see also Antiprism, Prism, Prismatoid

## References

Ball, W. W. R. and Coxeter, H. S. M. Mathematical Recreations and Essays, 13th ed. New York: Dover, p. 130, 1987.

## Prisoner's Dilemma

A problem in Game Theory first discussed by A. Tucker. Suppose each of two prisoners $A$ and $B$, who are not allowed to communicate with each other, is offered to be set free if he implicates the other. If neither implicates the other, both will receive the usual sentence. However, if the prisoners implicate each other, then both are presumed guilty and granted harsh sentences.

A Dilemma arises in deciding the best course of action in the absence of knowledge of the other prisoner's decision. Each prisoner's best strategy would appear to be to turn the other in (since if $A$ makes the worst-case assumption that $B$ will turn him in, then $B$ will walk free and $A$ will be stuck in jail if he remains silent). However, if the prisoners turn each other in, they obtain the worst possible outcome for both.
see also Dilemma, Tit-For-Tat
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Axelrod, R. The Evolution of Cooperation New York: BasicBooks, 1985.
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## Probability

Probability is the branch of mathematics which studies the possible outcomes of given events together with their relative likelihoods and distributions. In common usage, the word "probability" is used to mean the chance that a particular event (or set of events) will occur expressed on a linear scale from 0 (impossibility) to 1 (certainty), also expressed as a Percentage between 0 and $100 \%$. The analysis of events governed by probability is called Statistics.

There are several competing interpretations of the actual "meaning" of probabilities. Frequentists view probability simply as a measure of the frequency of outcomes (the more conventional interpretation), while BAYESIANS treat probability more subjectively as a statistical procedure which endeavors to estimate parameters of an underlying distribution based on the observed distribution.

A properly normalized function which assigns a probability "density" to each possible outcome within some interval is called a Probability Function, and its cumulative value (integral for a continuous distribution or sum for a discrete distribution) is called a Distribution FUNCTION.

Probabilities are defined to obey certain assumptions, called the Probability Axioms. Let a Sample Space contain the UNion ( $\cup$ ) of all possible events $E_{i}$, so

$$
\begin{equation*}
S \equiv\left(\bigcup_{i=1}^{N} E_{i}\right) \tag{1}
\end{equation*}
$$

and let $E$ and $F$ denote subsets of $S$. Further, let $F^{\prime}=$ not- $F$ be the complement of $F$, so that

$$
\begin{equation*}
F \cup F^{\prime}=S \tag{2}
\end{equation*}
$$

Then the set $E$ can be written as

$$
\begin{equation*}
E=E \cap S=E \cap\left(F \cup F^{\prime}\right)=(E \cap F) \cup\left(E \cap F^{\prime}\right) \tag{3}
\end{equation*}
$$

where $\cap$ denotes the intersection. Then

$$
\begin{align*}
P(E) & =P(E \cap F)+P\left(E \cap F^{\prime}\right)-P\left[(E \cap F) \cap\left(E \cap F^{\prime}\right)\right] \\
& =P(E \cap F)+P\left(E \cap F^{\prime}\right)-P\left[\left(F \cap F^{\prime}\right) \cap(E \cap E)\right] \\
& =P(E \cap F)+P\left(E \cap F^{\prime}\right)-P(\varnothing \cap E) \\
& =P(E \cap F)+P\left(E \cap F^{\prime}\right)-P(\varnothing) \\
& =P(E \cap F)+P\left(E \cap F^{\prime}\right), \tag{4}
\end{align*}
$$

where $\varnothing$ is the Empty Set.

## Prizes

see Mathematics Prizes

Let $P(E \mid F)$ denote the Conditional Probability of $E$ given that $F$ has already occurred, then

$$
\begin{align*}
P(E) & =P(E \mid F) P(F)+P\left(E \mid F^{\prime}\right) P\left(F^{\prime}\right)  \tag{5}\\
& =P(E \mid F) P(F)+P\left(E \mid F^{\prime}\right)[1-P(F)]  \tag{6}\\
P(A \cap B) & =P(A) P(B \mid A)  \tag{7}\\
& =P(B) P(A \mid B)  \tag{8}\\
P\left(A^{\prime} \cap B\right) & =P\left(A^{\prime}\right) P\left(B \mid A^{\prime}\right)  \tag{9}\\
P(E \mid F) & =\frac{P(E \cap F)}{P(F)} \tag{10}
\end{align*}
$$

A very important result states that

$$
\begin{equation*}
P(E \cup F)=P(E)+P(F)-P(E \cap F) \tag{11}
\end{equation*}
$$

which can be generalized to

$$
\begin{align*}
& P\left(\bigcup_{i=1}^{n} A_{i}\right)=\sum_{i} P\left(A_{i}\right)-\sum_{i j}^{\prime} P\left(A_{i} \cup A_{j}\right) \\
& \quad+\sum_{i j k}^{\prime \prime} P\left(A_{i} \cap A_{j} \cap A_{k}\right)-\ldots+(-1)^{n-1} P\left(\bigcap_{i=1}^{n} A_{i}\right) . \tag{12}
\end{align*}
$$

see also Bayes' Formula, Conditional Probability, Distribution, Distribution Function, Likelihood, Probability Axioms, Probability Function, Probability Inequality, Statistics

## Probability Axioms

Given an event $E$ in a Sample Space $S$ which is either finite with $N$ elements or countably infinite with $N=\infty$ elements, then we can write

$$
S \equiv\left(\bigcup_{i=1}^{N} E_{i}\right)
$$

and a quantity $P\left(E_{i}\right)$, called the Probability of event $E_{i}$, is defined such that

1. $0 \leq P\left(E_{i}\right)<1$.
2. $P(S)=1$.
3. Additivity: $P\left(E_{1} \cup E_{2}\right)=P\left(E_{1}\right)+P\left(E_{2}\right)$, where $E_{1}$ and $E_{2}$ are mutually exclusive.
4. Countable additivity: $P\left(\cup_{i=1}^{n} E_{i}\right)=\sum_{i=1}^{n} P\left(E_{i}\right)$ for $n=1,2, \ldots, N$ where $E_{1}, E_{2}, \ldots$ are mutually exclusive (i.e., $E_{1} \cap E_{2}=\varnothing$ ).
see also Sample Space, Union

## Probability Density Function

see Probability Function

## Probability Distribution Function

see Probability Function

## Probability Function

The probability density function $P(x)$ (also called the Probability Density Function) of a continuous distribution is defined as the derivative of the (cumulative) Distribution Function $D(x)$,

$$
\begin{equation*}
D^{\prime}(x)=[P(x)]_{-\infty}^{x}=P(x)-P(-\infty)=P(x) \tag{1}
\end{equation*}
$$

so

$$
\begin{equation*}
D(x)=P(X \leq x) \equiv \int_{-\infty}^{x} P(y) d y \tag{2}
\end{equation*}
$$

A probability density function satisfies

$$
\begin{equation*}
P(x \in B)=\int_{B} P(x) d x \tag{3}
\end{equation*}
$$

and is constrained by the normalization condition,

$$
\begin{equation*}
P(-\infty<x<\infty)=\int_{-\infty}^{\infty} P(x) d x \equiv 1 \tag{4}
\end{equation*}
$$

Special cases are

$$
\begin{align*}
P(a \leq x \leq b) & =\int_{a}^{b} P(x) d x  \tag{5}\\
P(a \leq x \leq a+d a) & =\int_{a}^{a+d a} P(x) d x \approx P(a) d a  \tag{6}\\
P(x=a) & =\int_{a}^{a} P(x) d x=0 \tag{7}
\end{align*}
$$

If $u=u(x, y)$ and $v=v(x, y)$, then

$$
\begin{equation*}
P_{u, v}(u, v)=P_{x, y}(x, y)\left|\frac{\partial(x, y)}{\partial(u, v)}\right| \tag{8}
\end{equation*}
$$

Given the Moments of a distribution ( $\mu, \sigma$, and the Gamma Statistics $\gamma_{r}$ ), the asymptotic probability function is given by

$$
\begin{align*}
& P(x)=Z(x) \\
& \quad-\left[\frac{1}{6} \gamma_{1} Z^{(3)}(x)\right]+\left[\frac{1}{24} \gamma_{2} Z^{(4)}(x)+\frac{1}{72}{\gamma_{1}}^{2} Z^{(6)}(x)\right] \\
& \quad-\left[\frac{1}{120} \gamma_{3} Z^{(5)}(x)+\frac{1}{144} \gamma_{1} \gamma_{2} Z^{(7)}(x)+\frac{1}{1296} \gamma_{1}{ }^{3} Z^{(9)}(x)\right] \\
& \quad+\left[\frac{1}{720} \gamma_{4} Z^{(6)}(x)+\left(\frac{1}{1152}{\gamma_{2}}^{2}+\frac{1}{720} \gamma_{1} \gamma_{3}\right) Z^{(8)}(x)\right. \\
& \left.\quad+\frac{1}{1728} \gamma_{1}{ }^{2} \gamma_{2} Z^{(10)}(x)+\frac{1}{31104} \gamma_{1}{ }^{4} Z^{(12)}(x)\right]+\ldots, \tag{9}
\end{align*}
$$

where

$$
\begin{equation*}
Z(x)=\frac{1}{\sigma \sqrt{2 \pi}} e^{-(x-\mu)^{2} / 2 \sigma^{2}} \tag{10}
\end{equation*}
$$

is the Normal Distribution, and

$$
\begin{equation*}
\gamma_{r}=\frac{\kappa_{r}}{\sigma^{r+2}} \tag{11}
\end{equation*}
$$

for $r \geq 1$ (with $\kappa_{r}$ Cumulants and $\sigma$ the Standard Deviation; Abramowitz and Stegun 1972, p. 935).
see also Continuous Distribution, Cornish-Fisher Asymptotic Expansion, Discrete Distribution, Distribution Function, Joint Distribution FuncTION
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## Probability Inequality

If $B \supset A(B$ is a superset of $A)$, then $P(A) \leq P(B)$.

## Probability Integral



$$
\begin{align*}
& \begin{array}{cc}
\text { Re[ProbabilityIntegral } 2] \operatorname{Im}[\text { ProbabilityIntegral z] |ProbabilityIntegral } \mathrm{z} \mid
\end{array} \\
& \alpha(x) \equiv \frac{1}{\sqrt{2 \pi}} \int_{-x}^{x} e^{-t^{2} / 2} d t  \tag{1}\\
& =\sqrt{\frac{2}{\pi}} \int_{0}^{x} e^{-t^{2} / 2} d t  \tag{2}\\
& =2 \Phi(x)  \tag{3}\\
& =\operatorname{erf}\left(\frac{x}{\sqrt{2}}\right), \tag{4}
\end{align*}
$$

where $\Phi(x)$ is the Normal Distribution Function and Erf is the error function.
see also Erf, Normal Distribution Function

## Probability Measure

Consider a Probability $\operatorname{Space}(S, \mathbb{S}, P)$ where $(S, \mathbb{S})$ is a Measurable Space and $P$ is a Measure on $\mathbb{S}$ with $P(S)=1$. Then the Measure $P$ is said to be a probability measure. Equivalently, $P$ is said to be normalized.
see also Measurable Space, Measure, Probability, Probability Space, State Space

## Probability Space

A triple $(S, \mathbb{S}, P)$, where $(S, \mathbb{S})$ is a measurable space and $P$ is a MEASURE on $\mathbb{S}$ with $P(S)=1$.
see also Measurable Space, Measure, Probability, Probability Measure, Random Variable, State Space

## Probable Error

The first Quartile of a standard Normal DistribuTION occurs when

$$
\int_{0}^{t} \Phi(z) d z=\frac{1}{4}
$$

The solution is $t=0.6745 \ldots$ The value of $t$ giving $1 / 4$ is known as the probable error of a Normally Distributed variate. However, the number $\delta$ corresponding to the $50 \%$ Confidence Interval,

$$
P(\delta) \equiv 1-2 \int_{0}^{|\delta|} \phi(t) d t=\frac{1}{2}
$$

is sometimes also called the probable error.
see also Significance

## Probable Prime

A number satisfying Fermat's Little Theorem (or some other primality test) for some nontrivial base. A probable prime which is shown to be COMPOSITE is called a PSEUDOPRIME (otherwise, of course, it is a Prime).
see also Prime Number, Pseudoprime

## Problem

An exercise whose solution is desired.
see also Alhazen's Billiard Problem, Alhazen's Problem, André's Problem, Apollonius' Problem, Apollonius Pursuit Problem, Archimedes' Cattle Problem, Archimedes' Problem, Ballot Problem, Basler Problem, Bertrand's Problem, Billiard Table Problem, Birthday Problem, Bishops Problem, Bolza Problem, Book Stacking Problem, Boundary Value Problem, Bovinum Problema, Brachistochrone Problem, Brahmagupta's Problem, Brocard's Problem, Buffon-Laplace Needle Problem, Buffon's Needle Problem, Burnside Problem, BusemannPetty Problem, Cannonball Problem, Castillon's Problem, Catalan's Diophantine Problem, Catalan's Problem, Cattle Problem of Archimedes, Cauchy Problem, Checker-Jumping Problem, Closed Curve Problem, Coin Problem, Collatz Problem, Condom Problem, Congruum Problem, Constant Problem, Coupon Collector's Problem, Crossed Ladders Problem, Cube Dovetailing Problem, Decision Problem, Dedekind's Problem, Delian Problem, de

Mere's Problem, Diagonals Problem, Dido's Problem, Dilemma, Dinitz Problem, Dirichlet Divisor Problem, Disk Covering Problem, Equichordal Problem, Extension Problem, Fagnano's Problem, Fejés Tóth's Problem, Fermat's Problem, Fermat's Sigma Problem, FisherBehrens Problem, Five Disks Problem, Four Coins Problem, Four Travelers Problem, Fuss's Problem, Gauss's Circle Problem, Gauss's Class Number Problem, Glove Problem, Guthrie's Problem, Haberdasher's Problem, Hadwiger Problem, Halting Problem, Hansen's Problem, Heesch's Problem, Hellbronn Triangle Problem, Hilbert's Problems, Illumination Problem, Indeterminate Problems, Initial Value Problem, Internal Bisectors Problem, Isoperimetric Problem, Isovolume Problem, Jeep Problem, Josephus Problem, Kakeya Needle Problem, Kakutani's Problem, Katona's Problem, Kepler Problem, Kings Problem, Kirkman's Schoolgirl Problem, Kissing Circles Problem, Knapsack Problem, Knot Problem, Königsberg Bridge Problem, Kuratowski’s Closure-Component Problem, Lam's Problem, Langford's Problem, Lebesgue Measurability Problem, Lebesgue Minimal Problem, Lehmer's Problem, Lemoine's Problem, Lifting Problem, Lucas' Married Couples Problem, Malfatti's Right Triangle Problem, Malfatti's Tangent Triangle Problem, Married Couples Problem, Match Problem, Maximum Clique Problem, Ménage Problem, Metric Equivalence Problem, Mice Problem, Mikusiński's Problem, Möbius Problem, MoneyChanging Problem, Monkey and Coconut Problem, Monty Hall Problem, Mortality Problem, Moser's Circle Problem, Napoleon's Problem, Navigation Problem, Nearest Neichbor Problem, NP-Complete Problem, NP-Problem, Orchard-Planting Problem, Orchard Visibility Problem, P-Problem, Party Problem, Piano Mover's Problem, Planar Bubble Problem, Plateau's Problem, Points Problem, Postage Stamp Problem, Роthenot Problem, Prouhet's Problem, Queens Problem, Rallroad Track Problem, Riemann's Moduli Problem, Satisfiability Problem, Schoolgirl Problem, Schur's Problem, Schwarz's Triangle Problem, Sharing Problem, Shephard's Problem, Sinclair's Soap Film Problem, Small World Problem, Snellius-Pothenot Problem, Steenrod's Realization Problem, Steiner's Problem, Steiner's Segment Problem, Surveying Problems, Sylvester's Four-Point Problem, Sylvester's Line Problem, Sylvester's Triangle Problem, Syracuse Problem, Syzygies Problem, Tarry-Escott Problem, Tautochrone Problem, Thomson Problem, Three Jug Problem, Traveling Salesman Problem, Trawler Problem, Ulam's Problem,

Utility Problem, Vibration Problem, Wallis's Problem, Waring's Problem
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## Procedure

A specific prescription for carrying out a task or solving a problem. Also called an Algorithm, Method, or TEChnique
see also Bisection Procedure, Maehly's ProceDURE

## Proclus' Axiom

If a line intersects one of two parallel lines, it must intersect the other also. This Axiom is equivalent to the Parallel Axiom.

## References

Dunham, W. "Hippocrates' Quadrature of the Lune." Ch. 1 in Journey Through Genius: The Great Theorems of Mathematics. New York: Wiley, p. 54, 1990.

## Procrustian Stretch <br> see Hyperbolic Rotation

## Product

The term "product" refers to the result of one or more Multiplications. For example, the mathematical statement $a \times b=c$ would be read " $a$ Times $b$ Equals $c$, " where $c$ is the product.
The product symbol is defined by

$$
\prod_{i=1}^{n} f_{i} \equiv f_{1} \cdot f_{2} \cdots f_{n}
$$

Useful product identities include

$$
\begin{aligned}
& \ln \left(\prod_{i=1}^{\infty} f_{i}\right)=\sum_{i=1}^{\infty} \ln f_{i} \\
& \prod_{i=1}^{\infty} f_{i}=\exp \left(\sum_{i=1}^{\infty} \ln f_{i}\right)
\end{aligned}
$$

For $0 \leq a_{i}<1$, then the products $\prod_{i=1}^{\infty}\left(1+a_{i}\right)$ and $\prod_{i=1}^{\infty}\left(1-a_{i}\right)$ converge and diverge as $\prod_{i=1}^{\infty} a_{i}$.
see also Cross Product, Dot Product, Inner Product, Matrix Product, Multiplication, Nonassociative Product, Outer Product, Sum, Tensor Product, Times, Vector Triple Product
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## Product Formula

Let $\alpha$ be a Nonzero Rational Number $\alpha=$ $\pm p_{1}{ }^{\alpha_{1}} p_{2}{ }^{\alpha_{2}} \cdots p_{L}{ }^{\alpha_{L}}$, where $p_{1}, \ldots, p_{L}$ are distinct Primes, $\alpha_{l} \in \mathbb{Z}$ and $\alpha_{l} \neq 0$. Then

$$
\left.\begin{array}{rl}
|a| & \prod_{p \text { prime }}|\alpha|_{p=} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}}
\end{array}\right) p_{L}^{\alpha_{L}} .
$$

## References
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## Product-Moment Coefficient of Correlation

 see Correlation Coefficient
## Product Neighborhood

see Tubular Neighborhood

## Product Rule

The Derivative identity

$$
\begin{aligned}
& \frac{d}{d x}[f(x) g(x)]=\lim _{h \rightarrow 0} \frac{f(x+h) g(x+h)-f(x) g(x)}{h} \\
& =\lim _{h \rightarrow 0}\left[\frac{f(x+h) g(x+h)-f(x+h) g(x)}{h}\right. \\
& \left.+\quad+\frac{f(x+h) g(x)-f(x) g(x)}{h}\right] \\
& =\lim _{h \rightarrow 0}\left[f(x+h) \frac{g(x+h)-g(x)}{h}\right. \\
& \left.\quad+g(x) \frac{f(x+h)-f(x)}{h}\right]=f(x) g^{\prime}(x)+g(x) f^{\prime}(x) .
\end{aligned}
$$

see also Chain Rule, Exponent Laws, Quotient Rule
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## Product Space

A Cartesian product equipped with a "product topology" is called a product space (or product topological space, or direct product).

## References
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## Program

A precise sequence of instructions designed to accomplish a given task. The implementation of an AlgoRITHM on a computer using a programming language is an example of a program.
see also Algorithm

## Projection



A projection is the transformation of Points and Lines in one Plane onto another Plane by connecting corresponding points on the two planes with Parallel lines. This can be visualized as shining a (point) light source (located at infinity) through a translucent sheet of paper and making an image of whatever is drawn on it on a second sheet of paper. The branch of geometry dealing with the properties and invariants of geometric figures under projection is called Projective Geometry.

The projection of a Vector a onto a Vector $\mathbf{u}$ is given by

$$
\operatorname{proj}_{\mathbf{u}} \mathbf{a}=\frac{\mathbf{a} \cdot \mathbf{u}}{|\mathbf{u}|^{2}} \mathbf{u}
$$

and the length of this projection is

$$
\left|\operatorname{proj}_{\mathbf{u}} \mathbf{a}\right|=\frac{|\mathbf{a} \cdot \mathbf{u}|}{|\mathbf{u}|}
$$

General projections are considered by Foley and VanDam (1983).
see also Map Projection, Point-Plane Distance, Proiective Geometry, Reflection
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## Projection Operator

$$
\begin{gathered}
\tilde{p} \equiv\left|\phi_{i}(x)\right\rangle\left\langle\phi_{i}(t)\right| \\
\bar{p} \sum_{j} c_{j}\left|\phi_{j}(t)\right\rangle=c_{i}\left|\phi_{i}(x)\right\rangle
\end{gathered}
$$

$$
\sum_{i}\left|\phi_{i}(x)\right\rangle\left\langle\phi_{i}(x)\right|=1
$$

see also $\mathrm{BRA}, \mathrm{KET}$

## Projective Collineation

A Collineation which transforms every 1-D form projectively. Any Collineation which transforms one range into a projectively related range is a projective collineation. Every Perspective Collineation is a projective collineation.
see also Collineation, Elation, Homology (Geometry), Perspective Collineation
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## Projective General Linear Group

The projective general linear group $P G L_{n}(q)$ is the Group obtained from the General Linear Group $G L_{n}(q)$ on factoring the scalar Matrices contained in that group.
see also General Linear Group, Projective General Orthogonal Group, Projective General Unitary Group
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## Projective General Orthogonal Group

The projective general orthogonal group $P G O_{n}(q)$ is the Group obtained from the General Orthogonal Group $G O_{n}(q)$ on factoring the scalar Matrices contained in that group.
see also General Orthogonal Group, Projective General Linear Group, Projective General UniTARY GROUP
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## Projective General Unitary Group

The projective general unitary group $P G U_{n}(q)$ is the Group obtained from the General Unitary Group $G U_{n}(q)$ on factoring the scalar Matrices contained in that group.
see also General Unitary Group, Projective General Linear Group, Projective General Orthogonal Group, Projective General Unitary Group
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## Projective Geometry

The branch of geometry dealing with the properties and invariants of geometric figures under Projection. The most amazing result arising in projective geometry is the Duality Principle, which states that a duality exists between theorems such as Pascal's Theorem and Brianchon's Theorem which allows one to be instantly transformed into the other. More generally, all the propositions in projective geometry occur in dual pairs, which have the property that, starting from either proposition of a pair, the other can be immediately inferred by interchanging the parts played by the words "Point" and "Line."

The Axioms of projective geometry are:

1. If $A$ and $B$ are distinct points on a Plane, there is at least one Line containing both $A$ and $B$.
2. If $A$ and $B$ are distinct points on a Plane, there is not more than one LINE containing both $A$ and $B$.
3. Any two Lines on a Plane have at least one point of the Plane in common.
4. There is at least one Line on a Plane.
5. Every Line contains at least three points of the Plane.
6. All the points of the Plane do not belong to the same Line
(Veblin and Young 1910-18, Kasner and Newman 1989). see also Collineation, Desargues' Theorem, Fundamental Theorem of Projective Geometry, Involution (Line), Pencil, Perspectivity, Projectivity, Range (Line Segment), Section (Pencil)
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## Projective Plane

A projective plane is derived from a usual Plane by addition of a Line at Infinity. A projective plane of order $n$ is a set of $n^{2}+n+1$ POINTS with the properties that:

1. Any two Points determine a Line,
2. Any two Lines determine a Point,
3. Every Point has $n+1$ Lines on it, and
4. Every Line contains $n+1$ Points.
(Note that some of these properties are redundant.) A projective plane is therefore a SYMmETRIC ( $n^{2}+n+1$, $n+1,1$ ) Block Design. An Affine Plane of order $n$ exists IfF a projective plane of order $n$ exists.

A finite projective plane exists when the order $n$ is a Power of a Prime, i.e., $n=p^{a}$ for $a \geq 1$. It is conjectured that these are the only possible projective planes, but proving this remains one of the most important unsolved problems in Combinatorics. The first few orders which are not of this form are $6,10,12,14,15$,

It has been proven analytically that there are no projective planes of order 6. By answering Lam's ProbLEM in the negative using massive computer calculations on top of some mathematics, it has been proved that there are no finite projective planes of order 10 (Lam 1991). The status of the order 12 projective plane remains open. The remarkable Bruck-Ryser-Chowla ThEOREM says that if a projective plane of order $n$ exists, and $n=1$ or $2(\bmod 4)$, then $n$ is the sum of two SQUARES. This rules out $n=6$.

The projective plane of order 2 , also known as the Fano Plane, is denoted PG(2, 2). It has Incidence Matrix

$$
\left[\begin{array}{lllllll}
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0
\end{array}\right] .
$$

Every row and column contains 31 s , and any pair of rows/columns has a single 1 in common.

The projective plane has Euler Characteristic 1, and the Heawood Conjecture therefore shows that
any set of regions on it can be colored using six colors only (Saaty 1986).
see also Affine Plane, Bruck-Ryser-Chowla Theorem, Fano Plane, Lam's Problem, Map Coloring, Moufang Plane, Projective Plane $P K^{2}$, Real Projective Plane
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## Projective Plane $P K^{2}$

The 2-D Space consisting of the set of Triples

$$
\{(a, b, c): a, b, c \in K, \text { not all zero }\}
$$

where triples which are SCALAR multiples of each other are identified.

## Projective Space

A Space which is invariant under the Group $G$ of all general Linear homogeneous transformation in the SPACE concerned, but not under all the transformations of any Group containing $G$ as a Subgroup.

A projective space is the space of 1-D Vector Subspaces of a given Vector Space. For Real Vector Spaces, the Notation $\mathbb{R P}^{n}$ or $\mathbb{P}^{n}$ denotes the Real projective space of dimension $n$ (i.e., the Space of 1D Vector Subspaces of $\mathbb{R}^{n+1}$ ) and $\mathbb{C P}^{n}$ denotes the COMPLEX projective space of COMPLEX dimension $n$ (i.e., the space of 1-D Complex Vector Subspaces of $\mathbb{C}^{n+1}$ ). $\mathbb{P}^{n}$ can also be viewed as the set consisting of $\mathbb{R}^{n}$ together with its Points at Infinity.

## Projective Special Linear Group

The projective special linear group $P S L_{n}(q)$ is the Group obtained from the Special Linear Group $S L_{n}(q)$ on factoring by the Scalar Matrices contained in that Group. It is Simple for $n \geq 2$ except for

$$
\begin{aligned}
& P S L_{2}(2)=S_{3} \\
& P S L_{2}(3)=A_{4}
\end{aligned}
$$

and is therefore also denoted $L_{n}(Q)$.
see also Projective Special Orthogonal Group, Projective Special Unitary Group, Special Linear Group
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## Projective Special Orthogonal Group

The projective special orthogonal group $\mathrm{PSO}_{n}(q)$ is the Group obtained from the Special Orthogonal Group $S O_{n}(q)$ on factoring by the Scalar Matrices contained in that Group. In general, this Group is not Simple.
see also Projective Special Linear Group, Projective Special Unitary Group, Special Orthogonal Group
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## Projective Special Unitary Group

The projective special unitary group $P S U_{n}(q)$ is the Group obtained from the Special Unitary Group $S U_{n}(q)$ on factoring by the Scalar Matrices contained in that Group. $P S U_{n}(q)$ is Simple except for

$$
\begin{aligned}
& P S U_{2}(2)=S_{3} \\
& P S U_{2}(3)=A_{4} \\
& P S U_{3}(2)=3^{2}: Q_{8}
\end{aligned}
$$

so it is given the simpler name $U_{n}(q)$, with $U_{2}(q)=$ $L_{2}(q)$.
see also Projective Special Linear Group, Projective Special Orthogonal Group, Special Unitary Group
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## Projective Symplectic Group

The projective symplectic group $P S p_{n}(q)$ is the Group obtained from the Symplectic Group $S p_{n}(q)$ on factoring by the Scalar Matrices contained in that Group. $P S p_{2 m}(q)$ is Simple except for

$$
\begin{aligned}
& P S p_{2}(2)=S_{3} \\
& P S p_{2}(3)=A_{4} \\
& P S p_{4}(2)=S_{6}
\end{aligned}
$$

so it is given the simpler name $S_{2 m}(q)$, with $S_{2}(q)=$ $L_{2}(q)$.
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## Projectivity

The product of any number of Perspectivities. see also Involution (Transformation), PerspecTIVITY

## Prolate Cycloid



The path traced out by a fixed point at a Radius $b>a$, where $a$ is the RAdius of a rolling Circle, also sometimes called an EXTENDED CYCloId. The prolate cycloid contains loops, and has parametric equations

$$
\begin{align*}
& x=a \phi-b \sin \phi  \tag{1}\\
& y=a-b \cos \phi \tag{2}
\end{align*}
$$

The ARC LENGTH from $\phi=0$ is

$$
\begin{equation*}
s=2(a+b) E(u) \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
& \sin \left(\frac{1}{2} \phi\right)=\operatorname{sn} u  \tag{4}\\
& k^{2}=\frac{4 a b}{(a+c)^{2}} \tag{5}
\end{align*}
$$

see also Curtate Cycloid, Cycloid
References
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## Prolate Cycloid Evolute



The Evolute of the Prolate Cycloid is given by

$$
\begin{aligned}
& x=\frac{a[-2 b \phi+2 a \phi \cos \phi-2 a \sin \phi+b \sin (2 \phi)]}{2(a \cos \phi-b)} \\
& y=\frac{a(a-b \cos \phi)^{2}}{b(a \cos \phi-b)} .
\end{aligned}
$$

## Prolate Spheroid



A Spheroid which is "pointy" instead of "squashed," i.e., one for which the polar radius $c$ is greater than the equatorial radius $a$, so $c>a$. A prolate spheroid has Cartesian equations

$$
\begin{equation*}
\frac{x^{2}+y^{2}}{a^{2}}+\frac{z^{2}}{c^{2}}=1 \tag{1}
\end{equation*}
$$

The Ellipticity of the prolate spheroid is defined by

$$
\begin{equation*}
e \equiv \sqrt{\frac{c^{2}-a^{2}}{c^{2}}}=\frac{\sqrt{c^{2}-a^{2}}}{c}=\sqrt{1-\frac{a^{2}}{c^{2}}}, \tag{2}
\end{equation*}
$$

so that

$$
\begin{equation*}
1-e^{2}=\frac{a^{2}}{c^{2}} \tag{3}
\end{equation*}
$$

Then

$$
\begin{equation*}
r=a\left(1+\frac{e^{2}}{1-e^{2}} \sin ^{2} \delta\right)^{-1 / 2} \tag{4}
\end{equation*}
$$

The Surface Area and Volume are

$$
\begin{align*}
S & =2 \pi a^{2}+2 \pi \frac{a c}{e} \sin ^{-1} e  \tag{5}\\
V & =\frac{4}{3} \pi a^{2} c . \tag{6}
\end{align*}
$$

see also Darwin-de Sitter Spheroid, Ellipsoid, Oblate Spheroid, Prolate Spheroidal Coordinates, Sphere, Spheroid
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## Prolate Spheroidal Coordinates



A system of Curvilinear Coordinates in which two sets of coordinate surfaces are obtained by revolving the curves of the Elliptic Cylindrical Coordinates about the $x$-Axis, which is relabeled the $z$-Axis. The third set of coordinates consists of planes passing through this axis.

$$
\begin{align*}
& x=a \sinh \xi \sin \eta \cos \phi  \tag{1}\\
& y=a \sinh \xi \sin \eta \sin \phi  \tag{2}\\
& z=a \cosh \xi \cos \eta \tag{3}
\end{align*}
$$

where $\xi \in[0, \infty), \eta \in[0, \pi)$, and $\phi \in[0,2 \pi)$. Arfken (1970) uses $(u, v, \varphi)$ instead of $(\xi, \eta, z)$. The Scale Factors are

$$
\begin{align*}
h_{\xi} & =a \sqrt{\sinh ^{2} \xi+\sin ^{2} \eta}  \tag{4}\\
h_{\eta} & =a \sqrt{\sinh ^{2} \xi+\sin ^{2} \eta}  \tag{5}\\
h_{\phi} & =a \sinh \xi \sin \eta . \tag{6}
\end{align*}
$$

The Laplacian is

$$
\begin{align*}
& \nabla^{2} f=\frac{1}{a^{2}\left(\sinh ^{2} \xi+\sin ^{2} \eta\right)}\left\{\frac{1}{\sinh \xi} \frac{\partial}{\partial \xi}\left(\sinh \xi \frac{\partial f}{\partial \xi}\right)\right. \\
& \left.\quad+\frac{1}{\sin \eta} \frac{\partial}{\partial \eta}\left(\sin \eta \frac{\partial f}{\partial \eta}\right)+\frac{\partial^{2} f}{\partial \phi^{2}}\right\}  \tag{7}\\
& =\frac{1}{a^{2}\left(\sin ^{2} \eta+\sinh ^{2} \xi\right)}\left[\left(\csc ^{2} \eta+\operatorname{csch}^{2} \xi\right) \frac{\partial^{2}}{\partial \phi^{2}}\right. \\
& \quad+\cot \eta \frac{\partial}{\partial \eta}+\left[\frac{\partial^{2}}{\partial \eta^{2}}+\operatorname{coth} \xi \frac{\partial}{\partial \xi}+\frac{\partial^{2}}{\partial \xi^{2}}\right] . \tag{8}
\end{align*}
$$

An alternate form useful for "two-center" problems is defined by

$$
\begin{align*}
& \xi_{1}=\cosh \xi  \tag{9}\\
& \xi_{2}=\cos \eta  \tag{10}\\
& \xi_{3}=\phi, \tag{11}
\end{align*}
$$

## Prolate Spheroidal Wave Function

where $\xi_{1} \in[1, \infty], \xi_{2} \in[-1,1]$, and $\xi_{3} \in[0,2 \pi)$ (Abramowitz and Stegun 1972). In these coordinates,

$$
\begin{align*}
& z=a \xi_{1} \xi_{2}  \tag{12}\\
& x=a \sqrt{\left(\xi_{1}{ }^{2}-1\right)\left(1-\xi_{2}^{2}\right)} \cos \xi_{3}  \tag{13}\\
& y=a \sqrt{\left(\xi_{1}{ }^{2}-1\right)\left(1-\xi_{2}^{2}\right)} \sin \xi_{3} \tag{14}
\end{align*}
$$

In terms of the distances from the two Foci,

$$
\begin{align*}
\xi_{1} & =\frac{r_{1}+r_{2}}{2 a}  \tag{15}\\
\xi_{2} & =\frac{r_{1}-r_{2}}{2 a}  \tag{16}\\
2 a & =r_{12} \tag{17}
\end{align*}
$$

The Scale Factors are

$$
\begin{align*}
& h_{\xi_{1}}=a \sqrt{\frac{\xi_{1}{ }^{2}-\xi_{2}{ }^{2}}{\xi_{1}{ }^{2}-1}}  \tag{18}\\
& h_{\xi_{2}}=a \sqrt{\frac{\xi_{1}{ }^{2}-\xi_{2}{ }^{2}}{1-\xi_{2}{ }^{2}}}  \tag{19}\\
& h_{\xi_{3}}=a \sqrt{\left(\xi_{1}{ }^{2}-1\right)\left(1-\xi_{2}{ }^{2}\right)} \tag{20}
\end{align*}
$$

and the Laplacian is

$$
\begin{align*}
& \nabla^{2} f=\frac{1}{a^{2}}\left\{\frac{1}{\xi_{1}^{2}-\xi_{2}^{2}} \frac{\partial}{\partial \xi_{1}}\left[\left(\xi_{1}^{2}-1\right) \frac{\partial f}{\partial \xi_{1}}\right]\right. \\
&+\frac{1}{\xi_{1}^{2}-\xi_{2}^{2}} \frac{\partial}{\partial \xi_{2}}\left[\left(1-\xi_{2}^{2}\right) \frac{\partial f}{\partial \xi_{2}}\right] \\
&+\left.\frac{1}{\left(\xi_{1}^{2}-1\right)\left(1-\xi_{2}^{2}\right)} \frac{\partial^{2} f}{\partial \xi_{3}^{2}}\right\} \tag{21}
\end{align*}
$$

The Helmholtz Differential Equation is separable in prolate spheroidal coordinates.
see also Helmholtz Differential EquationProlate Spheroidal Coordinates, Latitude, Longitude, Oblate Spheroidal Coordinates, Spherical Coordinates
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## Prolate Spheroidal Wave Function

The Wave Equation in Prolate Spheroidal Coordinates is

$$
\begin{gather*}
\nabla^{2} \Phi+k^{2} \Phi=\frac{\partial}{\partial \xi_{1}}\left[\left(\xi_{1}{ }^{2}-1\right) \frac{\partial \Phi}{\partial \xi_{1}}\right]+\frac{\partial}{\partial \xi_{2}}\left[\left(1-\xi_{2}{ }^{2}\right) \frac{\partial \Phi}{\partial \xi_{2}}\right] \\
\quad+\frac{\xi_{1}{ }^{2}-\xi_{2}{ }^{2}}{\left(\xi_{1}{ }^{2}-1\right)\left(1-x_{2}{ }^{2}\right)} \frac{\partial^{2} \Phi}{\partial \phi^{2}}+c^{2}\left(\xi_{1}{ }^{2}-\xi_{2}{ }^{2}\right) \Phi=0 \tag{1}
\end{gather*}
$$

where

$$
\begin{equation*}
c \equiv \frac{1}{2} a k \tag{2}
\end{equation*}
$$

Substitute in a trial solution

$$
\begin{equation*}
\Phi=R_{m n}\left(c, \xi_{1}\right) S_{m n}\left(c, \xi_{2}\right){ }_{\sin }^{\cos }(m \phi) \tag{3}
\end{equation*}
$$

$$
\begin{align*}
\frac{d}{d \xi_{1}} & {\left[\left(\xi_{1}^{2}-1\right) \frac{d}{d \xi_{1}} R_{m n}\left(c, \xi_{1}\right)\right] } \\
& -\left(\lambda_{m n}-c^{2} \xi_{1}^{2}+\frac{m^{2}}{\xi_{1}^{2}-1}\right) R_{m n}\left(c, \xi_{1}\right)=0 \tag{4}
\end{align*}
$$

The radial differential equation is

$$
\begin{align*}
\frac{d}{d \xi_{2}} & {\left[\left(\xi_{2}^{2}-1\right) \frac{d}{d \xi_{2}} S_{m n}\left(c, \xi_{2}\right)\right] } \\
& -\left(\lambda_{m n}-c^{2}{\xi_{2}}^{2}+\frac{m^{2}}{\xi_{2}^{2}-1}\right) R_{m n}\left(c, \xi_{2}\right)=0 \tag{5}
\end{align*}
$$

and the angular differential equation is

$$
\begin{align*}
\frac{d}{d \xi_{2}} & {\left[\left(1-\xi_{2}^{2}\right) \frac{d}{d \xi_{2}} S_{m n}\left(c, \xi_{2}\right)\right] } \\
& -\left(\lambda_{m n}-c^{2} \xi_{2}^{2}+\frac{m^{2}}{1-\xi_{2}^{2}}\right) R_{m n}\left(c, \xi_{2}\right)=0 \tag{6}
\end{align*}
$$

Note that these are identical (except for a sign change). The prolate angular function of the first kind is given by

$$
S_{m n}^{(1)}=\left\{\begin{array}{lll}
\sum_{r=1,3, \ldots}^{\infty} & d_{r}(c) P_{m+r}^{m}(\eta) & \text { for } n-m \text { odd }  \tag{7}\\
\sum_{r=0,2, \ldots}^{\infty} d_{r}(c) P_{m+r}^{m}(\eta) & \text { for } n-m \text { even }
\end{array}\right.
$$

where $P_{m}^{k}(\eta)$ is an associated Legendre Polynomial. The prolate angular function of the second kind is given by
$S_{m n}^{(2)}=\left\{\begin{array}{cl}\sum_{r=\ldots,-1,1,3, \ldots} d_{r}(c) Q_{m+r}^{m}(\eta) & \text { for } n-m \text { odd } \\ \sum_{r=\ldots,-2,0,2, \ldots} d_{r}(c) Q_{m+r}^{m}(\eta) & \text { for } n-m \text { even },\end{array}\right.$
where $Q_{k}^{m n}(\eta)$ is an associated LEGENDRE FUNCTION OF the SECOND Kind and the Coefficients $d_{r}$ satisfy the Recurrence Relation

$$
\begin{equation*}
\alpha_{k} d_{k+2}+\left(\beta_{k}-\lambda_{m n}\right) d_{k}+\gamma_{k} d_{k-2}=0 \tag{9}
\end{equation*}
$$

with

$$
\begin{align*}
\alpha_{k}= & \frac{(2 m+k+2)(2 m+k+1) c^{2}}{(2 m+2 k+3)(2 m+2 k+5)}  \tag{10}\\
\beta_{k}= & (m+k)(m+k+1) \\
& +\frac{2(m+k)(m+k+1)-2 m^{2}-1}{(2 m+2 k-1)(2 m+2 k+3)} c^{2}  \tag{11}\\
\gamma_{k}= & \frac{k(k-1) c^{2}}{(2 m+2 k-3)(2 m+2 k-1)} . \tag{12}
\end{align*}
$$

Various normalization schemes are used for the $d s$ (Abramowitz and Stegun 1972, p. 758). Meixner and Schäfke (1954) use

$$
\begin{equation*}
\int_{-1}^{1}\left[S_{m n}(c, \eta)\right]^{2} d \eta=\frac{2}{2 n+1} \frac{(n+m)!}{(n-m)!} \tag{13}
\end{equation*}
$$

Stratton et al. (1956) use

$$
\frac{(n+m)!}{(n-m)!}= \begin{cases}\sum_{r=1,3, \ldots}^{\infty} \frac{\frac{(r+2 m)!}{r!} d_{r}}{} \quad \text { for } n-m \text { odd }  \tag{14}\\ \sum_{r=0,2, \ldots}^{\infty} \frac{(r+2 m)!}{r!} d_{r} & \text { for } n-m \text { even }\end{cases}
$$

Flammer (1957) uses

$$
S_{m n}(c, 0)= \begin{cases}P_{n}^{m+1}(0) & \text { for } n-m \text { odd }  \tag{15}\\ P_{n}^{m}(0) & \text { for } n-m \text { even }\end{cases}
$$

## see also Oblate Spheroidal Wave Function
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## Pronic Number

A Figurate Number of the form $P_{n}=2 T_{n}=n(n+1)$, where $T_{n}$ is the $n$th Triangular Number. The first few are $2,6,12,20,30,42,56,72,90,110, \ldots$ (Sloane's A002378). The Generating Function of the pronic numbers is

$$
\frac{2 x}{(1-x)^{3}}=2 x+6 x^{2}+12 x^{3}+20 x^{4}+\ldots .
$$

The first few $n$ for which $P_{n}$ are Palindromic are 1, 2, 16, 77, 538, 1621, ... (Sloane's A028336), and the first few Palindromic Numbers which are pronic are 2, 6, 272, 6006, 289982, ... (Sloane's A028337).
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## Proof

A rigorous mathematical argument which unequivocally demonstrates the truth of a given Proposition. A mathematical statement which has been proven is called a Theorem.

There is some debate among mathematicians as to just what constitutes a proof. The Four-Color Theorem is an example of this debate, since its "proof" relies on an exhaustive computer testing of many individual cases which cannot be verified "by hand." While many mathematicians regard computer-assisted proofs as valid, some purists do not.
see also Paradox, Proposition, Theorem
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## Proofreading Mistakes

If proofreader $A$ finds $a$ mistakes and proofreader $B$ finds $b$ mistakes, $c$ of which were also found by $A$, how many mistakes were missed by both $A$ and $B$ ? Assume there are a total of $m$ mistakes, so proofreader $A$ finds a Fraction $a / m$ of all mistakes, and also a Fraction $c / b$ of the mistakes found by $B$. Assuming these fractions are the same, then solving for $m$ gives

$$
m=\frac{a b}{c}
$$

The number of mistakes missed by both is therefore approximately

$$
N=m-a-b+c=\frac{(a-c)(b-c)}{c} .
$$
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## Propeller



## A 4-POLYHEX.
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## Proper Cover

see Cover

## Proper Divisor

A Divisor of a number $n$ excluding $n$ itself.
see also Aliquant Divisor, Aliquot Divisor, DiviSOR

## Proper Fraction

A Fraction $p / q<1$.
see also Fraction, Reduced Fraction

## Proper Integral

An Integral which has neither limit Infinite and from which the Integrand does not approach Infinity at any point in the range of integration.
see also Improper Integral, Integral

## Proper $k$-Coloring

see $k$-Coloring

## Proper Subset

A Subset which is not the entire Set. For example, consider a SET $\{1,2,3,4,5\}$. Then $\{1,2,4\}$ and $\{1\}$ are proper subsets, while $\{1,2,6\}$ and $\{1,2,3,4,5\}$ are not.
see also SET, SUBSET

## Proper Superset

A Superset which is not the entire Set.
see also SET, Superset

## Proportional

If $a$ is proportional to $b$, then $a / b$ is a constant. The relationship is written $a \propto b$, which implies

$$
a=c b
$$

for some constant $c$.

## Proposition

A statement which is to be proved.

## Propositional Calculus

The formal basis of LOGIC dealing with the notion and usage of words such as "NOT," "Or," "And," and "ImPLIES." Many systems of propositional calculus have been devised which attempt to achieve consistency, completeness, and independence of Axioms.
see also Logic, $P$-Symbol
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## Prosthaphaeresis Formulas

Trigonometry formulas which convert a product of functions into a sum or difference.

## Proth's Theorem

For $N=h \cdot 2^{n}+1$ with OdD $h$ and $2^{n}>h$, if there exists an Integer $a$ such that

$$
a^{(N-1) / 2} \equiv-1(\bmod N)
$$

then $N$ is Prime.

## Protractor

A ruled Semicircle used for measuring and drawing Angles.

## Prouhet's Problem

A generalization of the Tarry-Escott Problem to three or more sets of Integers.
see also TARry-Escott Problem
References
Wright, E. M. "Prouhet's 1851 Solution of the Tarry-Escott Problem of 1910." Amer. Math. Monthly 102, 199-210, 1959.

## Prüfer Ring

A metric space $\hat{\mathbb{Z}}$ in which the closure of a congruence class $B(j, m)$ is the corresponding congruence class $\{x \in$ $\hat{\mathbb{Z}} \mid x \equiv j(\bmod m)\}$.
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## Prussian Hat

A device used in the Cornwell smoothness stabilized modification of the CLEAN Algorithm.
see also CLEAN Algorithm

## Pseudoanalytic Function

A pseudoanalytic function is a function defined using generalized Cauchy-Riemann Equations. Pseudoanalytic functions come as close as possible to having Complex derivatives and are nonsingular "quasiregular" functions.
see also Analytic Function, Semianalytic, SubanALYTIC

## Pseudocrosscap

A surface constructed by placing a family of figure-eight curves into $\mathbb{R}^{3}$ such that the first and last curves reduce to points. The surface has parametric equations

$$
\begin{aligned}
& x(u, v)=\left(1-u^{2}\right) \sin v \\
& y(u, v)=\left(1-u^{2}\right) \sin (2 v) \\
& z(u, v)=u .
\end{aligned}
$$

## References

Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 247-248, 1993.

## Pseudocylindrical Projection

A projection in which latitude lines are parallel but meridians are curves.
see also Cylindrical Projection, Eckert IV Projection, Eckert VI Projection, Mollweide Projection, Robinson Projection, Sinusoidal ProJECTION

## References

Dana, P. H. "Map Projections." http://www.utexas.edu/ depts/grg/gcraft/notes/mapproj/mapproj.html.

## Pseudogroup

An algebraic structure whose elements consist of selected Homeomorphisms between open subsets of a Space, with the composition of two transformations defined on the largest possible domain. The "germs" of the elements of a pseudogroup form a Groupoid (Weinstein 1996).
see also Group, Groupoid, Inverse Semigroup

## References

Weinstein, A. "Groupoids: Unifying Internal and External Symmetry." Not. Amer. Math. Soc. 43, 744-752, 1996.

## Pseudolemniscate Case

The case of the Weierstraß Elliptic Function with invariants $g_{2}=-1$ and $g_{3}=0$.
see also Equianharmonic Case, Lemniscate Case

## References

Abramowitz, M. and Stegun, C. A. (Eds.). "PseudoLemniscate Case ( $g_{2}=-1, g_{3}=0$ )." $\S 18.15$ in Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, 9th printing. New York: Dover, pp. 662-663, 1972.

## Pseudoperfect Number

see Semiperfect Number

## Pseudoprime

A pseudoprime is a Composite number which passes a test or sequence of tests which fail for most Composite numbers. Unfortunately, some authors drop the "ComPOSITE" requirement, calling any number which passes the specified tests a pseudoprime even if it is Prime. Pomerance, Selfridge, and Wagstaff (1980) restrict their use of "pseudoprime" to OdD Composite numbers. "Pseudoprime" used without qualification means FERmat Pseudoprime.

Carmichael Numbers are Odd Composite numbers which are pseudoprimes to every base; they are sometimes called Absolute Pseudoprimes. The following table gives the number of Fermat Pseudoprimes psp, Euler Pseudoprimes epsp, and Strong Pseudoprimes spsp to the base 2, as well as Carmichael Numbers CN which are less the first few powers of 10 (Guy 1994).

|  | $10^{3}$ | $10^{4}$ | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ | $10^{9}$ | $10^{10}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\operatorname{psp}(2)$ | 3 | 22 | 78 | 245 | 750 | 2057 | 5597 | 14884 |
| epsp(2) | 1 | 12 | 36 | 114 | 375 | 1071 | 2939 | 7706 |
| $\operatorname{spsp}(2)$ | 0 | 5 | 16 | 46 | 162 | 488 | 1282 | 3291 |
| CN | 1 | 7 | 16 | 43 | 105 | 255 | 646 | 1547 |

see also Carmichael Number, Elliptic Pseudoprime, Euler Pseudoprime, Euler-Jacobi Pseudoprime, Extra Strong Lucas Pseudoprime, Fermat Pseudoprime, Fibonacci Pseudoprime, Frobenius Pseudoprime, Lucas Pseudoprime, Perrin Pseudoprime, Probable Prime, SomerLucas Pseudoprime, Strong Elliptic Pseudoprime, Strong Frobenius Pseudoprime, Strong Lucas Pseudoprime, Strong Pseudoprime

## References

Grantham, J. "Frobenius Pseudoprimes." http://www. clark.net/pub/grantham/pseudo/pseudo.ps
Grantham, J. "Pseudoprimes/Probable Primes." http:// www. clark.net/pub/grantham/pseudo.
Guy, R. K. "Pscudoprimes. Euler Pseudoprimes. Strong Pseudoprimes." §A12 in Unsolved Problems in Number Theory, 2nd ed. New York: Springer-Verlag, pp. 27-30, 1994.

Pomerance, C.; Selfridge, J. L.; and Wagstaff, S. S. "The Pseudoprimes to $25 \cdot 10^{9}$." Math. Comput. 35, 1003-1026, 1980. Available electronically from ftp://sable.ox.ac. uk/pub/math/primes/ps2.z.

## Pseudorandom Number

A slightly archaic term for a computer-generated RANdom Number. The prefix pseudo- is used to distinguish this type of number from a "truly" Random Number generated by a random physical process such as radioactive decay.
see also Random Number
References
Luby, M. Pseudorandomness and Cryptographic Applications. Princeton, NJ: Princeton University Press, 1996.
Press, W. H.; Flannery, B. P.; Teukolsky, S. A.; and Vetterling, W. T. Numerical Recipes in FORTRAN: The Art of

Scientific Computing, 2nd ed. Cambridge, England: Cambridge University Press, p. 266, 1992.

## Pseudorhombicuboctahedron

see Elongated Square Gyrobicupola

## Pseudoscalar

A Scalar which reverses sign under inversion is called a pseudoscalar. The Scalar Triple Product

$$
\mathbf{A} \cdot(\mathbf{B} \times \mathbf{C})
$$

is a pseudoscalar. Given a transformation Matrix A,

$$
S^{\prime}=\operatorname{det}|\mathrm{A}| S
$$

where det is the Determinant.
see also PSEudotensor, Pseudovector, Scalar

## References

Arfken, G. "Pseudotensors, Dual Tensors." $\S 3.4$ in Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, pp. 128-137, 1985.

## Pseudosmarandache Function

The pseudosmarandache function $Z(n)$ is the smallest integer such that

$$
\sum_{k=1}^{Z(n)} k=\frac{1}{2} Z(n)[Z(n)+1]
$$

is divisible by $n$. The values for $n=1,2, \ldots$ are 1,3 , $2,7,4,3,6,15,8,4, \ldots$ (Sloane's A011772).
see also Smarandache Function

## References

Ashbacher, C. "Problem 514." Pentagon 57, 36, 1997.
Kashihara, K. "Comments and Topics on Smarandache Notions and Problems." Vail: Erhus University Press, 1996.
Sloane, N. J. A. Sequence A011772 in "An On-Line Version of the Encyclopedia of Integer Sequences."

## Pseudosphere



Half the Surface of Revolution generated by a Tractrix about its Asymptote to form a Tractroid. The Cartesian parametric equations are

$$
\begin{align*}
& x=\operatorname{sech} u \cos v  \tag{1}\\
& y=\operatorname{sech} u \sin v  \tag{2}\\
& z=u-\tanh u \tag{3}
\end{align*}
$$

for $u \geq 0$.
It has constant Negative Curvature, and so is called a pseudosphere by analogy with the Sphere, which has constant Positive curvature. An equation for the GeoDESICS is

$$
\begin{equation*}
\cosh ^{2} u+(v+c)^{2}=k^{2} \tag{4}
\end{equation*}
$$

see also Funnel, Gabriel's Horn, Tractrix
References
Fischer, G. (Ed.). Plate 82 in Mathematische Modelle/Mathematical Models, Bildband/Photograph Volume. Braunschweig, Germany: Vieweg, p. 77, 1986.
Geometry Center. "The Pseudosphere." http://www.geom. umn.edu/zoo/diffgeom/pseudosphere/.
Gray, A. Modern Differential Geometry of Curves and Surfaces. Boca Raton, FL: CRC Press, pp. 383-384, 1993.

## Pseudosquare

Given an Odd Prime $p$, a Square Number $n$ satisfies $(n / p)=0$ or 1 for all $p<n$, where $(n / p)$ is the LEGendre Symbol. A number $n>2$ which satisfies this relationship but is not a Square Number is called a pseudosquare. The only pseudoprimes less than $10^{8}$ are 3 and 6.
see also SQUARE Number

## Pseudotensor

A Tensor-like object which reverses sign under inversion. Given a transformation Matrix A,

$$
A_{i j}^{\prime}=\operatorname{det}|\mathrm{A}| a_{i k} a_{j l} A_{k l}
$$

where det is the Determinant. A pseudotensor is sometimes also called a Tensor Density.
see also Pseudoscalar, Pseudovector, Scalar, Tensor Density

References
Arfken, G. "Pseudotensors, Dual Tensors." §3.4 in Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, pp. 128-137, 1985.

## Pseudovector

A typical Vector is transformed to its Negative under inversion. A VECTOR which is invariant under inversion is called a pseudovector, also called an AXIAL VECTOR in older literature (Morse and Feshbach 1953). The Cross Product

$$
\begin{equation*}
\mathbf{A} \times \mathbf{B} \tag{1}
\end{equation*}
$$

is a pseudovector, whereas the Vector Trifle ProdUCT

$$
\begin{equation*}
\mathbf{A} \times(\mathbf{B} \times \mathbf{C}) \tag{2}
\end{equation*}
$$

is a VECTOR.

$$
\begin{equation*}
[\text { pseudovector }] \times[\text { pseudovector }]=[\text { pseudovector }] \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
[\text { vector }] \times[\text { pseudovector }]=[\text { vector }] \tag{4}
\end{equation*}
$$

Given a transformation MATRIX A,

$$
\begin{equation*}
C_{i}^{\prime}=\operatorname{det}|\mathrm{A}| a_{i j} C_{j} \tag{5}
\end{equation*}
$$

see also Pseudoscalar, Tensor, Vector

## References

Arfken, G. "Pseudotensors, Dual Tensors." §3.4 in Mathematical Methods for Physicists, 3rd ed. Orlando, FL: Academic Press, pp. 128-137, 1985.
Morse, P. M. and Feshbach, H. Methods of Theoretical Physics, Part I. New York: McGraw-Hill, pp. 46-47, 1953.

## Psi Function

$$
\Psi(z, s, v) \equiv \sum_{n=0}^{\infty} \frac{z^{n}}{(v+n)^{s}}
$$

for $|z|<1$ and $v \neq 0,-1, \ldots$ (Gradshteyn and Ryzhik 1980, pp. 1075-1076).
see also Hurwitz Zeta Function, Ramanujan Psi Sum, Theta Function

References
Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, 1979.

## PSLQ Algorithm

An Algorithm which finds Integer Relations between real numbers $x_{1}, \ldots, x_{n}$ such that

$$
a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{n} x_{n}=0
$$

with not all $a_{i}=0$. This algorithm terminates after a number of iterations bounded by a polynomial in $n$ and uses a numerically stable matrix reduction procedure (Ferguson and Bailey 1992), thus improving upon the Ferguson-Forcade Algorithm. It is based on a partial sum of squares scheme (like the PSOS AlgoRITHM) implemented using LQ decomposition. A much simplified version of the algorithm was developed by Ferguson et al. and extended to complex numbers.
see also Ferguson-Forcade Algorithm, Integer Relation, LLL Algorithm, PSOS Algorithm

## References

Bailey, D. H.; Borwein, J. M.; and Girgensohn, R. "Experimental Evaluation of Euler Sums." Exper. Math. 3, 17-30, 1994.

Bailey, D. and Plouffe, S. "Recognizing Numerical Constants." http://www.cecm.sfu.ca/organics/papers/ bailey.
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Ferguson, H. R. P.; Bailey, D. H.; and Arno, S. "Analysis of PSLQ, An Integer Relation Finding Algorithm." Unpublished manuscript.

## PSOS Algorithm

An Integer-Relation algorithm which is based on a partial sum of squares approach, from which the algorithm takes its name.
see also Ferguson-Forcade Algorithm, HJLS Algorithm, Integer Relation, LLL Algorithm, PSLQ Algorithm

## References

Bailey, D. H. and Ferguson, H. R. P. "Numerical Results on Relations Between Numerical Constants Using a New Algorithm." Math. Comput. 53, 649-656, 1989.

## Ptolemy Inequality

For a Quadrilateral which is not Cyclic, PtolEMY'S THEOREM becomes an InEquality:

$$
A B \times C D+B C \times D A>A C \times B D
$$

see also Ptolemy's Theorem, Quadrilateral

## Ptolemy's Theorem



If a QUADRILATERAL is inscribed in a circle (i.e., for a cyclic quadrilateral), the sum of the products of the two pairs of opposite sides equals the product of the diagonals

$$
A B \times C D+B C \times D A=A C \times B D
$$

This fact can be used to derive the Trigonometry addition formulas.
see also Fuhrmann's Theorem, Ptolemy InequalITY

## References

Coxeter, H. S. M. and Greitzer, S. L. Geometry Revisited. Washington, DC: Math. Assoc. Amer., pp. 42-43, 1967.

## Public-Key Cryptography

A type of Cryptography in which the encoding key is revealed without compromising the encoded message. The two best-known methods are the Knapsack Problem and RSA Encryption.
see also Knapsack Problem, RSA Encryption

## References

Diffie, W. and Hellman, M. "New Directions in Cryptography." IEEE Trans. Info. Th. 22, 644-654, 1976.
Hellman, M. E. "The Mathematics of Public-Key Cryptography." Sci. Amer. 241, 130-139, Aug. 1979.
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## Puiseaux's Theorem

The whole neighborhood of any point $y_{i}$ of an algebraic Plane Curve may be uniformly represented by a certain finite number of convergent developments in Power Series,

$$
x_{i}=\rho_{\nu} y_{i}+a_{\nu i 1} t_{\nu}+a_{\nu i 2} t_{\nu}^{2}+\ldots
$$

## References

Coolidge, J. L. A Treatise on Algebraic Plane Curves. New York: Dover, p. 207, 1959.

## Pullback Map

A pullback is a general Categorical operation appearing in a number of mathematical contexts, sometimes going under a different name. If $T: V \rightarrow W$ is a linear transformation between VECtor Spaces, then $T^{*}: W^{*} \rightarrow V^{*}$ (usually called Transpose Map or Dual Map because its associated matrix is the Matrix Transpose of $T$ ) is an example of a pullback map.
In the case of a Diffeomorphism and Differentiable Manifold, a very explicit definition can be formulated. Given an $r$-form $\alpha$ on a MANIFOLD $M_{2}$, define the $r$-form $T^{*}(\alpha)$ on $M_{1}$ by its action on an $r$ tuple of tangent vectors $\left(X_{1}, \ldots, X_{r}\right)$ as the number $T^{*}(\alpha)\left(X_{1}, \ldots, X_{r}\right)=\alpha\left(T_{*} X_{1}, \ldots, T_{*} X_{r}\right)$. This defines a map on $r$-forms and is the pullback map.
see also CATEGORY

## Pulse Function

see Rectangle Function

## Purser's Theorem



Let $t, u$, and $v$ be the lengths of the tangents to a Circle $C$ from the vertices of a Triangle with sides of lengths $a, b$, and $c$. Then the condition that $C$ is tangent to the Circumcircle of the Triangle is that

$$
\pm a t \pm b u \pm c v=0
$$

The theorem was discovered by Casey prior to Purser's independent discovery. see also Casey's Theorem, Circumcircle

## Pursuit Curve



If $A$ moves along a known curve, then $P$ describes a pursuit curve if $P$ is always directed toward $A$ and $A$ and $P$ move with uniform velocities. These were considered in general by the French scientist Pierre Bouguer in 1732. The case restricting $A$ to a straight line was studied by Arthur Bernhart (MacTutor Archive). It has Cartesian Coordinates equation

$$
y=c x-\ln x
$$

see also Apollonius Pursuit Problem, Mice ProbLEM
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## Push

An action which adds a single element to the top of a Stack, turning the $\operatorname{STACK}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ into ( $a_{0}, a_{1}$, $\left.a_{2}, \ldots, a_{n}\right)$. see also Poke Move, Pop, Stack

## Puzzle

A mathematical Problem, usually not requiring advanced mathematics, to which a solution is desired. Puzzles frequently require the rearrangement of existing pieces (e.g., 15 Puzzle) or the filling in of blanks (e.g., crossword puzzle).
see also 15 Puzzle, Baguenaudier, Caliban Puzzle, Conway Puzzle, Cryptarithmetic, Dissection Puzzles, Icosian Game, Pythagorean Square Puzzle, Rubik's Cube, Slothouber-Gratsma Puzzle, T-Puzzle

## References
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## Pyramid

A Polyhedron with one face a Polygon and all the other faces Triangles with a common Vertex. An $n$ gonal regular pyramid (denoted $Y_{n}$ ) has Equilateral Triangles, and is possible only for $n=3,4,5$. These correspond to the Tetrahedron, Square Pyramid, and Pentagonal Pyramid, respectively. A pyramid therefore has a single cross-sectional shape in which the length scale of the Cross-Section scales linearly with height. The Area at a height $z$ is given by

$$
\begin{equation*}
A(z)=A_{b}\left(\frac{z^{2}}{h^{2}}\right), \tag{1}
\end{equation*}
$$

where $A_{b}$ is the base Area and $h$ is the pyramid height. The Volume is therefore given by

$$
\begin{equation*}
V=\int_{0}^{h} A(z) d z=A_{b} \int_{0}^{h} \frac{z^{2}}{h^{2}} d z=\frac{A_{b}}{h^{2}}\left(\frac{1}{3} h^{3}\right)=\frac{1}{3} A_{b} h . \tag{2}
\end{equation*}
$$

These results also hold for the Cone, Tetrahedron (triangular pyramid), Square Pyramid, etc.

The Centroid is the same as for the Cone, given by

$$
\begin{equation*}
\bar{z}=\frac{1}{4} h . \tag{3}
\end{equation*}
$$

The Surface Area of a pyramid is

$$
\begin{equation*}
S=\frac{1}{2} p s \tag{4}
\end{equation*}
$$

where $s$ is the Slant Height and $p$ is the base Perimeter. Joining two Pyramids together at their bases gives a Bipyramid, also called a Dipyramid.
see also Bipyramid, Elongated Pyramid, Gyroelongated Pyramid, Pentagonal Pyramid, Pyramid, Pyramidal Frustum, Square Pyramid, Tetrahedron, Truncated Square Pyramid

## References

Beyer, W. H. (Ed.) CRC Standard Mathematical Tables, 28th ed. Boca Raton, FL: CRC Press, p. 128, 1987.
Hart, G. W. "Pyramids, Dipyramids, and Trapezohedra." http://www.li.net/~george/virtual-polyhedra/ pyramids-info.html.

## Pyramidal Frustum



Let $s$ be the slant height, $p_{i}$ the top and bottom base Perimeters, and $A_{i}$ the top and bottom Areas. Then the Surface Area and Volume of the pyramidal frustum are given by

$$
\begin{aligned}
S & =\frac{1}{2}\left(p_{1}+p_{2}\right) s \\
V & =\frac{1}{3} h\left(A_{1}+A_{2}+\sqrt{A_{1} A_{2}}\right) .
\end{aligned}
$$

see also Conical Frustum, Frustum, Pyramid, Spherical Segment, Truncated Square Pyramid
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## Pyramidal Number

a Figurate Number corresponding to a configuration of points which form a pyramid with $r$-sided Regular Polygon bases can be thought of as a generalized pyramidal number, and has the form

$$
\begin{equation*}
P_{n}^{r}=\frac{1}{6}(n+1)\left(2 p_{n}^{r}+n\right)=\frac{1}{6} n(n+1)[(r-2) n+(5-r)] . \tag{1}
\end{equation*}
$$

The first few cases are therefore

$$
\begin{align*}
& P_{n}^{3}=\frac{1}{6} n(n+1)(n+2)  \tag{2}\\
& P_{n}^{4}=\frac{1}{6} n(n+1)(2 n+1)  \tag{3}\\
& P_{n}^{5}=\frac{1}{2} n^{2}(n+1), \tag{4}
\end{align*}
$$

so $r=3$ corresponds to a Tetrahedral Number $T e_{n}$, and $r=4$ to a Square Pyramidal Number $P_{n}$.

The pyramidal numbers can also be generalized to 4-D and higher dimensions (Sloane and Plouffe 1995).
see also Heptagonal Pyramidal Number, Hexagonal Pyramidal Number, Pentagonal Pyramidal Number, Square Pyramidal Number, Tetrahedral Number

## References
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## Pyritohedron



An irregular Dodecahedron composed of identical irregular Pentagons.
see also Dodecahedron, Rhombic Dodecahedron, Trigonal Dodecahedron
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## Pythagoras's Constant

The number

$$
\sqrt{2}=1.4142135623 \ldots
$$

which the Pythagoreans proved to be Irrational. The Babylonians gave the impressive approximation

$$
\sqrt{2} \approx 1+\frac{24}{60}+\frac{51}{60^{2}}+\frac{10}{60^{3}}=1.41421296296296 \ldots
$$

(Guy 1990, Conway and Guy 1996, pp. 181-182). see also Irrational Number, Octagon, Pythagoras's Theorem, Square

## References

Conway, J. H. and Guy, R. K. The Book of Numbers. New York: Springer-Verlag, p. 25 and 181-182, 1996.
Guy, R. K. "Review: The Mathematics of Plato's Academy." Amer. Math. Monthly 97, 440-443, 1990.
Shanks, D. Solved and Unsolved Problems in Number Theory, 4th ed. New York: Chelsea, p. 126, 1993.

## Pythagoras's Theorem

Proves that the Diagonal $d$ of a Square with sides of integral length $s$ cannot be Rational. Assume $d / s$ is rational and equal to $p / q$ where $p$ and $q$ are Integers with no common factors. Then

$$
d^{2}=s^{2}+s^{2}=2 s^{2}
$$

so

$$
\left(\frac{d}{s}\right)^{2}=\left(\frac{p}{q}\right)^{2}=2
$$

and $p^{2}=2 q^{2}$, so $p^{2}$ is even. But if $p^{2}$ is Even, then $p$ is Even. Since $p / q$ is defined to be expressed in lowest terms, $q$ must be ODD; otherwise $p$ and $q$ would have the common factor 2 . Since $p$ is EVEN, we can let $p \equiv 2 r$, then $4 r^{2}=2 q^{2}$. Therefore, $q^{2}=2 r^{2}$, and $q^{2}$, so $q$ must be Even. But $q$ cannot be both Even and Odd, so there are no $d$ and $s$ such that $d / s$ is Rational, and $d / s$ must be Irrational.

In particular, Pythagoras's Constant $\sqrt{2}$ is IrraTIONAL. Conway and Guy (1996) give a proof of this fact using paper folding, as well as similar proofs for $\phi$ (the Golden Ratio) and $\sqrt{3}$ using a Pentagon and Hexagon.
see also Irrational Number, Pythagoras's Constant, Pythagorean Theorem
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## Pythagoras Tree

A Fractal with symmetric

and asymmetric

forms.
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## Pythagorean Fraction

Given a Pythagorean Triple ( $a, b, c$ ), the fractions $a / b$ and $b / a$ are called Pythagorean fractions. Diophantus showed that the Pythagorean fractions consist precisely of fractions of the form $\left(p^{2}-q^{2}\right) /(2 p q)$.

## References
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## Pythagorean Quadruple

Positive Integers $a, b, c$, and $d$ which satisfy

$$
\begin{equation*}
a^{2}+b^{2}+c^{2}=d^{2} \tag{1}
\end{equation*}
$$

For Positive Even $a$ and $b$, there exist such Integers $c$ and $d$; for Positive Odd $a$ and $b$, no such Integers exist (Oliverio 1996). Oliverio (1996) gives the following generalization of this result. Let $S=\left(a_{1}, \ldots, a_{n-2}\right)$, where $a_{i}$ are Integers, and let $T$ be the number of Odd Integers in $S$. Then Iff $T \not \equiv 2(\bmod 4)$, there exist Integers $a_{n-1}$ and $a_{n}$ such that

$$
\begin{equation*}
a_{1}^{2}+a_{2}^{2}+\ldots+a_{n-1}^{2}=a_{n}^{2} \tag{2}
\end{equation*}
$$

A set of Pythagorean quadruples is given by

$$
\begin{align*}
& a=2 m p  \tag{3}\\
& b=2 n p  \tag{4}\\
& c=p^{2}-\left(m^{2}+n^{2}\right)  \tag{5}\\
& d=p^{2}+\left(m^{2}+n^{2}\right) \tag{6}
\end{align*}
$$

where $m, n$, and $p$ are Integers,

$$
\begin{equation*}
m+n+p \equiv 1(\bmod 2) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
(m, n, p)=1 \tag{8}
\end{equation*}
$$

(Mordell 1969). This does not, however, generate all solutions. For instance, it excludes (36, 8, 3, 37). Another set of solutions can be obtained from

$$
\begin{align*}
& a=2 m p+2 n q  \tag{9}\\
& b=2 n p-2 m q  \tag{10}\\
& c=p^{2}+q^{2}-\left(m^{2}+n^{2}\right)  \tag{11}\\
& d=p^{2}+q^{2}+\left(m^{2}+n^{2}\right) \tag{12}
\end{align*}
$$

(Carmichael 1915).
see also Euler Brick, Pythagorean Triple
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## Pythagorean Square Puzzle



Combine the two above squares on the left into the single large square on the right.
see also Dissection, T-Puzzle

## Pythagorean Theorem

For a Right Triangle with legs $a$ and $b$ and HyPOTENUSE $c$,

$$
\begin{equation*}
a^{2}+b^{2}=c^{2} \tag{1}
\end{equation*}
$$

Many different proofs exist for this most fundamental of all geometric theorems.
A clever proof by Dissection which reassembles two small squares into one larger one was given by the Arabian mathematician Thabit Ibn Qurra (Ogilvy 1994, Frederickson 1997).


Another proof by Dissection is due to Perigal (Pergial 1873, Dudeney 1970, Madachy 1979, Ball and Coxeter 1987).


The Indian mathematician Bhaskara constructed a proof using the following figure.


Several similar proofs are shown below.


$$
\begin{equation*}
c^{2}+4\left(\frac{1}{2} a b\right)=(a+b)^{2} \tag{2}
\end{equation*}
$$

$$
\begin{align*}
c^{2}+2 a b & =a^{2}+2 a b+b^{2}  \tag{3}\\
c^{2} & =a^{2}+b^{2} . \tag{4}
\end{align*}
$$



In the above figure, the Area of the large Square is four times the Area of one of the Triangles plus the AREA of the interior SQUARE. From the figure, $d=b-a$, so

$$
\begin{align*}
A & =4\left(\frac{1}{2} a b\right)+d^{2}=2 a b+(b-a)^{2}=2 a b+b^{2}-2 a b+a^{2} \\
& =a^{2}+b^{2}=c^{2} \tag{5}
\end{align*}
$$

Perhaps the most famous proof of all times is Euclid's geometric proof. Euclid's proof used the figure below, which is sometimes known variously as the Bride's Chair, Peacock's Tail, or Windmill.


Let $\triangle A B C$ be a Right Triangle, $\square C A F G$, $\square C B K H$, and $\square A B E D$ be squares, and $C L \| B D$. The Triangles $\triangle F A B$ and $\Delta C . A D$ are equivalent except for rotation, so

$$
\begin{equation*}
2 \Delta F A B=2 \Delta C A D . \tag{6}
\end{equation*}
$$

Shearing these Triangles gives two more equivalent Triangles

$$
\begin{equation*}
2 \Delta C A D=\square A D L M \tag{7}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\square A C G F=\square A D L M \tag{8}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\square B C=2 \Delta A B K=2 \Delta B C E=\square B L \tag{9}
\end{equation*}
$$

so

$$
\begin{equation*}
a^{2}+b^{2}=c x+c(c-x)=c^{2} \tag{10}
\end{equation*}
$$

Heron proved that $A K, C L$, and $B F$ intersect in a point (Dunham 1990, pp. 48-53).

Heron's Formula for the Area of the Triangle, contains the Pythagorean theorem implicitly. Using the form

$$
\begin{equation*}
K=\frac{1}{4} \sqrt{2 a^{2} b^{2}+2 a^{2} c^{2}+a b^{2} c^{2}-\left(a^{4}+b^{4}+c^{4}\right)} \tag{11}
\end{equation*}
$$

and equating to the Area

$$
\begin{equation*}
K=\frac{1}{2} a b \tag{12}
\end{equation*}
$$

gives

$$
\begin{equation*}
\frac{1}{4} a^{2} b^{2}=2 a^{2} b^{2}+2 a^{2} c^{2}+a b^{2} c^{2}-\left(a^{4}+b^{4}+c^{4}\right) \tag{13}
\end{equation*}
$$

Rearranging and simplifying gives

$$
\begin{equation*}
a^{2}+b^{2}=c^{2} \tag{14}
\end{equation*}
$$

the Pythagorean theorem, where $K$ is the AREA of a Triangle with sides $a, b$, and $c$ (Dunham 1990, pp. 128-129).
A novel proof using a Trapezoid was discovered by James Garfield (1876), later president of the United States, while serving in the House of Representatives (Pappas 1989, pp. 200-201; Bogomolny).


$$
\begin{align*}
A_{\text {trapezoid }} & =\frac{1}{2} \sum[\text { bases }] \cdot[\text { altitude }] \\
& =\frac{1}{2}(a+b)(a+b) \\
& =\frac{1}{2} a b+\frac{1}{2} a b+\frac{1}{2} c^{2} \tag{15}
\end{align*}
$$

Rearranging,

$$
\begin{align*}
\frac{1}{2}\left(a^{2}+2 a b+b^{2}\right) & =a b+\frac{1}{2} c^{2}  \tag{16}\\
a^{2}+2 a b+b^{2} & =2 a b+c^{2}  \tag{17}\\
a^{2}+b^{2} & =c^{2} \tag{18}
\end{align*}
$$

An algebraic proof (which would not have been accepted by the Greeks) uses the Euler Formula. Let the sides of a Triangle be $a, b$, and $c$, and the Perpendicular legs of Right Triangle be aligned along the real and imaginary axes. Then

$$
\begin{equation*}
a+b i=c e^{i \theta} \tag{19}
\end{equation*}
$$

Taking the Complex Conjugate gives

$$
\begin{equation*}
a-b i=c e^{-i \theta} \tag{20}
\end{equation*}
$$

Multiplying (19) by (20) gives

$$
\begin{equation*}
a^{2}+b^{2}=c^{2} \tag{21}
\end{equation*}
$$

Another algebraic proof proceeds by similarity.


It is a property of Right Triangles, such as the one shown in the above left figure, that the Right Triangle with sides $x, a$, and $d$ (small triangle in the left figure; reproduced in the right figure) is similar to the Right Triangle with sides $d, b$, and $y$ (large triangle in the left figure; reproduced in the middle figure), giving

$$
\begin{array}{ll}
\frac{x}{a}=\frac{a}{c} & \frac{y}{b}=\frac{b}{c} \\
x=\frac{a^{2}}{c} & y=\frac{b^{2}}{c} \tag{23}
\end{array}
$$

so

$$
\begin{gather*}
c \equiv x+y=\frac{a^{2}}{c}+\frac{b^{2}}{c}=\frac{a^{2}+b^{2}}{c}  \tag{24}\\
c^{2}=a^{2}+b^{2} \tag{25}
\end{gather*}
$$

Because this proof depends on proportions of potentially Irrational Numbers and cannot be translated directly into a Geometric Construction, it was not considered valid by Euclid.
see also Bride's Chair, Cosines Law, Peacock's Tail, Pythagoras's Theorem, Windmill
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## Pythagorean Triad <br> see Pythagorean Triple

## Pythagorean Triangle

see Pythagorean Triple, Right Triangle

## Pythagorean Triple

A Pythagorean triple is a Triple of Positive Integers $a, b$, and $c$ such that a Right Triangle exists with legs $a, b$ and Hypotenuse $c$. By the Pythagorean Theorem, this is equivalent to finding Positive Integers $a, b$, and $c$ satisfying

$$
\begin{equation*}
a^{2}+b^{2}=c^{2} \tag{1}
\end{equation*}
$$

The smallest and best-known Pythagorean triple is $(a, b, c)=(3,4,5)$.

It is usual to consider only "reduced" (or "primitive") solutions in which $a$ and $b$ are Relatively Prime, since other solutions can be generated trivially from the primitive ones. For primitive solutions, one of $a$ or $b$ must be Even, and the other Odd (Shanks 1993, p. 141), with $c$ always Odd. In addition, in every primitive Pythagorean triple, one side is always Divisible by 3 and one by 5 .

Given a primitive triple $\left(a_{0}, b_{0}, c_{0}\right)$, three new primitive triples are obtained from

$$
\begin{align*}
& \left(a_{1}, b_{1}, c_{1}\right)=\left(a_{0}, b_{0}, c_{0}\right) \mathrm{U}  \tag{2}\\
& \left(a_{2}, b_{2}, c_{2}\right)=\left(a_{0}, b_{0}, c_{0}\right) \mathrm{A}  \tag{3}\\
& \left(a_{3}, b_{3}, c_{3}\right)=\left(a_{0}, b_{0}, c_{0}\right) \mathrm{D} \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
& U \equiv\left[\begin{array}{ccc}
1 & 2 & 2 \\
-2 & -1 & -2 \\
2 & 2 & 3
\end{array}\right]  \tag{5}\\
& A \equiv\left[\begin{array}{lll}
1 & 2 & 2 \\
2 & 1 & 2 \\
2 & 2 & 3
\end{array}\right]  \tag{6}\\
& D \equiv\left[\begin{array}{ccc}
-1 & -2 & -2 \\
2 & 1 & 2 \\
2 & 2 & 3
\end{array}\right] \tag{7}
\end{align*}
$$

Roberts (1977) proves that ( $a, b, c$ ) is a primitive Pythagorean triple IFF

$$
\begin{equation*}
(a, b, c)=(3,4,5) \mathrm{M} \tag{8}
\end{equation*}
$$

where $M$ is a Finite Product of the Matrices $U$, $A$, D. It therefore follows that every primitive Pythagorean triple must be a member of the Infinite array

$$
\left.\begin{array}{rllll} 
& & & \left(\begin{array}{rrr}
7, & 24, & 25
\end{array}\right)  \tag{9}\\
& \left(\begin{array}{lllll}
5, & 12, & 13
\end{array}\right) & (55, & 48, & 73
\end{array}\right)
$$

For any Pythagorean triple, the Product of the two nonhypotenuse LEGS (i.e., the two smaller numbers) is always Divisible by 12 , and the Product of all three sides is Divisible by 60. It is not known if there are two distinct triples having the same Product. The existence of two such triples corresponds to a NONZERO solution to the Diophantine Equation

$$
\begin{equation*}
x y\left(x^{4}-y^{4}\right)=z w\left(z^{4}-w^{4}\right) \tag{10}
\end{equation*}
$$

(Guy 1994, p. 188).
Pythagoras and the Babylonians gave a formula for generating (not necessarily primitive) triples:

$$
\begin{equation*}
\left(2 m,\left(m^{2}-1\right),\left(m^{2}+1\right)\right) \tag{11}
\end{equation*}
$$

and Plato gave

$$
\begin{equation*}
\left(2 m^{2},\left(m^{2}-1\right)^{2},\left(m^{2}+1\right)^{2}\right) \tag{12}
\end{equation*}
$$

A general reduced solution (known to the early Greeks) is

$$
\begin{equation*}
\left(v^{2}-u^{2}, 2 u v, u^{2}+v^{2}\right), \tag{13}
\end{equation*}
$$

where $u$ and $v$ are Relatively Prime (Shanks 1993, p. 141). Let $F_{n}$ be a Fibonacci Number. Then

$$
\begin{equation*}
\left(F_{n} F_{n+3}, 2 F_{n+1} F_{n+2}, F_{n+1}^{2}+{F_{n+2}}^{2}\right) \tag{14}
\end{equation*}
$$

is also a Pythagorean triple.
For a Pythagorean triple $(a, b, c)$,

$$
\begin{equation*}
P_{3}(a)+P_{3}(b)=P_{3}(c) \tag{15}
\end{equation*}
$$

where $P_{3}$ is the Partition Function $P$ (Garfunkel 1981, Honsberger 1985). Every three-term progression of SQuares $r^{2}, s^{2}, t^{2}$ can be associated with a Pythagorean triple $(X, Y, Z)$ by

$$
\begin{align*}
& r=X-Y  \tag{16}\\
& s=Z  \tag{17}\\
& t=X+Y \tag{18}
\end{align*}
$$

(Robertson 1996).
The Area of a Triangle corresponding to the Pythagorean triple ( $u^{2}-v^{2}, 2 u v, u^{2}+v^{2}$ ) is

$$
\begin{equation*}
A=\frac{1}{2}\left(u^{2}-v^{2}\right)(2 u v)=u v\left(u^{2}-v^{2}\right) \tag{19}
\end{equation*}
$$

Fermat proved that a number of this form can never be a Square Number.

To find the number $L_{p}(s)$ of possible primitive Triangles which may have a LEG (other than the HYPOTENUSE) of length $s$, factor $s$ into the form

$$
\begin{equation*}
s=p_{1}^{\alpha_{1}} \cdots p_{n}^{\alpha_{n}} \tag{20}
\end{equation*}
$$

The number of such Triangles is then

$$
L_{p}(s)= \begin{cases}0 & \text { for } s \equiv 2(\bmod 4)  \tag{21}\\ 2^{n-1} & \text { otherwise }\end{cases}
$$

i.e., 0 for Singly Even $s$ and 2 to the power one less than the number of distinct prime factors of $s$ otherwise (Beiler 1966, pp. 115-116). The first few numbers for $s=1,2, \ldots$, are $0,0,1,1,1,0,1,1,1,0,1,2,1,0$, $2, \ldots$ (Sloane's A024361). To find the number of ways $L(s)$ in which a number $s$ can be the LEG (other than the HYpotenuse) of a primitive or nonprimitive RIGHT Triangle, write the factorization of $s$ as

$$
\begin{equation*}
s=2^{a_{0}} p_{1}{ }^{\alpha_{1}} \cdots p_{n}{ }^{\alpha_{n}} \tag{22}
\end{equation*}
$$

Then
正

$$
L(s)=\left\{\begin{array}{l}
\frac{1}{2}\left[\left(2 a_{1}+1\right)\left(2 a_{2}+1\right) \cdots\left(2 a_{n}+1\right)-1\right]  \tag{23}\\
\text { for } a_{0}=0 \\
\frac{1}{2}\left[\left(2 a_{0}-1\right)\left(2 a_{1}+1\right)\left(2 a_{2}+1\right) \cdots\left(2 a_{n}+1\right)-1\right] \\
\text { for } a_{0} \geq 2
\end{array}\right.
$$

(Beiler 1966, p. 116). The first few numbers for $s=1$, $2, \ldots$ are $0,0,1,1,1,1,1,2,2,1,1,4,1, \ldots$ (Sloane's A046079).
To find the number of ways $H_{p}(s)$ in which a number $s$ can be the Hypotenuse of a primitive Right TrianGLE, write its factorization as

$$
\begin{equation*}
s=2^{a_{0}}\left(p_{1}{ }^{a_{1}} \cdots p_{n}{ }^{a_{n}}\right)\left(q_{1}{ }^{b_{1}} \cdots q_{r}{ }^{b_{r}}\right) \tag{24}
\end{equation*}
$$

where the $p$ s are of the form $4 x-1$ and the $q$ s are of the form $4 x+1$. The number of possible primitive RIGHT Triangles is then

$$
H_{p}(s)= \begin{cases}2^{r-1} & \text { for } n=0 \text { and } a_{0}=0  \tag{25}\\ 0 & \text { otherwise }\end{cases}
$$

The first few Primes of the form $4 x+1$ are $5,13,17$, $29,37,41,53,61,73,89,97,101,109,113,137, \ldots$ (Sloane's A002144), so the smallest side lengths which are the hypotenuses of $1,2,4,8,16, \ldots$ primitive right triangles are $5,65,1105,32045,1185665,48612265, \ldots$ (Sloane's A006278). The number of possible primitive or nonprimitive Right Triangles having $s$ as a HyPOTENUSE is

$$
\begin{equation*}
H(s)=\frac{1}{2}\left[\left(2 b_{1}+1\right)\left(2 b_{2}+1\right) \cdots\left(2 b_{r}+1\right)-1\right] \tag{26}
\end{equation*}
$$

(Beiler 1966, p. 117). The first few numbers for $s=1$, $2, \ldots$ are $0,0,0,0,1,0,0,0,0,1,0,0,1,0,1,0,1,0$, $0, \ldots$ (Sloane's A046080).

Therefore, the total number of ways in which $s$ may be either a Leg or Hypotenuse of a Right Triangle is given by

$$
\begin{equation*}
T(s)=L(s)+H(s) \tag{27}
\end{equation*}
$$

The values for $s=1,2, \ldots$ are $0,0,1,1,2,1,1,2,2$, $2,1,4,2,1,5,3, \ldots$ (Sloane's A046081). The smallest numbers $s$ which may be the sides of $T$ general Right Triangles for $T=1,2, \ldots$ are $3,5,16,12,15,125$, 24, 40, ... (Sloane's A006593; Beiler 1966, p. 114).

There are 50 Pythagorean triples with Hypotenuse less than 100 , the first few of which, sorted by increasing $c$, are $(3,4,5),(6,8,10),(5,12,13)$, $(9,12,15),(8,15,17),(12,16,20),(15,20,25),(7,24,25)$, $(10,24,26), \quad(20,21,29), \quad(18,24,30), \quad(16,30,34)$, $(21,28,35), \ldots$ (Sloane's A046083, A046084, and A046085). Of these, only 16 are primitive triplets. with Hypotenuse less than 100: $(3,4,5),(5,12,13)$, $(8,15,17),(7,24,25),(20,21,29),(12,35,37),(9,40,41)$, $(28,45,53), \quad(11,60,61), \quad(33,56,65), \quad(16,63,65)$, $(48,55,73),(36,77,85),(13,84,85),(39,80,89)$, and
(65, 72,97) (Sloane's A046086, A046087, and A046088). Of these 16 primitive triplets, seven are twin triplets (defined as triplets for which two members are consecutive integers). The first few twin triplets, sorted by increasing $c$, are $(3,4,5),(5,12,13),(7,24,25),(20,21,29)$, $(9,40,41),(11,60,61),(13,84,85),(15,112,113), \ldots$
Let the number of triples with Hypotenuse less than $N$ be denoted $\Delta(N)$, and the number of twin triplets with Hypotenuse less than $N$ be denoted $\Delta_{2}(N)$. Then, as the following table suggests and Lehmer (1900) proved, the number of primitive solutions with Hypotenuse less than $N$ satisfies

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\Delta(N)}{N}=\frac{1}{2 \pi}=0.159155 \ldots \tag{28}
\end{equation*}
$$

| $N$ | $\Delta(N)$ | $\Delta(N) / N$ | $\Delta_{2}(N)$ |
| ---: | ---: | ---: | ---: |
| 100 | 16 | 0.1600 | 7 |
| 500 | 80 | 0.1600 | 17 |
| 1000 | 158 | 0.1580 | 24 |
| 2000 | 319 | 0.1595 | 34 |
| 3000 | 477 | 0.1590 | 41 |
| 4000 | 639 | 0.1598 | 47 |
| 5000 | 792 | 0.1584 | 52 |
| 10000 | 1593 | 0.1593 | 74 |

Considering twin triplets in which the LEGS are consecutive, a closed form is available for the $r$ th such pair. Consider the general reduced solution ( $u^{2}-v^{2}, 2 u v, u^{2}+v^{2}$ ), then the requirement that the LEgS be consecutive integers is

$$
\begin{equation*}
u^{2}-v^{2}=2 u v \pm 1 \tag{29}
\end{equation*}
$$

Rearranging gives

$$
\begin{equation*}
(u-v)^{2}-2 v^{2}= \pm 1 \tag{30}
\end{equation*}
$$

Defining

$$
\begin{align*}
& u=x+y  \tag{31}\\
& v=y \tag{32}
\end{align*}
$$

then gives the Pell Equation

$$
\begin{equation*}
x^{2}-2 y^{2}=1 \tag{33}
\end{equation*}
$$

Solutions to the Pell Equation are given by

$$
\begin{align*}
& x=\frac{(1+\sqrt{2})^{r}+(1-\sqrt{2})^{r}}{2}  \tag{34}\\
& y=\frac{(1+\sqrt{2})^{r}-(1-\sqrt{2})^{r}}{2 \sqrt{2}} \tag{35}
\end{align*}
$$

so the lengths of the legs $X_{r}$ and $Y_{r}$ and the HyPOTENUSE $Z_{r}$ are

$$
\begin{align*}
X_{r} & =u^{2}-v^{2}=x^{2}+2 x y \\
& =\frac{\sqrt{2}+1)^{2 r+1}-(\sqrt{2}-1)^{2 r+1}}{4}+\frac{1}{2}(-1)^{r}  \tag{36}\\
Y_{r} & =2 u v=2 x y+2 y^{2} \\
& =\frac{\sqrt{2}+1)^{2 r+1}-(\sqrt{2}-1)^{2 r+1}}{4}-\frac{1}{2}(-1)^{r}  \tag{37}\\
Z_{r} & =u^{2}+v^{2}=x^{2}+2 x y+2 y^{2} \\
& =\frac{(\sqrt{2}+1)^{2 r+1}+(\sqrt{2}-1)^{2 r+1}}{2 \sqrt{2}} . \tag{38}
\end{align*}
$$

Denoting the length of the shortest Leg by $A_{r}$ then gives

$$
\begin{align*}
& A_{r}=\frac{(\sqrt{2}+1)^{2 r+1}-(\sqrt{2}-1)^{2 r+1}}{4}-\frac{1}{2}  \tag{39}\\
& Z_{r}=\frac{(\sqrt{2}+1)^{2 r+1}+(\sqrt{2}-1)^{2 r+1}}{2 \sqrt{2}} \tag{40}
\end{align*}
$$

(Beiler 1966, pp. 124-125 and 256-257), which cannot be solved exactly to give $r$ as a function of $Z_{r}$. However, the approximate number of leg-leg twin triplets $\Delta_{2}^{L}(N)=r$ less than a given value of $Z_{r}=N$ can be found by noting that the second term in the Denominator of $Z_{r}$ is a small number to the power $1+2 r$ and can therefore be dropped, leaving

$$
\begin{gather*}
N=Z_{r}>\frac{(\sqrt{2}+1)^{1+2 r}}{2 \sqrt{2}}  \tag{41}\\
N>(1+2 r) \ln (\sqrt{2}+1)-\ln (2 \sqrt{2}) \tag{42}
\end{gather*}
$$

Solving for $r=\Delta_{2}^{L}(n)$ gives

$$
\begin{align*}
\Delta_{2}^{L}(N) & <\frac{\ln N+\ln (2 \sqrt{2})-\ln (\sqrt{2}+1)}{2 \ln (\sqrt{2}+1)} \\
& <\left\lfloor\frac{\ln N}{2 \ln (1+\sqrt{2})}\right\rfloor  \tag{43}\\
& \approx 0.567 \ln N \tag{44}
\end{align*}
$$

The first few Leg-Leg triplets are (3, 4, 5), (20, 21, 29), (119, 120, 169), (696, 697, 985), ... (Sloane's A046089, A046090, and A046091).
LEG-Hypotenuse twin triples $(a, b, c)=\left(v^{2}-\right.$ $u^{2}, 2 u v, u^{2}+v^{2}$ ) occur whenever

$$
\begin{gather*}
u^{2}+v^{2}=2 u v+1  \tag{45}\\
(u-v)^{2}=1 \tag{46}
\end{gather*}
$$

that is to say when $v=u+1$, in which case the Hypotenuse exceeds the Even Leg by unity and the twin triplet is given by $(1+2 u, 2 u(1+u), 1+2 u(1+u))$. The
number of leg-hypotenuse triplets with hypotenuse less than $N$ is therefore given by

$$
\begin{equation*}
\Delta_{2}^{L}(N)=\left\lfloor\frac{1}{2}(\sqrt{2 N-1}-1)\right\rfloor \tag{47}
\end{equation*}
$$

where $\lfloor x\rfloor$ is the Floor Function. The first few LegHypotenuse triples are (3, 4, 5), (5, 12, 13), (7, 24, 25), $(9,40,41),(11,60,61),(13,84,85), \ldots$ (Sloane's A005408, A046092, and A046093).

The total number of twin triples $\Delta_{2}(N)$ less than $N$ is therefore approximately given by

$$
\begin{align*}
\Delta_{2}(N) & =\Delta_{2}^{H}(N)+\Delta_{2}^{L}(N)-1  \tag{48}\\
& \approx\left\lfloor\frac{1}{2} \sqrt{2 N-1}+0.567 \ln N-1.5\right\rfloor \tag{49}
\end{align*}
$$

where one has been subtracted to avoid double counting of the leg-leg-hypotenuse double-twin $(3,4,5)$.

There is a general method for obtaining triplets of Pythagorean triangles with equal Areas. Take the three sets of generators as

$$
\begin{align*}
m_{1} & =r^{2}+r s+s^{2}  \tag{50}\\
n_{1} & =r^{2}-s^{2}  \tag{51}\\
m_{2} & =r^{2}+r s+s^{2}  \tag{52}\\
n_{2} & =2 r s+s^{2}  \tag{53}\\
m_{3} & =r^{2}+2 r s  \tag{54}\\
n_{3} & =r^{2}+r s+s^{2} . \tag{55}
\end{align*}
$$

Then the Right Triangle generated by each triple $\left(m_{i}{ }^{2}-n_{i}{ }^{2}, 2 m_{i} n_{i}, m_{i}{ }^{2}+n_{i}{ }^{2}\right)$ has common AREA

$$
\begin{equation*}
A=r s(2 r+s)(r+2 s)(r+s)(r-s)\left(r^{2}+r s+s^{2}\right) \tag{56}
\end{equation*}
$$

(Beiler 1966, pp. 126-127). The only Extremum of this function occurs at $(r, s)=(0,0)$. Since $A(r, s)=0$ for $r=s$, the smallest Area shared by three nonprimitive Right Triangles is given by $(r, s)=(1,2)$, which results in an area of 840 and corresponds to the triplets $(24,70,74),(40,42,58)$, and (15, 112, 113) (Beiler 1966, p. 126). The smallest Area shared by three primitive Right Triangles is 13123110, corresponding to the triples (4485, 5852, 7373), (1380, 19019, 19069), and (3059, 8580, 9109) (Beiler 1966, p. 127).

One can also find quartets of Right Triangles with the same Area. The Quartet having smallest known area is $(111,6160,6161),(231,2960,2969),(518,1320$, 1418), (280, 2442, 2458), with Area 341,880 (Beiler 1966, p. 127). Guy (1994) gives additional information.

It is also possible to find sets of three and four Pythagorean triplets having the same Perimeter (Beiler 1966,
pp. 131-132). Lehmer (1900) showed that the number of primitive triples $N(p)$ with Perimeter less than $p$ is

$$
\begin{equation*}
\lim _{p \rightarrow \infty} N(p)=\frac{p \ln 2}{\pi^{2}}=0.070230 \ldots \tag{57}
\end{equation*}
$$

In 1643, Fermat challenged Mersenne to find a Pythagorean triplet whose Hypotenuse and Sum of the Legs were Squares. Fermat found the smallest such solution:

$$
\begin{align*}
X & =4565486027761  \tag{58}\\
Y & =1061652293520  \tag{59}\\
Z & =4687298610289 \tag{60}
\end{align*}
$$

with

$$
\begin{align*}
Z & =2165017^{2}  \tag{61}\\
X+Y & =2372159^{2} \tag{62}
\end{align*}
$$

A related problem is to determine if a specified INTEGER $N$ can be the Area of a Right Triangle with rational sides. $1,2,3$, and 4 are not the Areas of any Rationalsided Right Triangles, but 5 is $(3 / 2,20 / 3,41 / 6)$, as is $6(3,4,5)$. The solution to the problem involves the Elliptic Curve

$$
\begin{equation*}
y^{2}=x^{3}-N^{2} x \tag{63}
\end{equation*}
$$

A solution ( $a, b, c$ ) exists if (63) has a Rational solution, in which case

$$
\begin{align*}
& x=\frac{1}{4} c^{2}  \tag{64}\\
& y=\frac{1}{8}\left(a^{2}-b^{2}\right) c \tag{65}
\end{align*}
$$

(Koblitz 1993). There is no known general method for determining if there is a solution for arbitrary $N$, but a technique devised by J. Tunnell in 1983 allows certain values to be ruled out (Cipra 1996).
see also Heronian Triangle, Pythagorean Quadruple, Right Triangle
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## Q

## Q

The Field of Rational Numbers.
see also $\mathbb{C}, \mathbb{C}^{*}, \mathbb{I}, \mathbb{N}, \mathbb{R}, \mathbb{Z}$

## $q$-Analog

A $q$-analog, also called a $q$-Extension or $q$ Generalization, is a mathematical expression parameterized by a quantity $q$ which generalizes a known expression and reduces to the known expression in the limit $q \rightarrow 1$. There are $q$-analogs of the Factorial, Binomial Coefficient, Derivative, Integral, Fibonacci Numbers, and so on. Koornwinder, Suslov, and Bustoz, have even managed some kind of $q$-Fourier analysis.

The $q$-analog of a mathematical object is generally called the " $q$-object", hence $q$-Binomial Coefficient, $q$ Factorial, etc. There are generally several $q$-analogs if there is one, and there is sometimes even a multibasic analog with independent $q_{1}, q_{2}, \ldots$
see also $d$-Analog, $q$-Beta Function, $q$-Binomial Coefficient, $q$-Binomial Theorem, $q$-Cosine, $q$ Derivative, $q$-Factorial, $q$-Gamma Function, $q$ SERIES, $q$-Sine, $q$-Vandermonde Sum
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## $q$-Beta Function

A $q$-Analog of the Beta Function

$$
B(a, b)=\int_{0}^{1} t^{a-1}(1-t)^{q-1} d t=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}
$$

where $\Gamma(z)$ is a Gamma Function, is given by

$$
B_{q}(a, b) \equiv \int_{0}^{1} t^{b-1}(q t ; q)_{a-1} d(a, t)=\frac{\Gamma_{q}(b) \Gamma_{q}(a)}{\Gamma_{q}(a+b)}
$$

where $\Gamma_{q}(a)$ is a $q$-Gamma Function and $(a ; q)_{n}$ is a $q$-SERIES coefficient (Andrews 1986, pp. 11-12).
see also $q$-Factorial, $q$-Gamma Function
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## $q$-Binomial Coefficient

A $q$-Analog for the Binomial Coefficient, also called the Gaussian Coefficient. It is given by

$$
\begin{equation*}
\binom{n}{m}_{q} \equiv \frac{(q)_{n}}{(q)_{m}(q)_{n-m}}=\prod_{i=0}^{j-1} \frac{1-q^{k-i}}{1-q^{i+1}} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
(q)_{k} \equiv \prod_{m=1}^{\infty} \frac{1-q^{m}}{1-q^{k+m}} \tag{2}
\end{equation*}
$$

For example, the first few $q$-binomial coefficients are

$$
\begin{align*}
& \binom{2}{1}_{q}=\frac{1-q^{2}}{1-q}=1+q  \tag{3}\\
& \binom{3}{1}_{q}=\binom{3}{2}_{q}=\frac{1-q^{3}}{1-q}=1+q+q^{2}  \tag{4}\\
& \binom{4}{1}_{q}=\binom{4}{3}_{q}=\frac{1-q^{4}}{1-q}=1+q+q^{2}+q^{3}  \tag{5}\\
& \binom{4}{2}_{q}=\frac{\left(1-q^{3}\right)\left(1-q^{4}\right)}{(1-q)\left(1-q^{2}\right)}=(1+q)\left(1+q+q^{2}\right) . \tag{6}
\end{align*}
$$

From the definition, it follows that

$$
\begin{equation*}
\binom{n}{1}_{q}=\binom{n}{n-1}_{q}=\sum_{i=0}^{n-1} q^{n} \tag{7}
\end{equation*}
$$

In the Limit $q \rightarrow 1$, the $q$-binomial coefficient collapses to the usual Binomial Coefficient.
see also Cauchy Binomial Theorem, Gaussian Polynomial

## $q$-Binomial Theorem

The $q$-Analog of the Binomial Theorem

$$
(1-z)^{n}=1-n z+\frac{n(n-1)}{1 \cdot 2} z^{2}-\frac{n(n-1)(n-2)}{1 \cdot 2 \cdot 3} z^{3}+\ldots
$$

is given by

$$
\begin{aligned}
&\left(1-\frac{z}{q^{n}}\right)\left(1-\frac{z}{q^{n-1}}\right) \cdots\left(1-\frac{z}{q}\right) \\
&=1-\frac{1-q^{n}}{1-q} \frac{z}{q^{n}}+\frac{1-q^{n}}{1-q} \frac{1-q^{n-1}}{1-q^{2}} \frac{z^{2}}{q^{n+(n-1)}} \\
&-\ldots \pm \frac{z^{n}}{q^{n(n+1) / 2}}
\end{aligned}
$$

Written as a $q$-SERIES, the identity becomes

$$
\sum_{n=0}^{\infty} \frac{(a ; q)_{n}}{(q ; q)_{n}} z^{n}=\frac{(a z ; q)_{\infty}}{(z ; q)_{\infty}}
$$

where

$$
(a ; q)_{n}=\prod_{m=0}^{\infty} \frac{\left(1-a q^{m}\right)}{\left(1-a q^{m+n}\right)}
$$

(Heine 1847, p. 303; Andrews 1986). The Cauchy Binomial Theorem is a special case of this general theorem.
see also Binomial Series, Binomial Theorem, Cauchy Binomial Theorem, Heine Hypergeometric Series, Ramanujan Psi Sum
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## $q$-Cosine

The $q$-Analog of the Cosine function, as advocated by R. W. Gosper, is defined by

$$
\cos _{q}(z, q)=\frac{\vartheta_{2}(z, p)}{\vartheta_{2}(0, p)}
$$

where $\vartheta_{2}(z, p)$ is a Theta Function and $p$ is defined via

$$
(\ln p)(\ln q)=\pi^{2}
$$

This is a period $2 \pi$, Even Function of unit amplitude with double and triple angle formulas and addition formulas which are analogous to ordinary SINE and CosINE. For example,

$$
\cos _{q}(2 z, q)=\cos _{q}^{2}\left(z, q^{2}\right)-\sin _{q}^{2}\left(z, q^{2}\right)
$$

where $\sin _{q}(z, a)$ is the $q$-SINE, and $\pi_{q}$ is $q$-PI. The $q$ cosine also satisfics

$$
\cos _{q}(\pi a)=\frac{\sum_{n=-\infty}^{\infty}(-1)^{n} q^{(n+a)^{2}}}{\sum_{n=-\infty}^{\infty}(-1)^{n} q^{n^{2}}}
$$

see also $q$-FACtorial, $q$-Sine
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## $q$-Derivative

The $q$-Analog of the Derivative, defined by

$$
\left(\frac{d}{d x}\right)_{q} f(x)=\frac{f(x)-f(q x)}{x-q x}
$$

For example,

$$
\begin{aligned}
\left(\frac{d}{d x}\right)_{q} \sin x & =\frac{\sin x-\sin (q x)}{x-q x} \\
\left(\frac{d}{d x}\right)_{q} \ln x & =\frac{\ln x-\ln (q x)}{x-q x}=\frac{\ln \left(\frac{1}{q}\right)}{(1-q) x} \\
\left(\frac{d}{d x}\right)_{q} x^{2} & =\frac{x^{2}-q^{2} x^{2}}{x-q x}=(1+q) x \\
\left(\frac{d}{d x}\right)_{q} x^{3} & =\frac{x^{3}-q^{3} x^{3}}{x-q x}=\left(1+q+q^{2}\right) x^{2}
\end{aligned}
$$

In the Limit $q \rightarrow 1$, the $q$-derivative reduces to the usual Derivative.
see also Derivative

## $q$-Dimension

$$
\begin{equation*}
D_{q} \equiv \frac{1}{1-q} \lim _{\epsilon \rightarrow 0} \frac{\ln I(q, \epsilon)}{\ln \left(\frac{1}{\epsilon}\right)} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
I(q, \epsilon) \equiv \sum_{i=1}^{N} \mu_{i}^{q} \tag{2}
\end{equation*}
$$

$\epsilon$ is the box size, and $\mu_{i}$ is the Natural Measure. If $q_{1}>q_{2}$, then

$$
\begin{equation*}
D_{q_{1}} \leq D_{q_{2}} \tag{3}
\end{equation*}
$$

The Capacity Dimension (a.k.a. Box Counting DiMENSION) is given by $q=0$,

$$
\begin{equation*}
D_{0}=\frac{1}{1-0} \lim _{\epsilon \rightarrow 0} \frac{\ln \left(\sum_{i=1}^{N(\epsilon)} 1\right)}{-\ln \epsilon}=-\lim _{\epsilon \rightarrow 0} \frac{\ln [N(\epsilon)]}{\ln \epsilon} . \tag{4}
\end{equation*}
$$

If all $\mu_{i} s$ are equal, then the Capacity Dimension is obtained for any $q$. The Information Dimension is defined by

$$
\begin{align*}
D_{1} & =\lim _{q \rightarrow 1} D_{q}=\lim _{q \rightarrow 1} \frac{\lim _{\epsilon \rightarrow 0} \frac{\ln \left[\sum_{i=1}^{N(\epsilon)} \mu_{i} q\right]}{-\ln \epsilon}}{1-q} \\
& =\lim _{\epsilon \rightarrow 0} \lim _{q \rightarrow 1} \frac{\ln \left(\sum_{i=1}^{N(\epsilon)} \mu_{i}^{q}\right)}{\ln \epsilon(q-1)} \tag{5}
\end{align*}
$$

But

$$
\begin{equation*}
\lim _{q \rightarrow 1} \ln \left(\sum_{i=1}^{N(\epsilon)} \mu_{i}^{q}\right)=\ln \left(\sum_{i=1}^{N(\epsilon)} \mu_{i}\right)=\ln 1=0 \tag{6}
\end{equation*}
$$

so use L'Hospital's Rule

$$
\begin{equation*}
D_{1}=\lim _{\epsilon \rightarrow 0}\left(\frac{1}{\ln \epsilon} \lim _{q \rightarrow 1} \frac{\sum q \mu_{i}^{q-1}}{\sum \mu_{i}^{q}}\right) \tag{7}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
D_{1}=\lim _{\epsilon \rightarrow 0} \frac{\sum_{i=1}^{N(\epsilon)} \mu_{i} \ln \mu_{i}}{\ln \epsilon} \tag{8}
\end{equation*}
$$

$D_{2}$ is called the Correlation Dimension. The $q$ dimensions satisfy

$$
\begin{equation*}
D_{q+1} \leq D_{q} \tag{9}
\end{equation*}
$$

see also Fractal Dimension

## Q.E.D.

An abbreviation for the Latin phrase "quod erat demonstrandum" ("that which was to be demonstrated"), a Notation which is often placed at the end of a mathematical proof to indicate its completion.

$q$-Extension<br>see $q$-ANALOG

## $q$-Factorial

The $q$-Analog of the Factorial (by analogy with the $q$-Gamma Function). For $a$ an integer, the $q$-factorial is defined by

$$
\operatorname{faq}(a, q)=1(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+\ldots+q^{a-1}\right)
$$

A reflection formula analogous to the Gamma FUNCTION reflection formula is given by

$$
\begin{aligned}
& \cos _{q}(\pi a)=\sin _{q}\left[\pi\left(\frac{1}{2}-a\right)\right] \\
&=\frac{\pi_{q} q^{(a-1 / 2)(a+1 / 2)}}{\operatorname{faq}\left(a-\frac{1}{2}, q^{2}\right) \operatorname{faq}\left(-\left(a+\frac{1}{2}\right), q^{2}\right)}
\end{aligned}
$$

where $\cos _{q}(z)$ is the $q$-CoSine, $\sin _{q}(z)$ is the $q$-SINE, and $\pi_{q}$ is $q$ - PI .
see also $q$-Beta Function, $q$-Cosine, $q$-Gamma Function, $q$-Pi, $q$-Sine
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## $Q$-Function

Let

$$
\begin{equation*}
q=e^{-\pi K^{\prime} / K}=e^{-i \pi \tau} \tag{1}
\end{equation*}
$$

then

$$
\begin{align*}
Q_{0} & \equiv \prod_{n=1}^{\infty}\left(1-q^{2 n}\right)  \tag{2}\\
Q_{1} & \equiv \prod_{n=1}^{\infty}\left(1+q^{2 n}\right)  \tag{3}\\
Q_{2} & \equiv \prod_{n=1}^{\infty}\left(1+q^{2 n-1}\right)  \tag{4}\\
Q_{3} & \equiv \prod_{n=1}^{\infty}\left(1-q^{2 n-1}\right) \tag{5}
\end{align*}
$$

The $Q$-functions are sometimes written using a lowercase $q$ instead of a capital $Q$. The $Q$-functions also satisfy the identities

$$
\begin{align*}
Q_{0} Q_{1} & =Q_{0}\left(q^{2}\right)  \tag{6}\\
Q_{0} Q_{3} & =Q_{0}\left(q^{1 / 2}\right)  \tag{7}\\
Q_{2} Q_{3} & =Q_{3}\left(q^{2}\right)  \tag{8}\\
Q_{1} Q_{2} & =Q_{1}\left(q^{1 / 2}\right) \tag{9}
\end{align*}
$$

see also Jacobi Identities, $q$-SERIES
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## $q$-Gamma Function

A $q$-Analog of the Gamma Function defined by

$$
\begin{equation*}
\Gamma_{q}(x, q) \equiv \frac{(q ; q)_{\infty}}{\left(q^{x} ; q\right)_{\infty}}(1-q)^{1-x} \tag{1}
\end{equation*}
$$

where $(x, q)_{\infty}$ is a $q$-SERIES. The $q$-gamma function satisfies

$$
\begin{equation*}
\lim _{q \rightarrow 1^{-}} \Gamma_{q}(x)=\Gamma(x) \tag{2}
\end{equation*}
$$

(Andrews 1986).
A curious identity for the functional equation

$$
\begin{gather*}
f(a-b) f(a-c) f(a-d) f(a-e)-f(b) f(c) f(d) f(e) \\
\quad=q^{b} f(a) f(a-b-c) f(a-b-d) f(a-b-c) \tag{3}
\end{gather*}
$$

where

$$
\begin{equation*}
b+c+d+e=2 a \tag{4}
\end{equation*}
$$

is given by

$$
f(\alpha)= \begin{cases}\sin (k \alpha) & \text { for } q=1  \tag{5}\\ \frac{1}{\Gamma_{q}(\alpha) \Gamma_{q}(1-\alpha)} & \text { for } 0<q<1\end{cases}
$$

for any $k$.
see also $q$-Beta Function, $q$-Factorial
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## $q$-Generalization

see $q$-ANALOG

## $q$-Hypergeometric Series

see Heine Hypergeometric Series
$Q$-Matrix
see Fibonacci $Q$-Matrix

## $Q$-Number

see Hofstadter's $Q$-Sequence

## $q$-Pi

The $q$-AnAlog of PI $\pi_{q}$ can be defined by taking $a=0$ in the $q$-FActorial
$\mathrm{faq}(a, q)=1(1+q)\left(1+q+q^{2}\right) \cdots\left(1+q+\ldots+q^{a-1}\right)$, giving

$$
1=\sin _{q}\left(\frac{1}{2} \pi\right)=\frac{\pi_{q}}{\operatorname{faq}^{2}\left(-\frac{1}{2}, q^{2}\right) q^{1 / 4}},
$$

where $\sin _{q}(z)$ is the $q$-SINE. Gosper has developed an iterative algorithm for computing $\pi$ based on the algebraic Recurrence Relation

$$
\frac{4 \pi_{q^{4}}}{q^{4}+1}=\frac{\left(q^{2}+1\right)^{2} \pi_{q}{ }^{2}}{\pi_{q^{2}}}-\frac{\left(q^{4}+1\right) \pi_{q^{2}}{ }^{2}}{\pi_{q^{4}}}
$$

## $Q$-Polynomial

see BLM/Ho Polynomial
$q$-Product
see $Q$-Function

## $q$-Series

A Series involving coefficients of the form

$$
\begin{align*}
(a)_{n} \equiv(a ; q)_{n} & \equiv \prod_{k=0}^{\infty} \frac{\left(1-a q^{k}\right)}{\left(1-a q^{k+n}\right)}  \tag{1}\\
& =\prod_{k=0}^{n-1}\left(1-a q^{k}\right) \tag{2}
\end{align*}
$$

(Andrews 1986). The symbols

$$
\begin{align*}
{[n] } & \equiv 1+q+q^{2}+\ldots+q^{n-1}  \tag{3}\\
{[n]!} & \equiv[n][n-1] \cdots[1] \tag{4}
\end{align*}
$$

are sometimes also used when discussing $q$-series.
There are a great many beautiful identities involving $q$-series, some of which follow directly by taking the $q$ ANALOG of standard combinatorial identities, e.g., the $q$-Binomial Theorem

$$
\begin{equation*}
\sum_{n=0}^{\infty} \frac{(a ; q)_{n} z^{n}}{(q ; q)_{n}}=\frac{(a z ; q)_{\infty}}{(z ; q)_{\infty}} \tag{5}
\end{equation*}
$$

$(|z|<1,|q|<1 ;$ Andrews 1986, p. 10) and $q-$ Vandermonde Sum

$$
\begin{equation*}
{ }_{2} \phi_{1}\left(a, q^{-n} ; c ; q, q\right)=\frac{a^{n}(c / a, q)_{n}}{(c ; q)_{n}}, \tag{6}
\end{equation*}
$$

where ${ }_{2} \phi_{1}(a, b ; c ; q, z)$ is a Heine Hypergeometric SeRIES. Other $q$-series identities, e.g., the Jacobi Identities, Rogers-Ramanujan Identities, and Heine Hypergeometric Identity

$$
\begin{equation*}
{ }_{2} \phi_{1}(a, b ; c ; q, z)=\frac{(b ; q)_{\infty}(a z ; q)_{\infty}}{(c ; q)_{\infty}(z ; q)_{\infty}}{ }_{2} \phi_{1}(c / b, a ; a z ; q, b) \tag{7}
\end{equation*}
$$

seem to arise out of the blue.
see also Borwein Conjectures, Fine's Equation, Gaussian Coefficient, Heine Hypergeometric Series, Jackson's Identity, Jacobi Identities, Mock Theta Function, $q$-Analog, $q$-Binomial Theorem, $q$-Cosine, $q$-Factorial, $Q$-Function, $q$ Gamma Function, $q$-Sine, Ramanujan Psi Sum, Ramanujan Theta Functions, Rogers-Ramanujan IDENTITIES
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## Q-Signature

see Signature (Recurrence Relation)

## $q$-Sine

The $q$-Analog of the. Sine function, as advocated by R. W. Gosper, is defined by

$$
\sin _{q}(z, q)=\frac{\vartheta_{1}(z, p)}{\vartheta_{1}\left(\frac{1}{2} \pi, p\right)}
$$

where $\vartheta_{1}(z, p)$ is a Theta Function and $p$ is defined via

$$
(\ln p)(\ln q)=\pi^{2}
$$

This is a period $2 \pi$, Odd Function of unit amplitude with double and triple angle formulas and addition formulas which are analogous to ordinary SIne and CoSINE. For example,

$$
\sin _{q}(2 z, q)=(q+1) \frac{\pi_{q}}{p_{q^{2}}} \cos _{q}\left(z, q^{2}\right) \sin _{q}\left(z, q^{2}\right)
$$

where $\cos _{q}(z, a)$ is the $q$-COSINE, and $\pi_{q}$ is $q$-PI. see also $q$-Cosine, $q$-FActorial
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## $q$-Vandermonde Sum

$$
{ }_{2} \phi_{1}\left(a, q^{-n} ; c ; q, q\right)=\frac{a^{n}(c / a, q)_{n}}{(c ; q)_{n}}
$$

where ${ }_{2} \phi_{1}(a, b ; c ; q, z)$ is a Heine Hypergeometric SeRIES.
see also Chu-Vandermonde Identity, Heine Hypergeometric Series
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## QR Decomposition

Given a Matrix A, its $Q R$-decomposition is of the form

$$
\mathrm{A}=\mathrm{QR}
$$

where $R$ is an upper Triangular Matrix and $Q$ is an Orthogonal Matrix, i.e., one satisfying

$$
Q^{\mathrm{T}} \mathrm{Q}=\mathrm{I},
$$

where $I$ is the Identity Matrix. This matrix decomposition can be used to solve linear systems of equations. see also Cholesky Decomposition, LU Decomposition, Singular Value Decomposition
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## Quadrable

A plane figure for which Quadrature is possible is said to be quadrable.

## Quadrangle



A plane figure consisting of four points, each of which is joined to two other points by a Line Segment (where the line segments may intersect). A quadrangle may therefore be Concave or Convex; if it is Convex, it is called a Quadrilateral.
see also Complete Quadrangle, Cyclic Quadrangle, Quadrilateral

## Quadrant

| $x<0, y>0$ | $x>0, y>0$ |
| :---: | :---: |
| Quadrant 2 | Quadrant 1 |
| Quadrant 3 <br> $x<0, y<0$ | Quadrant 4 |
| $x>0, y<0$ |  |

One of the four regions of the Plane defined by the four possible combinations of $\operatorname{SigNS}(+,+),(+,-),(-,+)$, and $(-,-)$ for $(x, y)$.
see also OCTANT, $x$-Axis, $y$-Axis
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## Quadratfrei

see Squarefree

## Quadratic Congruence

A Congruence of the form

$$
a x^{2}+b x+c \equiv 0(\bmod m)
$$

where $a, b$, and $c$ are Integers. A general quadratic congruence can be reduced to the congruence

$$
x^{2} \equiv q(\bmod p)
$$

and can be solved using Excludents, although solution of the general polynomial congruence

$$
a_{m} x^{m}+\ldots+a_{2} x^{2}+a_{1} \dot{x}+a_{0} \equiv 0(\bmod n)
$$

is intractable.
see also Congruence, Excludent, Linear CongruENCE

## Quadratic Curve

The general 2 -variable quadratic equation can be written

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2}+2 d x+2 f y+g=0 \tag{1}
\end{equation*}
$$

Define the following quantities:

$$
\begin{align*}
\Delta & =\left|\begin{array}{lll}
a & b & d \\
b & c & f \\
d & f & g
\end{array}\right|  \tag{2}\\
J & =\left|\begin{array}{ll}
a & b \\
b & c
\end{array}\right|  \tag{3}\\
I & =a+c  \tag{4}\\
K & =\left|\begin{array}{ll}
a & d \\
d & g
\end{array}\right|+\left|\begin{array}{ll}
c & f \\
f & g
\end{array}\right| . \tag{5}
\end{align*}
$$

Then the quadratics are classified into the types summarized in the following table (Beyer 1987). The real (nondegenerate) quadratics (the Ellipse, Hyperbola, and Parabola) correspond to the curves which can be created by the intersection of a Plane with a (twoNAPPES) Cone, and are therefore known as Conic SECTIONS.

| Curve | $\Delta$ | $J$ | $\Delta / I$ | $K$ |
| :--- | :--- | :--- | :--- | :--- |
| coincident lines | 0 | 0 |  | 0 |
| ellipse (imaginary) | $\neq 0$ | $>0$ | $>0$ |  |
| ellipse (real) | $\neq 0$ | $>0$ | $<0$ |  |
| hyperbola | $\neq 0$ | $<0$ |  |  |
| intersecting lines (imaginary) | 0 | $>0$ |  |  |
| intersecting lines (real) | 0 | $<0$ |  |  |
| parabola | $\neq 0$ | 0 |  | $>0$ |
| parallel lines (imaginary) | 0 | 0 |  | $<0$ |
| parallel lines (real) | 0 | 0 |  |  |

It is always possible to eliminate the $x y$ cross term by a suitable Rotation of the axes. To see this, consider rotation by an arbitrary angle $\theta$. The Rotation Matrix is

$$
\begin{align*}
{\left[\begin{array}{l}
x \\
y
\end{array}\right] } & =\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x^{\prime} \\
y^{\prime}
\end{array}\right] \\
& =\left[\begin{array}{c}
x^{\prime} \cos \theta+y^{\prime} \sin \theta \\
-x^{\prime} \sin \theta+y^{\prime} \cos \theta
\end{array}\right] \tag{6}
\end{align*}
$$

so

$$
\begin{align*}
x= & x^{\prime} \cos \theta+y^{\prime} \sin \theta  \tag{7}\\
y= & -x^{\prime} \sin \theta+y^{\prime} \cos \theta  \tag{8}\\
x y= & -x^{\prime 2} \cos \theta \sin \theta+x^{\prime} y^{\prime}\left(\cos ^{2} \theta-\sin ^{2} \theta\right) \\
& +y^{\prime 2} \cos \theta \sin \theta  \tag{9}\\
x^{2}= & x^{\prime 2} \cos ^{2} \theta+2 x^{\prime} y^{\prime} \cos \theta \sin \theta+y^{\prime 2} \sin ^{2} \theta  \tag{10}\\
y^{2}= & -x^{\prime 2} \sin ^{2} \theta-2 x^{\prime} y^{\prime} \sin \theta \cos \theta+y^{\prime 2} \cos ^{2} \theta . \tag{11}
\end{align*}
$$

Plugging these into (1) gives

$$
\begin{align*}
& a\left(x^{\prime 2} \cos ^{2} \theta+2 x^{\prime} y^{\prime} \cos \theta+y^{\prime 2} \sin ^{2} \theta\right) \\
& \quad+2 b\left(x^{\prime} \cos \theta+y^{\prime} \sin \theta\right)\left(-x^{\prime} \sin \theta+y^{\prime} \cos \theta\right) \\
& \quad+c\left(x^{\prime 2} \sin ^{2} \theta-2 x^{\prime} y^{\prime} \cos \theta \sin \theta+y^{\prime 2} \cos ^{2} \theta\right) \\
& \quad+2 d\left(x^{\prime} \cos \theta+y^{\prime} \sin \theta\right) \\
& \quad+2 f\left(-x^{\prime} \sin \theta+y^{\prime} \cos \theta\right)+g=0 \tag{12}
\end{align*}
$$

Rewriting,

$$
\begin{align*}
& a\left(x^{\prime 2} \cos ^{2} \theta+2 x^{\prime} y^{\prime} \cos \theta+y^{\prime 2} \sin ^{2} \theta\right) \\
& +2 b\left(-x^{2} \cos ^{2} \theta \sin \theta-x y \sin ^{2} \theta+x y \cos ^{2} \theta+y^{2} \cos \theta \sin \theta\right) \\
& \quad+c\left(x^{\prime 2} \sin ^{2} \theta-2 x^{\prime} y^{\prime} \cos \theta \sin \theta+y^{\prime 2} \cos ^{2} \theta\right) \\
& \quad+2 d\left(x^{\prime} \cos \theta+y^{\prime} \sin \theta\right) \\
& \quad+2 f\left(-x^{\prime} \sin \theta+y^{\prime} \cos \theta\right)+g=0 \tag{13}
\end{align*}
$$

Grouping terms,

$$
\begin{align*}
& x^{\prime 2}\left(a \cos ^{2} \theta+c \sin ^{2} \theta-2 b \cos \theta \sin \theta\right) \\
& \quad+x^{\prime} y^{\prime}\left[2 a \cos \theta \sin \theta-2 c \sin \theta \cos \theta+2 b\left(\cos ^{2} \theta-\sin ^{2} \theta\right)\right] \\
& \quad+y^{\prime 2}\left(a \sin ^{2} \theta+c \cos ^{2} \theta+2 b \cos \theta \sin \theta\right) \\
& \quad+x^{\prime}(2 d \cos \theta-2 f \sin \theta)+y^{\prime}(-2 d \sin \theta+2 f \cos \theta) \\
& \quad+g=0 . \tag{14}
\end{align*}
$$

Comparing the Coefficients with (1) gives an equation of the form

$$
\begin{equation*}
a^{\prime} x^{\prime 2}+2 b^{\prime} x^{\prime} y^{\prime}+c^{\prime} y^{\prime 2}+2 d^{\prime} x^{\prime}+2 f^{\prime} y^{\prime}+g^{\prime}=0 \tag{15}
\end{equation*}
$$

where the new CoEfficients are

$$
\begin{align*}
a^{\prime} & =a \cos ^{2} \theta-2 b \cos \theta \sin \theta+c \sin ^{2} \theta  \tag{16}\\
b^{\prime} & =b\left(\cos ^{2} \theta-\sin ^{2} \theta\right)+(a-c) \sin \theta \cos \theta  \tag{17}\\
c^{\prime} & =a \sin ^{2} \theta+2 b \sin \theta \cos \theta+c \cos ^{2} \theta  \tag{18}\\
d^{\prime} & =d \cos \theta-f \sin \theta  \tag{19}\\
f^{\prime} & =-d \sin \theta+f \cos \theta  \tag{20}\\
g^{\prime} & =g . \tag{21}
\end{align*}
$$

The cross term $2 b^{\prime} x^{\prime} y^{\prime}$ can therefore be made to vanish by setting

$$
\begin{align*}
b^{\prime} & =b\left(\cos ^{2} \theta-\sin ^{2} \theta\right)-(c-a) \sin \theta \cos \theta \\
& =b \cos (2 \theta)-\frac{1}{2}(c-a) \sin (2 \theta)=0 \tag{22}
\end{align*}
$$

For $b^{\prime}$ to be zero, it must be true that

$$
\begin{equation*}
\cot (2 \theta)=\frac{c-a}{2 b} \equiv K \tag{23}
\end{equation*}
$$

The other components are then given with the aid of the identity

$$
\begin{equation*}
\cos \left[\cot ^{-1}(x)\right]=\frac{x}{\sqrt{1+x^{2}}} \tag{24}
\end{equation*}
$$

by defining

$$
\begin{equation*}
L \equiv \frac{K}{\sqrt{1+K^{2}}} \tag{25}
\end{equation*}
$$

so

$$
\begin{align*}
& \sin \theta=\sqrt{\frac{1-L}{2}}  \tag{26}\\
& \cos \theta=\sqrt{\frac{1+L}{2}} . \tag{27}
\end{align*}
$$

Rotating by an angle

$$
\begin{equation*}
\theta=\frac{1}{2} \cot ^{-1}\left(\frac{c-a}{2 b}\right) \tag{28}
\end{equation*}
$$

therefore transforms (1) into

$$
\begin{equation*}
a^{\prime} x^{\prime 2}+c^{\prime} y^{\prime 2}+2 d^{\prime} x^{\prime}+2 f^{\prime} y^{\prime}+g^{\prime}=0 . \tag{29}
\end{equation*}
$$

Completing the Square,

$$
\begin{gather*}
a^{\prime}\left(x^{\prime 2}+\frac{2 d^{\prime}}{a^{\prime}} x\right)+c^{\prime}\left(y^{\prime 2}+\frac{2 f^{\prime}}{c^{\prime}} y^{\prime}\right)+g^{\prime}=0  \tag{30}\\
a^{\prime}\left(x^{\prime}+\frac{d^{\prime}}{a^{\prime}}\right)^{2}+c^{\prime}\left(y^{\prime}+\frac{f^{\prime}}{c^{\prime}}\right)^{2}=-g^{\prime}+\frac{d^{\prime 2}}{a^{\prime}}+\frac{f^{\prime 2}}{c^{\prime}} \tag{31}
\end{gather*}
$$

Defining $x^{\prime \prime} \equiv x^{\prime}+d^{\prime} / a^{\prime}, y^{\prime \prime} \equiv y^{\prime}+f^{\prime} / c^{\prime}$, and $g^{\prime \prime} \equiv$ $-g^{\prime}+d^{2} / a^{\prime}+f^{\prime 2} / c^{\prime}$ gives

$$
\begin{equation*}
a^{\prime} x^{\prime \prime 2}+c^{\prime} y^{\prime \prime 2}=g^{\prime \prime} \tag{32}
\end{equation*}
$$

If $g^{\prime \prime} \neq 0$, then divide both sides by $g^{\prime \prime}$. Defining $a^{\prime \prime} \equiv$ $a^{\prime} / g^{\prime \prime}$ and $c^{\prime \prime} \equiv c^{\prime} / g^{\prime \prime}$ then gives

$$
\begin{equation*}
a^{\prime \prime} x^{\prime \prime 2}+c^{\prime \prime} y^{\prime \prime 2}=1 \tag{33}
\end{equation*}
$$

Therefore, in an appropriate coordinate system, the general Conic SECTION can be written (dropping the primes) as

$$
\begin{cases}a x^{2}+c y^{2}=1 & a, c, g \neq 0  \tag{34}\\ a x^{2}+c y^{2}=0 & a, c \neq 0, g=0\end{cases}
$$

Consider an equation of the form $a x^{2}+2 b x y+c y^{2}=1$ where $b \neq 0$. Re-express this using $t_{1}$ and $t_{2}$ in the form

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2}=t_{1} x^{\prime 2}+t_{2} y^{\prime 2} \tag{35}
\end{equation*}
$$

Therefore, rotate the Coordinate System

$$
\left[\begin{array}{l}
x^{\prime}  \tag{36}\\
y^{\prime}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

so

$$
\begin{align*}
a x^{2}+ & 2 b x y+c y^{2}=t_{1} x^{\prime 2}+t_{2} y^{\prime 2} \\
= & t_{1}\left(x^{2} \cos ^{2} \theta+2 x y \cos \theta \sin \theta+y^{2} \sin ^{2} \theta\right) \\
& +t_{2}\left(x^{2} \sin ^{2} \theta-2 x y \sin \theta \cos \theta+y^{2} \cos ^{2} \theta\right) \\
= & x^{2}\left(t_{1} \cos ^{2} \theta+t_{2} \sin ^{2} \theta\right)+2 x y \cos \theta \sin \theta\left(t_{1}-t_{2}\right) \\
& +y^{2}\left(t_{1} \sin ^{2} \theta+t_{2} \cos ^{2} \theta\right) \tag{37}
\end{align*}
$$

and

$$
\begin{align*}
& a=t_{1} \cos ^{2} \theta+t_{2} \sin ^{2} \theta  \tag{38}\\
& b=\left(t_{1}-t_{2}\right) \cos \theta \sin \theta=\frac{1}{2}\left(t_{1}-t_{2}\right) \sin (2 \theta)  \tag{39}\\
& c=t_{1} \sin ^{2} \theta+t_{2} \cos ^{2} \theta \tag{40}
\end{align*}
$$

Therefore,

$$
\begin{align*}
a+c & =\left(t_{1} \cos ^{2} \theta+t_{2} \sin ^{2} \theta\right)+\left(t_{1} \sin ^{2} \theta+t_{2} \cos ^{2} \theta\right) \\
& =t_{1}+t_{2}  \tag{41}\\
a-c & =t_{1} \cos ^{2} \theta+t_{2} \sin ^{2} \theta-t_{1} \sin ^{2} \theta+t_{2} \cos ^{2} \theta \\
& =\left(t_{1}-t_{2}\right)\left(\cos ^{2} \theta-\sin ^{2} \theta\right)=\left(t_{1}-t_{2}\right) \cos (2 \theta) . \tag{42}
\end{align*}
$$

From (41) and (42),

$$
\begin{equation*}
\frac{a-c}{b}=\frac{\left(t_{1}-t_{2}\right) \cos (2 \theta)}{\frac{1}{2}\left(t_{1}-t_{2}\right) \sin (2 \theta)}=2 \cot (2 \theta) \tag{43}
\end{equation*}
$$

the same angle as before. But

$$
\begin{align*}
\cos (2 \theta) & =\cos \left[\cot ^{-1}\left(\frac{a-c}{2 b}\right)\right] \\
& =\cos \left[\tan ^{-1}\left(\frac{2 b}{a-c}\right)\right] \\
& =\frac{1}{\sqrt{1+\left(\frac{2 b}{a-c}\right)^{2}}} \tag{44}
\end{align*}
$$

so

$$
\begin{equation*}
a-c=\frac{t_{1}-t_{2}}{\sqrt{1+\left(\frac{2 b}{a-c}\right)^{2}}} . \tag{45}
\end{equation*}
$$

Rewriting and copying (41),

$$
\begin{align*}
t_{1}-t_{2} & =(a-c) \sqrt{1+\left(\frac{2 b}{a-c}\right)^{2}} \\
& =\sqrt{(a-c)^{2}+4 b^{2}}  \tag{46}\\
t_{1}+t_{2} & =a+c \tag{47}
\end{align*}
$$

Adding (46) and (47) gives

$$
\begin{align*}
& t_{1}=\frac{1}{2}\left[a+c+\sqrt{(a-c)^{2}+4 b^{2}}\right]  \tag{48}\\
& t_{2}=a+c-t_{1}=\frac{1}{2}\left[a+c-\sqrt{(a-c)^{2}+4 b^{2}}\right] \tag{49}
\end{align*}
$$

Note that these Roots can also be found from

$$
\begin{equation*}
\left(t-t_{1}\right)\left(t-t_{2}\right)=t^{2}-t\left(t_{1}+t_{2}\right)+t_{1} t_{2}=0 \tag{50}
\end{equation*}
$$

$$
\begin{align*}
t^{2}- & t(a+c)+\frac{1}{4}\left\{(a+c)^{2}-\left[(a-c)^{2}+4 b^{2}\right]\right\} \\
& =t^{2}-t(a+c) \\
& +\frac{1}{4}\left[a^{2}+2 a c+c^{2}-a^{2}+2 a c-c^{2}-4 b^{2}\right] \\
= & t^{2}-t(a+c)+\left(a c-b^{2}\right)=(a-t)(c-t)-b^{2} \\
= & \left|\begin{array}{cc}
a-t & b \\
b & c-t
\end{array}\right|=(a-t)(c-t)-b^{2}=0 \tag{51}
\end{align*}
$$

The original problem is therefore equivalent to looking for a solution to

$$
\left[\begin{array}{ll}
a & b \\
b & c
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=t\left[\begin{array}{l}
x \\
y
\end{array}\right]
$$

$$
\left[\begin{array}{ll}
a x & b x  \tag{53}\\
b y & c y
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=t\left[\begin{array}{l}
x^{2} \\
y^{2}
\end{array}\right]
$$

which gives the simultaneous equations

$$
\left\{\begin{array}{l}
a x^{2}+b x y=t x^{2}  \tag{54}\\
b x y+c y^{2}=t y^{2}
\end{array}\right.
$$

Let $\mathbf{X}$ be any point $(x, y)$ with old coordinates and ( $x^{\prime}, y^{\prime}$ ) be its new coordinates. Then

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2}=t_{+} x^{\prime 2}+t_{-} y^{\prime 2}=1 \tag{55}
\end{equation*}
$$

and

$$
\begin{align*}
& x^{\prime}=\hat{\mathbf{X}}_{+} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right]  \tag{56}\\
& y^{\prime}=\hat{\mathbf{X}}_{-} \cdot\left[\begin{array}{l}
x \\
y
\end{array}\right] . \tag{57}
\end{align*}
$$

If $t_{+}$and $t_{-}$are both $>0$, the curve is an Ellipse. If $t_{+}$and $t_{-}$are both $<0$, the curve is empty. If $t_{+}$and $t_{-}$have opposite Signs, the curve is a Hyperbola. If either is 0 , the curve is a Parabola.

To find the general form of a quadratic curve in Polar Coordinates (as given, for example, in Moulton 1970), plug $x=r \cos \theta$ and $y=r \sin \theta$ into (1) to obtain

$$
\begin{align*}
a r^{2} \cos ^{2} \theta+2 b r^{2} \cos \theta & \sin \theta+c r^{2} \sin ^{2} \theta \\
& +2 d r \cos \theta+2 f r \sin \theta+g=0 \tag{58}
\end{align*}
$$

$$
\begin{align*}
\left(a \cos ^{2} \theta+2 b \cos \theta\right. & \left.\sin \theta+c \sin ^{2} \theta\right) \\
& +\frac{2}{r}(d \cos \theta+f \sin \theta)+\frac{g}{r^{2}}=0 \tag{59}
\end{align*}
$$

Define $u \equiv 1 / r$. For $g \neq 0$, we can divide through by $2 g$,

$$
\begin{align*}
\frac{1}{2} u^{2}+ & \frac{1}{g}(d \cos \theta+f \sin \theta) u \\
& +\frac{1}{2 g}\left(a \cos ^{2} \theta+2 b \cos \theta \sin \theta+c \sin ^{2} \theta\right)=0 \tag{60}
\end{align*}
$$

Applying the Quadratic Formula gives

$$
\begin{equation*}
u=-\frac{d}{g} \cos \theta-\frac{f}{g} \sin \theta \pm \sqrt{R} \tag{61}
\end{equation*}
$$

where

$$
\begin{align*}
R \equiv & \frac{(d \cos \theta+f \sin \theta)^{2}}{g^{2}} \\
& -4\left(\frac{1}{2}\right)\left(\frac{1}{2 g}\right)\left(a \cos ^{2} \theta+2 b \cos \theta \sin \theta+c \sin ^{2} \theta\right) \\
= & \frac{d^{2}}{g^{2}} \cos ^{2} \theta+\frac{2 d f}{g^{2}} \cos \theta \sin \theta+\frac{f^{2}}{g^{2}} \sin ^{2} \theta \\
& -\frac{1}{g}\left(a \cos ^{2} \theta+2 b \cos \theta \sin \theta+c \sin ^{2} \theta\right) \tag{62}
\end{align*}
$$

Using the trigonometric identities

$$
\begin{align*}
\sin ^{2} \theta & =1-\cos ^{2} \theta  \tag{63}\\
\sin (2 \theta) & =2 \sin \theta \cos \theta \tag{64}
\end{align*}
$$

it follows that

$$
\begin{align*}
R= & \left(\frac{d^{2}}{g^{2}}-\frac{a}{g}-\frac{f^{2}}{g^{2}}+\frac{c}{g}\right) \cos ^{2} \theta \\
& +\left(\frac{d f}{g^{2}}-\frac{b}{g}\right) \sin (2 \theta)+\left(\frac{f^{2}}{g^{2}}-\frac{c}{g}\right) \\
= & \frac{1}{2}\left[1+\cos (2 \theta) \frac{d^{2}-a g-f^{2}+c g}{g^{2}}\right. \\
& +\sin (2 \theta)\left(\frac{d f-b g}{g^{2}}\right)+\frac{f^{2}-c g}{g^{2}} \\
= & \frac{d^{2}-a g-f^{2}+c g}{2 g^{2}} \cos (2 \theta)+\frac{d f-b g}{g^{2}} \sin (2 \theta) \\
& +\frac{d^{2}-a g-f^{2}+c g+2 f^{2}-2 c g}{2 g^{2}} . \tag{65}
\end{align*}
$$

Defining

$$
\begin{align*}
A & \equiv-\frac{f}{g}  \tag{66}\\
B & \equiv-\frac{d}{g}  \tag{67}\\
C & \equiv \frac{d f-b g}{g^{2}}  \tag{68}\\
D & \equiv \frac{d^{2}-f^{2}+c g-a g}{2 g^{2}}  \tag{69}\\
E & \equiv \frac{d^{2}+f^{2}-a g-c g}{2 g^{2}} \tag{70}
\end{align*}
$$

then gives the equation
$u \equiv \frac{1}{r}=A \sin \theta+B \cos \theta \pm \sqrt{C \sin (2 \theta)+D \cos (2 \theta)+E}$
(Moulton 1970). If $g=0$, then (59) becomes instead

$$
\begin{equation*}
u \equiv \frac{1}{r}=-\frac{a \cos ^{2} \theta+2 b \cos \theta \sin \theta+c \sin ^{2} \theta}{2(d \cos \theta+f \sin \theta)} \tag{72}
\end{equation*}
$$

Therefore, the general form of a quadratic curve in polar coordinates is given by

$$
u= \begin{cases}A \sin \theta+B \cos \theta & \text { for } g \neq 0  \tag{73}\\ \pm \sqrt{C \sin (2 \theta)+D \cos (2 \theta)+E} & \\ -\frac{a \cos ^{2} \theta+2 b \cos \theta \sin \theta+c \sin ^{2} \theta}{2(d \cos \theta+f \sin \theta)} & \text { for } g=0 .\end{cases}
$$

see also Conic Section, Discriminant (Quadratic Curve), Elliptic Curve
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## Quadratic Effect

see Prime Quadratic Effect

## Quadratic Equation

A quadratic equation is a second-order Polynomial

$$
\begin{equation*}
a x^{2}+b x+c=0 \tag{1}
\end{equation*}
$$

with $a \neq 0$. The roots $x$ can be found by Completing the Square:

$$
\begin{gather*}
x^{2}+\frac{b}{a} x=-\frac{c}{a}  \tag{2}\\
\left(x+\frac{b}{2 a}\right)^{2}=-\frac{c}{a}+\frac{b^{2}}{4 a^{2}}=\frac{b^{2}-4 a c}{4 a^{2}}  \tag{3}\\
x+\frac{b}{2 a}=\frac{ \pm \sqrt{b^{2}-4 a c}}{2 a} \tag{4}
\end{gather*}
$$

Solving for $x$ then gives

$$
\begin{equation*}
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} \tag{5}
\end{equation*}
$$

This is the Quadratic Formula.
An alternate form is given by dividing (1) through by $x^{2}$ :

$$
\begin{gather*}
a+\frac{b}{x}+\frac{c}{x^{2}}=0  \tag{6}\\
c\left(\frac{1}{x^{2}}+\frac{b}{c x}\right)+a=0  \tag{7}\\
c\left(\frac{1}{x}+\frac{b}{2 c}\right)^{2}=c\left(\frac{b}{2 c}\right)^{2}-a=\frac{b^{2}}{4 c}-\frac{4 a c}{4 c}=\frac{b^{2}-4 a c}{4 c} \tag{8}
\end{gather*}
$$

Therefore,

$$
\begin{align*}
& \frac{1}{x}+\frac{b}{2 c}= \pm \frac{\sqrt{b^{2}-4 a c}}{2 c}  \tag{9}\\
& \frac{1}{x}=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 c}  \tag{10}\\
& x=\frac{2 c}{-b \pm \sqrt{b^{2}-4 a c}} \tag{11}
\end{align*}
$$

This form is helpful if $b^{2} \gg 4 a c$, in which case the usual form of the Quadratic Formula can give inaccurate numerical results for one of the Roots. This can be avoided by defining

$$
\begin{equation*}
q \equiv-\frac{1}{2}\left\lfloor b+\operatorname{sgn}(b) \sqrt{b^{2}-4 a c}\right\rfloor \tag{12}
\end{equation*}
$$

so that $b$ and the term under the Square Root sign always have the same sign. Now, if $b>0$, then

$$
\begin{gather*}
q=-\frac{1}{2}\left(b+\sqrt{b^{2}-4 a c}\right)  \tag{13}\\
\frac{1}{q}=\frac{-2}{b+\sqrt{b^{2}-4 a c}} \frac{b-\sqrt{b^{2}-4 a c}}{b-\sqrt{b^{2}-4 a c}}=\frac{-2\left(b-\sqrt{b^{2}-4 a c}\right)}{b^{2}-\left(b^{2}-4 a c\right)} \\
=\frac{-2\left(b-\sqrt{b^{2}-4 a c}\right)}{4 a c}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a c} \tag{14}
\end{gather*}
$$

so

$$
\begin{align*}
& x_{1} \equiv \frac{q}{a}=\frac{-b-\sqrt{b^{2}-4 a c}}{2 a}  \tag{15}\\
& x_{2} \equiv \frac{c}{q}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a} . \tag{16}
\end{align*}
$$

Similarly, if $b<0$, then

$$
\begin{equation*}
q=-\frac{1}{2}\left(b-\sqrt{b^{2}-4 a c}\right)=\frac{1}{2}\left(-b+\sqrt{b^{2}-4 a c}\right) \tag{17}
\end{equation*}
$$

$$
\begin{align*}
\frac{1}{q} & =\frac{2}{-b+\sqrt{b^{2}-4 a c}} \frac{b+\sqrt{b^{2}-4 a c}}{b+\sqrt{b^{2}-4 a c}}=\frac{2\left(b+\sqrt{b^{2}-4 a c}\right)}{-b^{2}+\left(b^{2}-4 a c\right)} \\
& =\frac{b+\sqrt{b^{2}-4 a c}}{-2 a c}=\frac{-b-\sqrt{b^{2}-4 a c}}{2 a c}, \tag{18}
\end{align*}
$$

So

$$
\begin{align*}
& x_{1} \equiv \frac{q}{a}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a}  \tag{19}\\
& x_{2} \equiv \frac{c}{q}=\frac{-b-\sqrt{b^{2}-4 a c}}{2 a} . \tag{20}
\end{align*}
$$

Therefore, the Roots are always given by $x_{1}=q / a$ and $x_{2}=c / q$.
see also Carlyle Circle, Conic Section, Cubic Equation, Quartic Equation, Quintic Equation, Sextic Equation
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## Quadratic Field

An Algebraic Integer of the form $a+b \sqrt{D}$ where $D$ is SQuarefree forms a quadratic field and is denoted $\mathbb{Q}(\sqrt{D})$. If $D>0$, the field is called a Real Quadratic Field, and if $D<0$, it is called an Imaginary Quadratic Field. The integers in $\mathbb{Q}(\sqrt{1})$ are simply called "the" Integers. The integers in $\mathbb{Q}(\sqrt{-1})$ are called Gaussian Integers, and the integers in $\mathbb{Q}(\sqrt{-3})$ are called Eisenstein Integers. The AlGEBRAIC INTEGERS in an arbitrary quadratic field do
not necessarily have unique factorizations. For example, the fields $\mathbb{Q}(\sqrt{-5})$ and $\mathbb{Q}(\sqrt{-6})$ are not uniquely factorable, since

$$
\begin{gather*}
21=3 \cdot 7=(1+2 \sqrt{-5})(1-2 \sqrt{-5})  \tag{1}\\
6=-\sqrt{6}(\sqrt{-6})=2 \cdot 3 \tag{2}
\end{gather*}
$$

although the above factors are all primes within these fields. All other quadratic fields $\mathbb{Q}(\sqrt{D})$ with $|D| \leq 7$ are uniquely factorable.

Quadratic fields obey the identities

$$
\begin{gather*}
(a+b \sqrt{D}) \pm(c+d \sqrt{D})=(a \pm c)+(b \pm d) \sqrt{D}  \tag{3}\\
(a+b \sqrt{D})(c+d \sqrt{D})=(a c+b d D)+(a d+b c) \sqrt{D} \tag{4}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{a+b \sqrt{D}}{c+d \sqrt{D}}=\frac{a c-b d D}{c^{2}-d^{2} D}+\frac{b c-a d}{c^{2}-d^{2} D} \sqrt{D} \tag{5}
\end{equation*}
$$

The Integers in the real field $\mathbb{Q}(\sqrt{D})$ are of the form $r+s \rho$, where

$$
\rho= \begin{cases}\sqrt{D} & \text { for } D \equiv 2 \text { or } D \equiv 3(\bmod 4)  \tag{6}\\ \frac{1}{2}(-1+\sqrt{D}) & \text { for } D \equiv 1(\bmod 4) .\end{cases}
$$

There exist 22 quadratic fields in which there is a EUclidean Algorithm (Inkeri 1947).
see also Algebraic Integer, Eisenstein Integer, Gaussian Integer, Imaginary Quadratic Field, Integer, Number Field, Real Quadratic Field
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## Quadratic Form

A quadratic form involving $n$ REAL variables $x_{1}, x_{2}, \ldots$, $x_{n}$ associated with the $n \times n$ MATRIX $\mathrm{A}=a_{i j}$ is given by

$$
\begin{equation*}
Q\left(x_{1}, x_{2}, \ldots, x_{n}\right)=a_{i j} x_{i} x_{j} \tag{1}
\end{equation*}
$$

where Einstein Summation has been used. Letting $\mathbf{x}$ be a Vector made up of $x_{1}, \ldots, x_{n}$ and $\mathbf{x}^{T}$ the Transpose, then

$$
\begin{equation*}
Q(\mathbf{x})=\mathbf{x}^{\mathrm{T}} \mathrm{~A} \mathbf{x} \tag{2}
\end{equation*}
$$

equivalent to

$$
\begin{equation*}
Q(\mathbf{x})=(\mathbf{x}, \mathbf{A} \mathbf{x}) \tag{3}
\end{equation*}
$$

in Inner Product notation. A Binary Quadratic FORM has the form

$$
\begin{equation*}
Q(x, y)=a_{11} x^{2}+2 a_{12} x y+a_{22} y^{2} \tag{4}
\end{equation*}
$$

It is always possible to express an arbitrary quadratic form

$$
\begin{equation*}
Q(\mathbf{x})=\alpha_{i j} x_{i} x_{j} \tag{5}
\end{equation*}
$$

in the form

$$
\begin{equation*}
Q(\mathbf{x})=(\mathbf{x}, \mathbf{A} \mathbf{x}) \tag{6}
\end{equation*}
$$

where $\mathrm{A}=a_{i i}$ is a Symmetric Matrix given by

$$
a_{i j}= \begin{cases}\alpha_{i i} & i=j  \tag{7}\\ \frac{1}{2}\left(\alpha_{i j}+\alpha_{j i}\right) & i \neq j\end{cases}
$$

Any Real quadratic form in $n$ variables may be reduced to the diagonal form

$$
\begin{equation*}
Q(\mathbf{x})=\lambda_{1} x_{1}^{2}+\lambda_{2} x_{2}^{2}+\ldots+\lambda_{n} x_{n}^{2} \tag{8}
\end{equation*}
$$

with $\lambda_{1} \geq \lambda_{2} \geq \ldots \geq \lambda_{n}$ by a suitable orthogonal point-transformation. Also, two real quadratic forms are equivalent under the group of linear transformations Iff they have the same Rank and Signature.
see also Disconnected Form, Indefinite Quadratic Form, Inner Product, Integer-Matrix Form, Positive Definite Quadratic Form, Positive Semidefinite Quadratic Form, Rank (Quadratic Form), Signature (Quadratic Form), SylVESTER'S Inertia Law

## References

Buell, D. A. Binary Quadratic Forms: Classical Theory and Modern Computations. New York: Springer-Verlag, 1989.
Conway, J. H. and Fung, F. Y. The Sensual (Quadratic) Form. Washington, DC: Math. Assoc. Amer., 1998.
Gradshteyn, I. S. and Ryzhik, I. M. Tables of Integrals, Series, and Products, 5th ed. San Diego, CA: Academic Press, pp. 1104-106, 1979.
Lam, T. Y. The Algebraic Theory of Quadratic Forms. Reading, MA: W. A. Benjamin, 1973.

## Quadratic Formula

The formula giving the Roots of a Quadratic EquaTION

$$
\begin{equation*}
a x^{2}+b x+c=0 \tag{1}
\end{equation*}
$$

as

$$
\begin{equation*}
x=\frac{-b \pm \sqrt{b^{2}-4 a c}}{2 a} \tag{2}
\end{equation*}
$$

An alternate form is given by

$$
\begin{equation*}
x=\frac{2 c}{-b \pm \sqrt{b^{2}-4 a c}} \tag{3}
\end{equation*}
$$

see also Quadratic Equation

## Quadratic Integral

To compute integral of the form

$$
\begin{equation*}
\int \frac{d x}{a+b x+c x^{2}} \tag{1}
\end{equation*}
$$

Complete the Square in the Denominator to obtain

$$
\begin{equation*}
\int \frac{d x}{a+b x+c x^{2}}=\frac{1}{c} \int \frac{d x}{\left(x+\frac{b}{2 c}\right)^{2}+\left(\frac{a}{c}-\frac{b^{2}}{4 c^{2}}\right)} \tag{2}
\end{equation*}
$$

Let $u \equiv x+b / 2 c$. Then define

$$
\begin{equation*}
-A^{2} \equiv \frac{a}{c}-\frac{b^{2}}{4 c^{2}}=\frac{1}{4 c^{2}}\left(4 a c-b^{2}\right) \equiv \frac{1}{4 c^{2}} q, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
q \equiv 4 a c-b^{2} \tag{4}
\end{equation*}
$$

is the Negative of the Discriminant. If $q<0$, then

$$
\begin{equation*}
A=\frac{1}{2 c} \sqrt{-q} . \tag{5}
\end{equation*}
$$

Now use Partial Fraction Decomposition,

$$
\begin{gather*}
\frac{1}{c} \int \frac{d u}{(u+A)(u-A)}=\frac{1}{c} \int\left(\frac{A_{1}}{u+A}+\frac{A_{2}}{u-A}\right) d u  \tag{6}\\
\begin{aligned}
\left(\frac{A_{1}}{u+A}+\frac{A_{2}}{u-A}\right) & =\frac{A_{1}(u-A)+A_{2}(u+A)}{u^{2}-A^{2}} \\
& =\frac{\left(A_{1}+A_{2}\right) u+A\left(A_{2}-A_{1}\right)}{u^{2}-A^{2}},
\end{aligned}
\end{gather*}
$$

so $A_{2}+A_{1}=0 \Rightarrow A_{2}=-A_{1}$ and $A\left(A_{2}-A_{1}\right)=$ $-2 A A_{1}=1 \Rightarrow A_{1}=-1 /(2 A)$. Plugging these in,

$$
\begin{align*}
\frac{1}{c} & \int\left(-\frac{1}{2 A} \frac{1}{u+A}+\frac{1}{2 A} \frac{1}{u-A}\right) d u \\
& =\frac{1}{2 A c}[-\ln (u+A)+\ln (u-A)] \\
& =\frac{1}{2 A c} \ln \left(\frac{u-A}{u+A}\right) \\
& =\frac{1}{2\left(\frac{1}{2 c}\right) \sqrt{-q} c} \ln \left(\frac{x+\frac{b}{2 c}-\frac{1}{2 c} \sqrt{-q}}{x+\frac{b}{2 c}+\frac{1}{2 c} \sqrt{-q}}\right) \\
& =\frac{1}{\sqrt{-q}} \ln \left(\frac{2 c x+b-\sqrt{-q}}{2 c x+b+\sqrt{-q}}\right) \tag{8}
\end{align*}
$$

for $q<0$. Note that this integral is also tabulated in Gradshteyn and Ryzhik (1979, equation 2.172), where it is given with a sign flipped.
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## Quadratic Invariant

Given the Binary Quadratic Form

$$
\begin{equation*}
a x^{2}+2 b x y+c y^{2} \tag{1}
\end{equation*}
$$

with Discriminant $b^{2}-a c$, let

$$
\begin{align*}
& x=p X+q Y  \tag{2}\\
& y=r X+s Y \tag{3}
\end{align*}
$$

Then

$$
\begin{align*}
a(p X+q Y)^{2}+2 b(p X+ & q Y)(r X+s Y)+c(r X+s Y)^{2} \\
& =A X^{2}+2 B X Y+C Y^{2} \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
& A=a p^{2}+2 b p r+c r^{2}  \tag{5}\\
& B=a p q+b(p s+q r)+c r s  \tag{6}\\
& C=a q^{2}+2 b q s+c s^{2} \tag{7}
\end{align*}
$$

so

$$
\begin{align*}
B^{2}- & A C=\left[a^{2} p^{2} q^{2}+b^{2}(p s+q r)^{2}+c^{2} r^{2} s^{2}\right. \\
& +2 a b p q(p s+q r)+2 a c p q r s+2 b c r s(p s+q r)] \\
& -\left(a p^{2}+2 b p r+c r^{2}\right)\left(a q^{2}+2 b q s+c s^{2}\right) \\
= & a^{2} p^{2} q^{2}+b^{2} p^{2} s^{2}+2 b^{2} p q r s+b^{2} q^{2} r^{2}+c^{2} r^{2} s^{2} \\
& +2 a b p^{2} q s+2 a b p q^{2} r+2 a c p q r s+2 b c p r s^{2}+2 b c q r^{2} s \\
& -a^{2} p^{2} q^{2}-2 a b p^{2} q s-a c p^{2} s^{2}-2 a b p q^{2} r-4 b^{2} p q r s \\
& -2 b c p r s^{2}-a c q^{2} r^{2}-2 b c q r^{2} s-c^{2} r^{2} s^{2} \\
= & b^{2} p^{2} s^{2}-2 b^{2} p q r s+b^{2} q^{2} r^{2}+2 a c p q r s-a c p^{2} s^{2} \\
& -a c q^{2} r^{2} \\
= & p^{2} s^{2}\left(b^{2}-a c\right)+q^{2} r^{2}\left(b^{2}-a c\right)-2 p q r s\left(b^{2}-a c\right) \\
= & \left(b^{2}-a c\right)\left(p^{2} s^{2}-2 p q r s+q^{2} r^{2}\right) \\
= & (p s-r q)^{2}\left(b^{2}-a c\right) . \tag{8}
\end{align*}
$$

Surprisingly, this is the same discriminant as before, but multiplied by the factor $(p s-r q)^{2}$. The quantity $p s-r q$ is called the Modulus.
see also Algebraic Invariant

## Quadratic Irrational Number

An Irrational Number of the form

$$
\frac{P \pm \sqrt{D}}{Q}
$$

where $P$ and $Q$ are Integers and $D$ is a SQUAREfree Integer. Quadratic irrational numbers are sometimes also called Quadratic Surds. In 1770, Lagrange proved that that any quadratic irrational has a CONTINued Fraction which is periodic after some point.
see also Continued Fraction, Quadratic Surd

## Quadratic Map

A 1-D MAP often called "the" quadratic map is defined by

$$
\begin{equation*}
x_{n+1}=x_{n}^{2}+c \tag{1}
\end{equation*}
$$

This is the real version of the complex map defining the Mandelbrot Set. The quadratic map is called attracting if the Jacobian $J<1$, and repelling if $J>1$. Fixed Points occur when

$$
\begin{gather*}
x^{(1)}=\left[x^{(1)}\right]^{2}+c  \tag{2}\\
\left(x^{(1)}\right)^{2}-x^{(1)}+c=0  \tag{3}\\
x_{ \pm}^{(1)}=\frac{1}{2}(1 \pm \sqrt{1-4 c}) . \tag{4}
\end{gather*}
$$

Period two Fixed Points occur when

$$
\begin{gather*}
x_{n+2}=x_{n+1}{ }^{2}+c=\left(x_{n}{ }^{2}+c\right)^{2}+c \\
=x_{n}{ }^{4}+2 c x_{n}{ }^{2}+\left(c^{2}+c\right)=x_{n}  \tag{5}\\
x^{4}+2 x^{2}-x+\left(c x^{2}+c\right)=\left(x^{2}-x+c\right)\left(x^{2}+x+1+c\right)=0  \tag{7}\\
x_{ \pm}^{(2)}=\frac{1}{2}[1 \pm \sqrt{1-4(1+c)}]=\frac{1}{2}(1 \pm \sqrt{-3-4 c}) . \tag{6}
\end{gather*}
$$

Period three Fixed Points occur when

$$
\begin{align*}
x^{6}+x^{5}+(3 c & +1) x^{4}+(2 c+1) x^{3}+\left(c^{2}+3 c+1\right) x^{2} \\
& +(c+1)^{2} x+\left(c^{3}+2 c^{2}+c+1\right)=0 . \tag{8}
\end{align*}
$$

The most general second-order 2-D MAP with an elliptic fixed point at the origin has the form

$$
\begin{align*}
x^{\prime} & =x \cos \alpha-y \sin \alpha+a_{20} x^{2}+a_{11} x y+a_{02} y^{2}  \tag{9}\\
y^{\prime} & =x \sin \alpha+y \cos \alpha+b_{20} x^{2}+b_{11} x y+b_{02} y^{2} . \tag{10}
\end{align*}
$$

The map must have a Determinant of 1 in order to be Area preserving, reducing the number of independent parameters from seven to three. The map can then be put in a standard form by scaling and rotating to obtain

$$
\begin{align*}
x^{\prime} & =x \cos \alpha-y \sin \alpha+x^{2} \sin \alpha  \tag{11}\\
y^{\prime} & =x \sin \alpha+y \cos \alpha-x^{2} \cos \alpha . \tag{12}
\end{align*}
$$

The inverse map is

$$
\begin{align*}
& x=x^{\prime} \cos \alpha+y^{\prime} \sin \alpha  \tag{13}\\
& y=-x^{\prime} \sin \alpha+y^{\prime} \cos \alpha+\left(x^{\prime} \cos \alpha+y^{\prime} \sin \alpha\right)^{2} \tag{14}
\end{align*}
$$

The Fixed Points are given by

$$
\begin{equation*}
x_{i}{ }^{2} \sin \alpha+2 x_{i} \cos \alpha-x_{i-1}-x_{i+1}=0 \tag{15}
\end{equation*}
$$

for $i=0, \ldots, n-1$.
see also Bogdanov Map, HÉnon Map, Logistic Map, Lozi Map, Mandelbrot Set

## Quadratic Mean

see Root-Mean-Square

## Quadratic Reciprocity Law <br> see Quadratic Reciprocity Theorem

## Quadratic Reciprocity Relations

$$
\begin{align*}
\left(\frac{-1}{p}\right) & =(-1)^{(p-1) / 2}  \tag{1}\\
\left(\frac{2}{p}\right) & =(-1)^{\left(p^{2}-1\right) / 8}  \tag{2}\\
\left(\frac{q}{p}\right) & =\left(\frac{p}{q}\right)(-1)^{[(p-1) / 2]](q-1) / 2]} \tag{3}
\end{align*}
$$

where $\left(\frac{p}{q}\right)$ is the Legendre Symbol. see also Quadratic Reciprocity Theorem

## Quadratic Reciprocity Theorem

Also called the Aureum Theorema (Golden TheoRem) by Gauss. If $p$ and $q$ are distinct Odd Primes, then the Congruences

$$
\begin{aligned}
x^{2} & \equiv q(\bmod p) \\
x^{2} & \equiv p(\bmod q)
\end{aligned}
$$

are both solvable or both unsolvable unless both $p$ and $q$ leave the remainder 3 when divided by 4 (in which case one of the Congruences is solvable and the other is not). Written symbolically,

$$
\left(\frac{p}{q}\right)\left(\frac{q}{p}\right)=(-1)^{(p-1)(q-1) / 4}
$$

where

$$
\left(\frac{p}{q}\right) \equiv \begin{cases}1 & \text { for } x^{2} \equiv p(\bmod q) \text { solvable for } x \\ -1 & \text { for } x^{2} \equiv p(\bmod q) \text { not solvable for } x\end{cases}
$$

is known as a Legendre Symbol. Legendre was the first to publish a proof, but it was fallacious. Gauss was the first to publish a correct proof. The quadratic reciprocity theorem was Gauss's favorite theorem from Number Theory, and he devised many proofs of it over his lifetime.
see also Jacobi Symbol, Kronecker Symbol, Legendre Symbol, Quadratic Residue, Reciprocity Theorem
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## Quadratic Recurrence

N.B. A detailed on-line essay by S. Finch was the starting point for this entry.
A quadratic recurrence is a Recurrence Relation on a SEQUENCE of numbers $\left\{x_{n}\right\}$ expressing $x_{n}$ as a second degree polynomial in $x_{k}$ with $k<n$. For example,

$$
\begin{equation*}
x_{n}=x_{n-1} x_{n-2} \tag{1}
\end{equation*}
$$

is a quadratic recurrence. Another simple example is

$$
\begin{equation*}
x_{n}=\left(x_{n-1}\right)^{2} \tag{2}
\end{equation*}
$$

with $x_{0}=2$, which has solution $x_{n}=2^{2^{n}}$. Another example is the number of "strongly" binary trees of height $\leq n$, given by

$$
\begin{equation*}
y_{n}=\left(y_{n-1}\right)^{2}+1 \tag{3}
\end{equation*}
$$

with $y_{0}=1$. This has solution

$$
\begin{equation*}
y_{n}=\left\lfloor c^{2^{n}}\right\rfloor \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
c=\exp \left[\sum_{j=0}^{\infty} 2^{-j-1} \ln \left(1+y_{j}^{-2}\right)\right]=1.502836801 \ldots \tag{5}
\end{equation*}
$$

and $\lfloor x\rfloor$ is the Floor Function (Aho and Sloane 1973). A third example is the closest strict underapproximation of the number 1 ,

$$
\begin{equation*}
S_{n}=\sum_{i=1}^{n} \frac{1}{z_{i}} \tag{6}
\end{equation*}
$$

where $1<z_{1}<\ldots<z_{n}$ are integers. The solution is given by the recurrence

$$
\begin{equation*}
z_{n}=\left(z_{n-1}\right)^{2}-z_{n-1}+1 \tag{7}
\end{equation*}
$$

with $z_{1}=2$. This has a closed solution as

$$
\begin{equation*}
z_{n}=\left\lfloor d^{2^{n}}+\frac{1}{2}\right\rfloor \tag{8}
\end{equation*}
$$

where

$$
\begin{array}{r}
d=\frac{1}{2} \sqrt{6} \exp \left\{\sum_{j=1}^{\infty} 2^{-j-1} \ln \left[1+\left(2 z_{j}-1\right)^{-2}\right]\right\} \\
=1.2640847353 \ldots \tag{9}
\end{array}
$$

(Aho and Sloane 1973). A final example is the wellknown recurrence

$$
\begin{equation*}
c_{n}=\left(c_{n-1}\right)^{2}-\mu \tag{10}
\end{equation*}
$$

with $c_{0}=0$ used to generate the Mandelbrot Set. see also Mandelbrot Set, Recurrence Relation
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## Quadratic Residue

If there is an INTEGER $x$ such that

$$
\begin{equation*}
x^{2} \equiv q(\bmod p) \tag{1}
\end{equation*}
$$

then $q$ is said to be a quadratic residue of $x \bmod p$. If not, $q$ is said to be a quadratic nonresidue of $x \bmod$ $p$. For example, $4^{2} \equiv 6(\bmod 10)$, so 6 is a quadratic residue $(\bmod 10)$. The entire set of quadratic residues $(\bmod 10)$ are given by $1,4,5,6$, and 9 , since
$1^{2} \equiv 1(\bmod 10) \quad 2^{2} \equiv 4(\bmod 10) \quad 3^{2} \equiv 9(\bmod 10)$
$4^{2} \equiv 6(\bmod 10) \quad 5^{2} \equiv 5(\bmod 10) \quad 6^{2} \equiv 6(\bmod 10)$
$7^{2} \equiv 9(\bmod 10) \quad 8^{2} \equiv 4(\bmod 10) \quad 9^{2} \equiv 1(\bmod 10)$
making the numbers $2,3,7$, and 8 the quadratic nonresidues (mod 10$)$.
A list of quadratic residues for $p \leq 29$ is given below (Sloane's A046071), with those numbers $<p$ not in the list being quadratic nonresidues of $p$.

| $p$ | Quadratic Residues |
| ---: | :--- |
| 1 | (none) |
| 2 | 1 |
| 3 | 1 |
| 4 | 1 |
| 5 | 1,4 |
| 6 | $1,3,4$ |
| 7 | $1,2,4$ |
| 8 | 1,4 |
| 9 | $1,4,7$ |
| 10 | $1,4,5,6,9$ |
| 11 | $1,3,4,5,9$ |
| 12 | $1,4,9$ |
| 13 | $1,3,4,9,10,12$ |
| 14 | $1,2,4,7,8,9,11$ |
| 15 | $1,4,6,9,10$ |
| 16 | $1,4,9$ |
| 17 | $1,2,4,8,9,13,15,16$ |
| 18 | $1,4,7,9,10,13,16$ |
| 19 | $1,4,5,6,7,9,11,16,17$ |
| 20 | $1,4,5,9,16$ |

The Units in the integers $(\bmod n), \mathbb{Z}_{n}$, which are SQUARES are the quadratic residues.

Given an Odd Prime $p$ and an Integer $a$, then the Legendre Symbol is given by

$$
\left(\frac{a}{p}\right)= \begin{cases}1 & \text { if } a \text { is a quadratic residue } \bmod p  \tag{2}\\ -1 & \text { otherwise }\end{cases}
$$

If

$$
\begin{equation*}
r^{(p-1) / 2} \equiv \pm 1(\bmod p) \tag{3}
\end{equation*}
$$

then $r$ is a quadratic residue ( + ) or nonresidue ( - ). This can be seen since if $r$ is a quadratic residue of $p$, then there exists a square $x^{2}$ such that $r \equiv x^{2}(\bmod p)$, so

$$
\begin{equation*}
r^{(p-1) / 2} \equiv\left(x^{2}\right)^{(p-1) / 2} \equiv x^{p-1}(\bmod p) \tag{4}
\end{equation*}
$$

and $x^{p-1}$ is congruent to $1(\bmod p)$ by Fermat's Little Theorem. $x$ is given by

$$
\left\{\begin{array}{l}
q^{k+1}(\bmod p)  \tag{5}\\
\quad \text { for } p=4 k+3 \\
q^{k+1}(\bmod p) \\
\quad \text { for } p=8 k+5 \text { and } q^{2 k+1} \equiv 1(\bmod p) \\
(4 q)^{k+1}\left(\frac{p+1}{2}\right)(\bmod p) \\
\quad \text { for } p=8 k+5 \text { and } q^{2 k+1} \equiv-1(\bmod p)
\end{array}\right.
$$

More generally, let $q$ be a quadratic residue modulo an Odd Prime $p$. Choose $h$ such that the Legendre SymbOL $\left(h^{2}-4 q / p\right)=-1$. Then defining

$$
\begin{align*}
& V_{1}=h  \tag{6}\\
& V_{2}=h^{2}-2 q  \tag{7}\\
& V_{i}=h V_{i-1}-q V_{i-2} \quad \text { for } i \geq 3 \tag{8}
\end{align*}
$$

gives

$$
\begin{align*}
V_{2 i} & =V_{i}^{2}-2 q^{i}  \tag{9}\\
V_{2 i+1} & =V_{i} V_{i+1}-h n^{i} \tag{10}
\end{align*}
$$

and a solution to the quadratic CONGRUENCE is

$$
\begin{equation*}
x=V_{(p+1) / 2}\left(\frac{p+1}{2}\right)(\bmod p) \tag{11}
\end{equation*}
$$

The following table gives the Primes which have a given number $d$ as a quadratic residue.

| $d$ | Primes |
| ---: | :--- |
| -6 | $24 k+1,5,7,11$ |
| -5 | $20 k+1,3,7,9$ |
| -3 | $6 k+1$ |
| -2 | $8 k+1,3$ |
| -1 | $4 k+1$ |
| 2 | $8 k \pm 1$ |
| 3 | $12 k \pm 1$ |
| 5 | $10 k \pm 1$ |
| 6 | $24 k \pm 1,5$ |

Finding the Continued Fraction of a Square Root $\sqrt{D}$ and using the relationship

$$
\begin{equation*}
Q_{n}=\frac{D-P_{n}^{2}}{Q_{n-1}} \tag{12}
\end{equation*}
$$

for the $n$th Convergent $P_{n} / Q_{n}$ gives

$$
\begin{equation*}
P_{n}^{2} \equiv-Q_{n} Q_{n-1}(\bmod D) \tag{13}
\end{equation*}
$$

Therefore, $-Q_{n} Q_{n-1}$ is a quadratic residue of $D$. But since $Q_{1}=1,-Q_{2}$ is a quadratic residue, as must be $-Q_{2} Q_{3}$. But since $-Q_{2}$ is a quadratic residue, so is $Q_{3}$, and we see that $(-1)^{n-1} Q_{n}$ are all quadratic residues of $D$. This method is not guaranteed to produce all quadratic residues, but can often produce several small ones in the case of large $D$, enabling $D$ to be factored.

The number of Squares $s(n)$ in $\mathbb{Z}_{n}$ is related to the number $q(n)$ of quadratic residues in $\mathbb{Z}_{n}$ by

$$
\begin{equation*}
q\left(p^{n}\right)=s\left(p^{n}\right)-s\left(p^{n-2}\right) \tag{14}
\end{equation*}
$$

for $n \geq 3$ (Stangl 1996). Both $q$ and $s$ are MUltiplicative Functions.
see also Euler's Criterion, Multiplicative Function, Quadratic Reciprocity Theorem, Riemann Hypothesis
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## Quadratic Sieve Factorization Method

A procedure used in conjunction with DIXON's FACTORization Method to factor large numbers. The $r \mathrm{~s}$ are chosen as

$$
\begin{equation*}
\lfloor\sqrt{n}\rfloor+k \tag{1}
\end{equation*}
$$

where $k=1,2, \ldots$ and $\lfloor x\rfloor$ is the Floor Function. We are then looking for factors $p$ such that

$$
\begin{equation*}
n \equiv r^{2}(\bmod p) \tag{2}
\end{equation*}
$$

which means that only numbers with Legendre SymBOL $(n / p)=1$ (less than $N=\pi(d)$ for trial divisor $d$ ) need be considered. The set of Primes for which this is true is known as the Factor Base. Next, the Congruences

$$
\begin{equation*}
x^{2} \equiv n(\bmod p) \tag{3}
\end{equation*}
$$

must be solved for each $p$ in the Factor Base. Finally, a sieve is applied to find values of $f(r)=r^{2}-n$
which can be factored completely using only the FACtor Base. Gaussian Elimination is then used as in Dixon's Factorization Method in order to find a product of the $f(r) \mathrm{s}$, yielding a Perfect Square.
The method requires about $\exp (\sqrt{\log n \log \log n})$ steps, improving on the Continued Fraction Factorization Algorithm by removing the 2 under the SQUARE Root (Pomerance 1996). The use of multiple PolynoMIALS gives a better chance of factorization, requires a shorter sieve interval, and is well-suited to parallel processing.
see also Prime Factorization Algorithms, Smooth Number
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## Quadratic Surd

see Quadratic Irrational Number

## Quadratic Surface

There are 17 standard-form quadratic surfaces. The general quadratic is written

$$
\begin{align*}
a x^{2}+b y^{2}+c z^{2}+2 f y z & +2 g z x+2 h x y \\
& +2 p x+2 q y+2 r z+d=0 \tag{1}
\end{align*}
$$

Define

$$
\begin{align*}
e & =\left[\begin{array}{lll}
a & h & g \\
h & b & f \\
g & f & c
\end{array}\right]  \tag{2}\\
E & =\left[\begin{array}{llll}
a & h & g & p \\
h & b & f & q \\
g & f & c & r \\
p & q & r & d
\end{array}\right]  \tag{3}\\
\rho_{3} & =\operatorname{rank} e  \tag{4}\\
\rho_{4} & =\operatorname{rank} E  \tag{5}\\
\Delta & =\operatorname{det} E \tag{6}
\end{align*}
$$

and $k_{1}, k_{2}$, as $k_{3}$ are the roots of

$$
\left|\begin{array}{ccc}
a-x & h & g  \tag{7}\\
h & b-x & f \\
g & f & c-x
\end{array}\right|=0
$$

Also define

$$
k \equiv \begin{cases}1 & \text { if the signs of nonzero } k s \text { are the same }  \tag{8}\\ 0 & \text { otherwise. }\end{cases}
$$

| Surface | E | $\rho_{3}$ | $\rho_{4}$ |  | $k$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| coincident planes | $x^{2}=0$ | 1 | 1 |  |  |
| ellipsoid ( $\Im$ ) | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=-1$ | 3 | 4 | + | 1 |
| ellipsoid (R) | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1$ | 3 | 4 | - | 1 |
| elliptic cone ( $\Im$ ) | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=0$ | 3 | 3 |  | 1 |
| elliptic cone ( $R$ ) | $z^{2}=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}$ | 3 | 3 |  | 0 |
| elliptic cylinder ( $\Im$ ) | $\frac{x^{2}}{a^{2}}+\frac{v^{2}}{b^{2}}=-1$ | 2 | 3 |  | 1 |
| elliptic cylinder ( $\Re$ ) | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$ | 2 | 3 |  | 1 |
| elliptic paraboloid | $z=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}$ | 2 | 4 | - | 1 |
| hyperbolic cylinder | $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=-1$ | 2 | 3 |  | 0 |
| hyperbolic paraboloid | $z=\frac{y^{2}}{b^{2}}-\frac{x^{2}}{a^{2}}$ | 2 | 4 | $+$ | 0 |
| hyperboloid of one sheet | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=1$ | 3 | 4 | + | 0 |
| hyperboloid of two sheets | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-\frac{z^{2}}{c^{2}}=-1$ | 3 | 4 | - | 0 |
| intersecting planes (厅) | $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=0$ | 2 | 2 |  | 1 |
| intersecting planes ( $\Re$ ) | $\frac{x^{2}}{a^{2}}-\frac{y^{2}}{b^{2}}=0$ | 2 | 2 |  | 0 |
| parabolic cylinder | $x^{2}+2 r z=0$ | 1 | 3 |  |  |
| parallel planes ( $\Im$ ) | $x^{2}=-a^{2}$ | 1 | 2 |  |  |
| parallel planes ( $R$ ) | $x^{2}=a^{2}$ | 1 | 2 |  |  |

see also Cubic Surface, Ellipsoid, Elliptic Cone, Elliptic Cylinder, Elliptic Paraboloid, Hyperbolic Cylinder, Hyperbolic Paraboloid, Hyperboloid, Plane, Quartic Surface, Surface
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## Quadratrix of Hippias



The quadratrix was discovered by Hippias of Elias in 430 BC, and later studied by Dinostratus in 350 BC (MacTutor Archive). It can be used for Angle Trisection or, more generally, division of an Angle into any integral number of equal parts, and Circle Squaring. In Polar Coordinates,

$$
\pi \rho=2 r \theta \csc \theta
$$

so

$$
r=\frac{\rho \pi \sin \theta}{\theta}
$$

which is proportional to the Cochleord.
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## Quadrature

The word quadrature has (at least) three incompatible meanings. Integration by quadrature either means solving an Integral analytically (i.e., symbolically in terms of known functions), or solving of an integral numerically (e.g., Gaussian Quadrature, Quadrature Formulas). The word quadrature is also used to mean SQUARING: the construction of a square using only Compass and Straightedge which has the same ArEa as a given geometric figure. If quadrature is possible for a Plane figure, it is said to be Quadrable.

For a function tabulated at given values $x_{i}$ (so the ABSCISSAS cannot be chosen at will), write the function $\phi$ as a sum of Orthonormal Functions $p_{j}$ satisfying

$$
\begin{equation*}
\int_{a}^{b} p_{i}(x) p_{j}(x) W(x) d x=\delta_{i j} \tag{1}
\end{equation*}
$$

as

$$
\begin{equation*}
\phi(x)=\sum_{j=0}^{\infty} a_{j} p_{j}(x) \tag{2}
\end{equation*}
$$

and plug into

$$
\begin{align*}
\int_{a}^{b} \phi(x) W(x) d x & =\int_{a}^{b} \sum_{j=1}^{m} \frac{\pi(x) W(x)}{\left(x-x_{j}\right) \pi^{\prime}\left(x_{j}\right)} d x f\left(x_{j}\right) \\
& \equiv \sum_{j=1}^{m} w_{j} f\left(x_{j}\right) \tag{3}
\end{align*}
$$

giving

$$
\begin{equation*}
\int_{a}^{b} \sum_{j=0}^{\infty} a_{j} p_{j}(x) W(x) d x=\sum_{i=1}^{n} w_{i}\left[\sum_{j=0}^{\infty} a_{j} p_{j}\left(x_{i}\right)\right] . \tag{4}
\end{equation*}
$$

But we wish this to hold for all degrees of approximation, so

$$
\begin{align*}
a_{j} \int_{a}^{b} p_{j}(x) W(x) d x & =a_{j} \sum_{i=1}^{n} w_{i} p_{j}\left(x_{i}\right)  \tag{5}\\
\int_{a}^{b} p_{j}(x) W(x) d x & =\sum_{i=1}^{n} w_{i} p_{j}\left(x_{i}\right) \tag{6}
\end{align*}
$$

Setting $i=0$ in (1) gives

$$
\begin{equation*}
\int_{a}^{b} p_{0}(x) p_{j}(x) W(x) d x=\delta_{0 j} \tag{7}
\end{equation*}
$$

The zeroth order orthonormal function can always be taken as $p_{0}(x)=1$, so (7) becomes

$$
\begin{align*}
\int_{a}^{b} p_{j}(x) W(x) d x & =\delta_{0 j}  \tag{8}\\
& =\sum_{i=1}^{n} w_{i} p_{j}\left(x_{i}\right) \tag{9}
\end{align*}
$$

where (6) has been used in the last step. We therefore have the Matrix equation

$$
\left[\begin{array}{ccc}
p_{0}\left(x_{1}\right) & \cdots & p_{0}\left(x_{n}\right)  \tag{10}\\
p_{1}\left(x_{1}\right) & \cdots & p_{1}\left(x_{n}\right) \\
\vdots & \ddots & \vdots \\
p_{n-1}\left(x_{1}\right) & \cdots & p_{n-1}\left(x_{n}\right)
\end{array}\right]\left[\begin{array}{c}
w_{1} \\
w_{2} \\
\vdots \\
w_{n}
\end{array}\right]=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

which can be inverted to solve for the $w_{i}$ s (Press et al. 1992).
see also Calculus, Chebyshev-Gauss Quadrature, Chebyshev Quadrature, Derivative, Fundamental Theorem of Gaussian Quadrature, GaussJacobi Mechanical Quadrature, Gaussian Quadrature, Hermite-Gauss Quadrature, Hermite Quadrature, Jacobi-Gauss Quadrature, Jacobi Quadrature, Laguerre-Gauss Quadrature, Laguerre Quadrature, Legendre-Gauss Quadrature, Legendre Quadrature, Lobatto Quadrature, Mechanical Quadrature, Mehler Quadrature, Newton-Cotes Formulas, Numerical Integration, Radau Quadrature, Recursive Monotone Stable Quadrature
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## Quadrature Formulas

see Newton-Cotes Formulas

## Quadric

An equation of the form

$$
\frac{x^{2}}{a^{2}+\theta}+\frac{y^{2}}{b^{2}+\theta}+\frac{z^{2}}{c^{2}+\theta}=1
$$

where $\theta$ is said to be the parameter of the quadric.

## Quadricorn

A Flexible Polyhedron due to C. Schwabe (with the appearance of having four horns) which flexes from one totally flat configuration to another, passing through intermediate configurations of positive Volume.
see also Flexible Polyhedron

## Quadrifolium



The ROSE with $n=2$. It has polar equation

$$
r=a \sin (2 \theta)
$$

and Cartesian form

$$
\left(x^{2}+y^{2}\right)^{3}=4 a^{2} x^{2} y^{2}
$$

see also Bifolium, Folium, Rose, Trifolium

## Quadrilateral



A four-sided Polygon sometimes (but not very often) also known as a TETRAGON. If not explicitly stated, all four Vertices are generally taken to lie in a Plane. If the points do not lie in a Plane, the quadrilateral is called a Skew Quadrilateral.

For a planar convex quadrilateral (left figure above), let the lengths of the sides be $a, b, c$, and $d$, the Semiperimeter $s$, and the Diagonals $p$ and $q$. The Diagonals are Perpendicular Iff $a^{2}+c^{2}=b^{2}+d^{2}$. An equation for the sum of the squares of side lengths is

$$
\begin{equation*}
a^{2}+b^{2}+c^{2}+d^{2}=p^{2}+q^{2}+4 x^{2} \tag{1}
\end{equation*}
$$

where $x$ is the length of the line joining the Midpoints of the Diagonals. The Area of a quadrilateral is given by

$$
\begin{align*}
K & =\frac{1}{2} p q \sin \theta  \tag{2}\\
& =\frac{1}{4}\left(b^{2}+d^{2}-a^{2}-c^{2}\right) \tan \theta  \tag{3}\\
& =\frac{1}{4} \sqrt{4 p^{2} q^{2}-\left(b^{2}+d^{2}-a^{2}-c^{2}\right)^{2}}  \tag{4}\\
= & \sqrt{(s-a)(s-b)(s-c)(s-d)-a b c d \cos ^{2}\left[\frac{1}{2}(A+B)\right]} \tag{5}
\end{align*}
$$

where (4) is known as Bretschneider's Formula (Beyer 1987).
A special type of quadrilateral is the Cyclic Quadrilateral, for which a Circle can be circumscribed so that it touches each Vertex. For Bicentric quadrilaterals, the Circumcircle and Incircle satisfy

$$
\begin{equation*}
2 r^{2}\left(R^{2}-s^{2}\right)=\left(R^{2}-s^{2}\right)^{2}-4 r^{2} s^{2} \tag{6}
\end{equation*}
$$

where $R$ is the Circumradius, $r$ in the Inradius, and $s$ is the separation of centers. A quadrilateral with two sides Parallel is called a Trapezoid.

There is a relationship between the six distances $d_{12}$, $d_{13}, d_{14}, d_{23}, d_{24}$, and $d_{34}$ between the four points of a quadrilateral (Weinberg 1972):

$$
\begin{align*}
0= & d_{12}{ }^{4} d_{34}{ }^{2}+d_{13}{ }^{4} d_{24}{ }^{2}+d_{14}{ }^{4} d_{23}{ }^{2}+d_{23}{ }^{4} d_{14}{ }^{2} \\
& +d_{24}^{4} d_{13}^{2}+d_{34}^{4} d_{12}^{2} \\
& +d_{12}^{2} d_{23}^{2} d_{31}^{2}+d_{12}^{2} d_{24}^{2} d_{41}^{2}+d_{13}^{2} d_{34}^{2} d_{41}^{2} \\
& +d_{23}^{2} d_{34}^{2} d_{42}^{2}-d_{12}^{2} d_{23}^{2} d_{34}^{2}-d_{13}^{2} d_{32}^{2} d_{24}^{2} \\
& -d_{12}^{2} d_{24}^{2} d_{43}^{2}-d_{14}^{2} d_{42}^{2} d_{23}^{2}-d_{13}^{2} d_{34}^{2} d_{42}^{2} \\
& -d_{14}^{2} d_{43}^{2} d_{32}^{2}-d_{23}^{2} d_{31}^{2} d_{14}^{2}-d_{21}^{2} d_{13}^{2} d_{34}^{2} \\
& -d_{24}^{2} d_{41}^{2} d_{13}^{2}-d_{21}^{2} d_{14}^{2} d_{43}^{2}-d_{31}^{2} d_{12}^{2} d_{24}^{2} \\
& -d_{32}^{2} d_{21}^{2} d_{14}^{2} . \tag{7}
\end{align*}
$$

see also Bimedian, Brahmagupta's Formula, BretSChneider's Formula, Complete Quadrilateral, Cyclic-Inscriptable Quadrilateral, Cyclic Quadrilateral, Diamond, Eight-Point Circle Theorem, Equilic Quadrilateral, Fano's Axiom, Léon Anne's Theorem, Lozenge, Orthocentric Quadrilateral, Parallelogram, Ptolemy's Theorem, Rational Quadrilateral, Rhombus, Skew Quadrilateral, Trapezoid, Varignon's Theorem, von Aubel's Theorem, Wittenbauer's Parallelogram
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## Quadrillion

In the American system, $10^{15}$.
see also Large Number

## Quadriplanar Coordinates

The analog of Trilinear Coordinates for TetraheDRA.
see also Tetrahedron, Trilinear Coordinates
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## Quadruple

A group of four elements, also called a Quadruplet or Tetrad.
see also Amicable Quadruple, Diophantine Quadruple, Monad, Pair, Prime Quadruplet, Pythagorean Quadruple, Quadruplet, Quintuplet, Tetrad, Triad, Triple, Twins, Vector Quadruple Product

## Quadruple Point



A point where a curve intersects itself along four arcs. The above plot shows the quadruple point at the Origin of the Quadrifolium $\left(x^{2}+y^{2}\right)^{3}-4 x^{2} y^{2}=0$.
see also Double Point, Triple Point
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## Quadruplet

see Quadruple

## Quadtree

A Tree having four branches at each node. Quadtrees are used in the construction of some multidimensional databases (e.g., cartography, computer graphics, and image processing). For a $d$-D tree, the expected number of comparisons over all pairs of integers for successful and unsuccessful searches are given analytically for $d=2$ and numerically for $d \geq 3$ by Finch.
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## Quantic

An $m$-ary $n$-ic polynomial (i.e., a Homogeneous Polynomial with constant Coefficients of degree $n$ in $m$ independent variables).
see also Algebraic Invariant, Fundamental System, $p$-adic Number, Syzygies Problem

## Quantifier

One of the operations Exists $\exists$ or For All $\forall$.
see also Bound, Exists, For All, Free

## Quantization Efficiency

Quantization is a nonlinear process which generates additional frequency components (Thompson et al. 1986). This means that the signal is no longer band-limited, so the Sampling Theorem no longer holds. If a signal is sampled at the Nyquist Frequency, information will be lost. Therefore, sampling faster than the NYQUIST Frequency results in detection of more of the signal and a lower signal-to-noise ratio [SNR]. Let $\beta$ be the Oversampling ratio and define

$$
\eta_{Q} \equiv \frac{\mathrm{SNR}_{\text {quant }}}{\mathrm{SNR}_{\text {unquant }}}
$$

Then the following table gives values of $\eta_{Q}$ for a number of parameters.

| Quantization <br> Levels | $\eta_{Q}$ <br> $(\beta=1)$ | $\eta_{Q}$ <br> $(\beta=2)$ |
| :---: | ---: | ---: |
| 2 | 0.64 | 0.74 |
| 3 | 0.81 | 0.89 |
| 4 | 0.88 | 0.94 |

The Very Large Array of 27 radio telescopes in Socorro, New Mexico uses three-level quantization at $\beta=1$, so $\eta_{Q}=0.81$.

## References
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## Quantum Chaos

The study of the implications of Chaos for a system in the semiclassical (i.e., between classical and quantum mechanical) regime.

## References

Ott, E. "Quantum Chaos." Ch. 10 in Chaos in Dynamical Systems. New York: Cambridge University Press, pp. 334362, 1993.

## Quarter

The Unit Fraction 1/4, also called one-fourth. It is the value of Koebe's Constant.
see also Half, Quartile
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